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Abstract

This paper presents a novel locality sensitive histogram

algorithm for visual tracking. Unlike the conventional im-

age histogram that counts the frequency of occurrences of

each intensity value by adding ones to the corresponding

bin, a locality sensitive histogram is computed at each pixel

location and a floating-point value is added to the corre-

sponding bin for each occurrence of an intensity value. The

floating-point value declines exponentially with respect to

the distance to the pixel location where the histogram is

computed; thus every pixel is considered but those that are

far away can be neglected due to the very small weights as-

signed. An efficient algorithm is proposed that enables the

locality sensitive histograms to be computed in time linear

in the image size and the number of bins. A robust tracking

framework based on the locality sensitive histograms is pro-

posed, which consists of two main components: a new fea-

ture for tracking that is robust to illumination changes and

a novel multi-region tracking algorithm that runs in real-

time even with hundreds of regions. Extensive experiments

demonstrate that the proposed tracking framework outper-

forms the state-of-the-art methods in challenging scenarios,

especially when the illumination changes dramatically.

1. Introduction

Visual tracking is one of the most active research areas

in computer vision, with numerous applications including

augmented reality, surveillance, and object identification.

The chief issue for robust visual tracking is to handle the

appearance change of the target object. Based on the ap-

pearance models used, tracking algorithms can be divided

into generative tracking [4, 17, 19, 14, 3] and discrimina-

tive tracking [7, 2, 11, 8].

Generative tracking represents the target object in a par-

ticular feature space, and then searches for the best match-

ing score within the image region. In general, it does not

requires a large dataset for training. Discriminative track-

ing treats visual tracking as a binary classification problem

to define the boundary between a target image patch and the
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background. It generally requires a large dataset in order to

achieve good performances. While numerous algorithms of

two categories have been proposed with success, it remains

a challenging task to develop a tracking algorithm that is

both accurate and efficient. In order to address challeng-

ing factors in visual tracking, numerous features and models

have been used to represent target objects.

The appearance of an object changes drastically when

illumination varies significantly. It has been shown that

two images, taken at the same pose but under different il-

lumination conditions, cannot be uniquely identified as be-

ing the same object or different ones [10]. To deal with

this problem, numerous methods have been proposed based

on illumination invariant features [5]. Early works on vi-

sual tracking represent objects with contours [9] with suc-

cess when the brightness constancy assumption holds. The

eigentracking approach [4] operates on the subspace con-

stancy assumption to account for the appearance change

caused by illumination variation based on a set of train-

ing images. Most recently, Harr-like features and online

subspace models have been used in object tracking with

demonstrated success in dealing with large lighting varia-

tion [13, 2, 3, 22]. Notwithstanding the demonstrated suc-

cess, these methods often require time-consuming mixture

models or optimization processes.

Due to their simplicity, intensity histograms are widely

used to represent objects for recognition and tracking. How-

ever, spatial information of object appearance is missing

in this holistic representation, which makes it sensitive to

noise as well as occlusion in tracking applications. To

address this problem, algorithms based on multi-region

representations have been proposed. The fragment-based

tracker [1] divides the target object into several regions and

represents them with multiple local histograms. A vote map

is used to combine the votes from all the regions in the

target frame. However, the computation of multiple local

histograms and the vote map can be time consuming even

with the use of integral histograms [15]. As a trade-off be-

tween accuracy and speed, the fragment-based method [1]

uses up to 40 regions to represent the target object and thus

causes jitter effects. To account for large geometric appear-

ance changes, recent multi-region trackers combine local

and global representations by adapting the region locations
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to the geometric change, instead of using a fixed grid lay-

out [1]. In [20], each target object is modeled by a small

number of rectangular blocks, which positions within the

tracking window are adaptively determined. In [13, 22], a

fixed number of object parts are dynamically updated to ac-

count for appearance and shape changes. All these methods

achieve better accuracy at the expense of speed.

In this paper, we propose a novel locality sensitive his-

togram algorithm, which takes into account contributions

from every pixel in an image instead of from pixels only

inside local neighborhoods as the local histogram algo-

rithm. It operates in a way similar to conventional image

histograms. However, instead of counting the frequency

of occurrences of each intensity value by adding ones to

the corresponding bin, a floating-point value is added to the

corresponding bin for each occurrence of an intensity value.

The floating-point value declines exponentially with respect

to the distance to the pixel location where the locality sensi-

tive histogram is computed. Thus, the proposed histogram

is more suitable for applications such as visual tracking,

which assigns lower weights to pixels further away from

the target center (as these pixels more likely contain back-

ground information or occluding objects, and hence their

contribution to the histogram is diminished).

The proposed histogram has an O(NB) complexity,

where N is the number of pixels and B is the number of

bins. This facilitates a framework for real-time object track-

ing. This tracking framework effectively deals with drastic

illumination changes by extracting dense illumination in-

variant features using the proposed locality sensitive his-

togram. It also handles significant pose and scale variation,

occlusion and visual drifts, out of plane rotation and abrupt

motion, and background clutters with the use of a novel

multi-region tracking algorithm. Unlike existing multi-

region trackers that need to represent a target object with

a limited number of non-overlapping regions due to the use

of rectangular local histograms, the proposed multi-region

tracker efficiently describes a target object with a large num-

ber of overlapping regions using the locality sensitive his-

togram, which takes into account contributions from ev-

ery pixel adaptively. This unique property facilitates robust

multi-region tracking, and the efficiency of the locality sen-

sitive histogram enables the proposed tracker to run in real

time. The contributions of this paper are summarized as

follows:

• a histogram that takes into account contributions from

every image pixel adaptively and facilitates a real-time

tracking framework;

• an efficient illumination invariant feature for tracking;

and

• a multi-region tracking algorithm that outperforms

state-of-the-art algorithms both in terms of accuracy

and speed.

2. Locality Sensitive Histograms

The conventional image histogram is a 1D array. Each

of its values is usually an integer indicating the frequency

of occurrence of a particular intensity value. Let I denote

an image. The corresponding image histogram H is a B-

dimensional vector defined as:

H(b) =

W
∑

q=1

Q(Iq, b), b = 1, . . . , B, (1)

where W is the number of pixels, B is the total number

of bins, and Q(Iq, b) is zero except when intensity value

Iq (at pixel location q) belongs to bin b. If computed us-

ing Eq. 1, the computational complexity of the histogram is

linear in the number of bins at each pixel location: O(B).
However, the complexity can be reduced to O(1) in practice

because the addition operation in Eq. 1 can be ignored when

Q(Iq, b) = 0.

Local histograms, on the other hand, record statistics

within a region of a pixel in an image. They are computed at

each pixel location, and have been proved to be very useful

for many tasks like the bilateral filtering [25, 16], median

filtering [25, 12] and tracking [15, 1]. The computational

complexity of the brute-force implementation of the local

histograms is linear in the neighborhood size. Neverthe-

less, this dependency can be removed using integral his-

togram [15], which reduces the computational complexity

to O(B) at each pixel location. Let HI

p denote the integral

histogram computed at pixel p. It can be computed based

on the previous integral histogram computed at pixel p − 1
in a way similar to the integral image [6, 23]:

H
I

p(b) = Q(Ip, b) +H
I

p−1(b), b = 1, . . . , B. (2)

For simplicity, let I denote a 1D image. H
I

p contains the

contributions of all the pixels to the left of pixel p, and the

local histogram between pixel p and another pixel q on the

left of p is computed as HI

p(b)−H
I

q(b) for b = 1, . . . , B.

For the local histogram, pixels inside a local neighbor-

hood has equal contribution. However, for applications such

as object tracking, pixels further away from the target center

should be weighted less as they more likely contain back-

ground information or occluding objects. Hence, their con-

tribution to the histogram should be diminished. We pro-

pose a novel locality sensitive histogram algorithm to ad-

dress this problem. Let HE
p denote the locality sensitive

histogram computed at pixel p. It can be written as:

H
E
p (b) =

W
∑

q=1

α|p−q| ·Q(Iq, b), b = 1, . . . , B, (3)

where α ∈ (0, 1) is a parameter controlling the decreasing

weight as a pixel moves away from the target center. Same
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as the local histogram, the computational complexity of its

brute-force implementation presented in Eq. 3 is O(WB)
per pixel. However, similar to the integral histogram, the

proposed locality sensitive histogram also has an efficient

algorithm when the input image is 1D:

H
E
p (b) = H

E,left
p (b) +H

E,right
p (b)−Q(Ip, b), (4)

where

H
E,left
p (b) = Q(Ip, b) + α ·HE,left

p−1 (b), (5)

H
E,right
p (b) = Q(Ip, b) + α ·HE,right

p+1 (b). (6)

Based on Eqs. 5 and 6, pixels on the right of pixel p do not

contribute to H
E,left
p while pixels on the left of pixel p do

not contribute to H
E,right
p . The summation of HE,left

p and

H
E,right
p , however, combines the contribution from all pix-

els and the weight of the contribution drops exponentially

with respect to the distance to pixel p. Clearly, only B mul-

tiplication and B addition operations are required at each

pixel location in order to compute H
E,left
p (or HE,right

p ).

Thus, the computational complexity of the locality sensi-

tive histogram is reduced to O(B) per pixel. A special con-

straint is that Q(Ip, ·) in Eqs. 5 and 6 is a B-dimensional

vector containing zero values except for the bin correspond-

ing to the intensity value Ip at pixel p. Hence, the addition

operation in Eqs. 5 and 6 can be removed except for the bin

corresponding to the intensity value Ip.

In practice, most of the applications use normalized his-

tograms. Thus, a normalization step, including a summation

operation over all bins, for obtaining the normalization fac-

tor is required at each pixel location. A brute-force imple-

mentation of this summation operation is obviously O(B)
per pixel. Nevertheless, let np denote the normalization fac-

tor at pixel p, according to Eq. 3,

np =

B
∑

b=1

H
E
p (b) =

W
∑

q=1

α|p−q| ·

(

B
∑

b=1

Q(Iq, b)

)

=
W
∑

q=1

α|p−q|. (7)

Hence, the computation of the normalization factor np is

independent of the number of bins B. In addition, as the

histogram presented in Eq. 3 can be computed in O(B) per

pixel using Eqs. 4-6, np can also be computed in the same

way:

np = nleft
p + nright

p − 1, (8)

nleft
p = 1 + α · nleft

p−1, (9)

nright
p = 1 + α · nright

p+1 . (10)

In this case, the normalization factors can be computed

in O(1) per pixel. Furthermore, the normalization factors

Figure 1: Speed comparison. The red dash curve shows the

runtime of computing the local histograms from the integral

histogram for a 1 MB image w.r.t. the logarithm of the num-

ber of bins B. The blue solid curve shows the runtime of

computing the proposed locality sensitive histograms. Note

that the speed of the two algorithms are very close and can

be computed in real time when the number of bins is rela-

tively low. For instance, when B = 16, the locality sensitive

histograms can be computed at 30 FPS.

are independent of the image content and thus can be pre-

computed to further reduce the computational complexity.

The algorithm presented in Eqs. 4-6 (or Eqs. 8-10) is de-

veloped for 1D images. However, its extension to multi-

dimensional images is straightforward. We simply perform

the proposed 1D algorithm separately and sequentially in

each dimension. Figure 1 shows the speed of the proposed

algorithm for computing the locality sensitive histogram for

a 1 MB 2D image with respect to the logarithm of the num-

ber of bins B. Note that it is as efficient as the integral

histogram.

3. Illumination Invariant Features

Images taken under different illumination conditions

have drastic effects on object appearance. Under the as-

sumption of affine illumination changes, we can synthesize

images of the scene presented in Figure 2 (a) captured under

different illumination conditions as shown in Figure 2 (b)

and (c). As the corresponding pixels have different bright-

ness values, the intensity (or color) of the image cannot be

considered as invariants for matching.

In this section, we propose a new method for extract-

ing dense illumination invariant features. It is basically an

image transform to convert the original image into a new

image, where the new pixel values do not change when the

illumination changes. Let Ip and I
′
p denote the intensity val-

ues of pixel p before and after an affine illumination change.

We have:

I
′
p = Ap(Ip) = a1,pIp + a2,p, (11)

where a1,p and a2,p are two parameters of the affine trans-

form Ap at pixel p.

Let HS
p denote the histogram computed from a window

Sp centered at the pixel p, and bp denote the bin correspond-

ing to the intensity value Ip. According to the definition of
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(a) (b) (c)

(d) (e) (f)

Figure 2: Illumination invariant features. (a)-(c) are input

images with different illuminations. (d)-(f) are the corre-

sponding outputs.

the histogram, the number of pixels in Sp whose intensity

value resides in [bp − rp, bp + rp] is:

Ip =

bp+rp
∑

b=bp−rp

H
S
p (b), (12)

where parameter rp controls the interval of integration at

pixel p. If rp scales linear with the illumination so that

r′p = a1,prp, (13)

the integrated value I ′
p obtained under a different illumi-

nation condition corresponds to the number of pixels with

intensity value resides in [a1pbp+a2,p−a1,prp, a
1
pbp+a2,p+

a1,prp] = [a1,p(bp − rp) + a2,p, a1,p(bp + rp) + a2,p] =

[Ap(bp−rp),Ap(bp+rp)]. Ignoring the quantization error,

I ′
p is equal to Ip. Thus, Ip is independent of affine illu-

mination changes and can be used as a matching invariant

under different illumination conditions as long as Eq. 13

holds. We let:

rp = κ|Ip − Īp|, (14)

where κ = 0.1 is a constant, Īp = 1
|Sp|

∑

q∈Sp
Ip is the

mean intensity value of window Sp and |Sp| is the num-

ber of pixels in Sp. With an additional assumption that the

affine illumination changes are locally smooth so that the

affine transform is the same for all pixels inside window

Sp, we have:

r′p = κ|I′p − Ī
′
p|

= κ|a1,pIp + a2,p −
1

|Sp|

∑

q∈Sp

(a1,pIq + a2,p)|

= a1,pκ|Ip − Īp| = a1,prp. (15)

As a result, Eq. 13 holds when the interval rp is obtained

adaptively from Eq. 14.

(a) Template. (b) Current frame.

Figure 3: Multi-region tracking. The target template is de-

fined manually in the first frame. In each subsequent frame,

the red rectangle indicates the tracked object. The circles

show the multiple regions. The orange rectangle indicates

the search region for object tracking.

In practice, it is inaccurate to define an exact local win-

dow inside which the affine illumination transform remains

unchanged. Hence, we replace histogram H
S
p in Eq. 12

with the proposed locality sensitive histogram H
E
p , which

adaptively takes into account the contribution from all im-

age pixels. In addition, we use a “soft” interval to reduce

the quantization error. Eq. 12 becomes:

Ip =

B
∑

b=1

exp

(

−
(b− bp)

2

2max(κ, rp)2

)

·HE
p (b), (16)

where Īp =
∑B

b=1 H
E
p (b) · b. In practice, a2,p is relatively

small; thus rp can be replaced by κIp. The invariants com-

puted from Figure 2 (a)-(c) are presented in Figure 2 (d)-

(f), respectively. Unlike the intensity values, they remain

the same even under dramatic illumination changes, and are

used as the input to the tracking algorithm proposed in Sec-

tion 4.

4. Multi-Region Tracking

The proposed multi-region tracking algorithm aims at

capturing the spatial information of a target object, which

is missing in single region tracking, to account for appear-

ance change caused by factors such as illumination and oc-

clusion. While it is important to use multiple regions to

represent a target objects, it is not necessarily useful to

use a large number of them as the incurred computational

cost of local analysis and region-by-region matching is pro-

hibitively high. We exploit the proposed locality sensitive

histograms for multi-region tracking, since illumination in-

variant features and region matching scores can be com-

puted efficiently. One application of our method is to adapt

the fragment-based method [1] to demonstrate the effect of

using a large number of regions for robust object tracking.

4.1. Tracking via Locality Sensitive Histograms

The proposed tracking algorithm represents a target ob-

ject with multiple overlapping regions, each of which de-
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scribes some local configuration. The spatial relationship of

these regions remains fixed and is used for region-to-region

matching between the template and the potential target ob-

ject of the current frame. The spacing between regions de-

pends on the size of the target object and the user defined

number of regions. Representing the object appearance by

hundreds of regions allows the proposed tracker to better

handle occlusion and large appearance change. The locality

sensitive histograms also allow us to process a large number

of regions in real-time.

The regions are weighted based on their locations from

each region center. This facilitates more robust matching re-

sults when the regions are partially occluded. The fragment-

based tracking method approximates the kernel function

with weights by computing histograms from three rectan-

gular regions of different sizes. This approximation scheme

significantly increases the computational cost. In contrast,

a weighting kernel is inherent in the proposed algorithm.

Since object movements are typically non-ballistic, ob-

ject tracking entails only searches within the nearby area

of the current target location. Figure 3 shows an example

of the proposed multi-region tracking algorithm, where the

blue circles indicate the regions. For the sake of clarity,

only a few regions are shown here. The orange rectangle

indicates the search region of the current frame.

Based on the location of the target object center in the

previous frame, we aim to locate the new center location

within the search region. Similar to recent tracking-by-

detection methods, exhaustive search within the search re-

gion is performed in this work, where every pixel is consid-

ered as a candidate target center. Each region at the candi-

date location is matched correspondingly against the tem-

plate to produce a score, based on the Earth Mover’s Dis-

tance (EMD) [18].

Although the conventional EMD is computational ex-

pensive, the EMD between two normalized 1D histograms

can be computed in time linear in the number of bins [21].

It is equal to the ℓ1-distance between their cumulative his-

tograms [26]. The proposed locality sensitive histogram is

normalized as presented in Section 2. The distance between

histograms can be computed as:

d(S1, S2) =
B
∑

b=1

|C1(b)− C2(b)|, (17)

where S1 and S2 are the corresponding regions of the tem-

plate (centered at p1) and the candidate (centered at p2) in

the current frame. C1 and C2 are the cumulative histograms

of HE
p1 and H

E
p2. They are defined as: C(b) =

∑b

1 H
E
p (b).

Once the matching scores of all regions within a candi-

date region are computed, a vote map is obtained. Similar to

the fragment-based tracking method, we use a least-median-

squares estimator to accumulate all the votes. This scheme

has been shown robust to occlusion, since it assumes that at

least one quarter of the target is visible, and the occluded

regions are considered as outlier measurements. The final

tracking result is the candidate object with the lowest joint

score (as the vote map measures the dissimilarity between

regions).

4.2. Online Template Update

Visual tracking with a fixed template is not effective over

a long period of time as the appearance may have changed

significantly. It is also likely to cause jitter and drift as ob-

served in the fragment-based tracking method [1]. To ad-

dress these issues, we update the region histograms of the

template gradually. Taking advantage of using multiple re-

gions, updating a fraction of them in each frame allows the

template to adapt to the appearance change and alleviate the

tracking drift problem. Once the new target location is de-

termined, the local histograms are updated as follows:

HE
p1(·) = HE

p2(·) if F1 ·M < d(S1, S2) < F2 ·M ,

(18)

where M is the median distance of all the regions at the

new position. F1 and F2 are the forgetting factors, which

define the appearance model update rate. In general, the

regions with high dissimilarity represent occlusion or the

background. The regions with low dissimilarity are per-

fectly matched. Thus we suggest to update only the regions

with medium dissimilarity. In our implementation, we set

the forgetting factors F1 and F2 as 0.96 and 1.04, respec-

tively. For a target object with 1,000 regions, about 30 of

them are updated in each frame.

5. Experiments

This section evaluates the effectiveness and efficiency of

the proposed tracking method. We have implemented the

proposed method in C using single core and tested it on

a PC with an Intel i5 3.3GHz CPU and 8GB RAM. We

have evaluated it using 20 video sequences, which contain

challenging factors, including drastic illumination changes,

pose and scale variation, heavy occlusion, background clut-

ter, and fast motion. We have compared the proposed

tracker with 12 state-of-the-art trackers (the implementa-

tions provided by the authors were used for fair compar-

isons). Three of them are multi-region based methods,

including the fragment-based tracking method (Frag) [1],

the articulating block and histogram tracker (BHT) [20]

and the local-global tracker (LGT) [22]. The others are

the recent tracking methods, including the real time L1

tracker (L1T) [3], the super-pixel tracker (SPT) [24], the

real-time compressive tracker (CT) [27], the multiple in-

stance learning tracker (MIL) [2], the structured output

tracker (Struck) [8], the visual tracking decomposition

method (VTD) [14], the TLD tracker [11], the distribution

242924292431



Figure 4: Success rate (%) of the proposed tracker with

respect to different numbers of regions.

field tracker (DFT) [19] and the multi-task sparse learning

tracker (MTT) [28]. For the trackers that involve random

feature selection, they are evaluated five times and the aver-

age scores are considered as the final scores.

5.1. Quantitative Evaluation

Two evaluation criteria are used in our experiments: cen-

ter location error and tracking success rate, both computed

against manually labeled ground truth. Let
area(BT∩BG)
area(BT∪BG)

denote the overlap ratio, where BT and BG are the bound-

ing boxes of the tracker and of the ground-truth, respec-

tively. When the overlap ratio is larger than 0.5, the tracking

result of the current frame is considered as a success.

Figure 4 shows the tracking performance of our method

with respect to different numbers of regions. The curves

show the average success rates of 20 video sequences.

We observe that the tracking performance of our method

reaches its peak when the number of regions reaches 400,

thus we use 400 regions in the following experiments. To

compare the effectiveness of the proposed feature with the

popular feature using intensity, we divide the 20 sequences

into two groups. Group 1 contains 6 sequences with illu-

mination change and group 2 includes all remaining 14 se-

quences with other challenging factors. We then test the

tracker on the two groups of video sequences to evaluate the

performance of using our feature and using intensity. Fig-

ure 4 shows that the proposed feature outperforms intensity

not only on sequences with illumination change, but also on

sequences without illumination change. This indicates that

our proposed feature is more effective than intensity.

Table 1 and Table 2 show the tracking performance and

the speed (in frame rate) of our method with the 12 other

methods. We note that the TLD tracker does not report

tracking result (or bounding box) when the drift problem

occurs and the target object is re-detected. Thus we only

report the center location errors for the sequences that the

TLD method does not lose track of target objects. The pro-

posed tracker performs favorably against the state-of-the-art

algorithms as it achieve the best or the second best perfor-

mance in most of sequences using both evaluation criteria.

In addition, our tracker is very efficient which runs at 25.6

frames per second (FPS). Figure 5 shows some tracking re-

sults of different trackers. For presentation clarity, we only

show the results by the trackers with the top average suc-

cess rate, i.e., CT [27], MIL [2], TLD [11], Struck [8],

DFT [19] and MTT [28].

5.2. Qualitative Evaluation

The 20 sequences that we use are placed at our project

website1, and in the supplementary material for reference.

We qualitatively evaluate the tracking results of these 20

sequences in four different ways as follows.

Illumination, pose and scale variation. We evaluate se-

quences with different kind of illumination variations. In

the Man, Car and Crowds sequences, the object appear-

ances change drastically due to cast shadows and ambient

lights. Only the L1T, Struck and the proposed trackers are

able to adapt the illumination variation well. The David

Indoor and Trellis sequences contain gradual illumination

changes and pose variation. We note that in most of the

reported results using the both sequences, only a subset of

frames are used (i.e., not from the very beginning of the

David sequence when the face is in complete dark, or until

the very end of the sequence of the Trellis sequence where

there are both sudden pose and lighting variations). We use

the full sequences for better assessment of all tracking al-

gorithms. In these two sequences, only the proposed al-

gorithm is able to track the targets successfully in most of

the frames. This can be attributed to the use of the pro-

posed features which are insensitive to illumination varia-

tion. Likewise, most of the other trackers do not perform

well in the Shaking sequence since the object appearance

changes drastically due to the stage light and sudden pose

change. In addition, the proposed tracker performs well in

the Basketball and Bolt sequences where the target objects

undergo large pose variation.

Occlusion and drift. The target objects are partially

occluded in the Bird, Occluded face 2 and Woman se-

quences. For the Woman sequence, the target object en-

close the whole body instead of only upper body used in the

fragment-based tracking method [1]. Most tracking meth-

ods do not perform well when the objects are heavily oc-

cluded. By exploiting a large number of regions, the rela-

tive spatial information between regions is maintained and

thus occlusion is handled well by the proposed algorithm.

Tracking drift usually occurs when the target object is heav-

ily occluded. Few trackers recover from tracking drift since

these methods focus on learning the appearance change.

The Box sequence is challenging as the target is heavily oc-

cluded in several frames. Only the proposed algorithm and

1 http://www.cs.cityu.edu.hk/˜shengfehe2/visual-tracking-via-locality-

sensitive-histograms.html
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Sequence Ours L1T [3] SPT [24] CT [27] Frag [1] MIL [2] Struck [8] VTD [14] TLD [11] BHT [20] LGT [22] DFT [19] MTT [28]

Basketball 9.3 14.9 20.0 62.9 25.2 102 165 8.6 – – 153 15.2 239 287

Biker 8.9 40.4 52.9 26.0 79.8 31.0 12.7 69.4 – – 30.1 85.5 46 76.1

Bird 8.3 57.8 14.1 17.1 26.6 17.2 23.9 61.9 – – 14.7 15.6 10.9 73.2

Board 10.9 174 52.6 34.7 25.2 35.0 34.6 17.8 – – 42.4 36.6 145 50.3

Bolt 6.4 186 72.0 9.0 73.2 8.1 8.4 17.7 – – 149 48.6 50.9 9.0

Box 13.1 77.5 169 107 65.8 109 10.6 114.1 – – 111 68.9 120 54.8

Car 3.9 36.8 4.5 38.3 40.2 37.9 6.4 35.3 9.4 156 60.9 39.0 34.1

Coupon 5.4 69.7 6.1 17.1 35.7 18.6 5.7 65.3 7.9 45.7 21.9 5.5 4.5

Crowds 5.9 15.3 433 351 435 465 5.0 380 – – 344 232 4.5 226

David indoor 10.6 28.5 29.8 25.8 103 44.1 30.5 64.6 10.4 122 13.4 28.6 10.7

Dragon baby 20.0 72.8 49.7 30.8 51.1 48.6 59.1 42 – – 83.1 87 148 78.9

Man 2.1 2.8 23.1 9.4 48.6 37.7 2.4 20.7 4.4 73.0 24.1 40.0 2.6

Motor rolling 13.1 187 76.2 198 110 178 84 148 – – 137 178 170 180

Occluded face 2 4.0 20.2 37.8 13.2 15.5 15.3 16.4 15.9 11.5 44.5 30.9 23.8 16.8

Shaking 13.8 42.0 144 33.4 195 12.9 43.2 24.0 – – 237.9 35.7 8.7 52.2

Surfer 7.4 122 78.2 78.6 150 128 14.6 93.3 5.4 93.3 188.1 143 93.1

Sylvester 6.1 23.4 47.8 9.1 14.6 12.6 6.7 9.7 13.7 11.1 23.9 39 5.1

Tiger2 8.5 46.3 85.7 11.9 45.7 7.7 9.8 32.9 – – 66.8 27.9 33.6 25.5

Trellis 8.3 15.5 18.8 67.3 100 65.8 22.9 32.4 – – 75.4 16.1 51.3 56.9

Woman 6.4 136 8.9 130 7.3 144 5.5 136 – – 71.9 19.3 8.6 154

Average 8.6 68.4 71.2 62.5 82.3 76.5 28.4 69.5 – – 103 61.5 67.8 74.5

Table 1: The average center location errors (in pixels) of the 20 sequences. The best and the the second best performing

methods are shown in red color and blue color, respectively. The total number of frames is 10,918. The entry ‘– –’ for TLD

indicates that the value is not available as the algorithm loses track of the target object.

Sequence Ours L1T [3] SPT [24] CT [27] Frag [1] MIL [2] Struck [8] VTD [14] TLD [11] BHT [20] LGT [22] DFT [19] MTT [28]

Basketball 87 75 84 32 78 27 2 96 1 20 44 3 3

Biker 69 23 44 34 14 40 49 45 38 46 7 46 44

Bird 98 44 74 53 48 58 48 13 12 71 5 91 13

Board 93 3 47 73 82 76 71 81 16 38 5 23 63

Bolt 81 18 8 66 15 73 76 26 3 6 2 8 68

Box 84 4 8 33 42 18 90 34 60 8 9 37 25

Car 92 43 73 43 40 38 59 44 58 10 11 43 49

Coupon 100 24 98 58 67 77 100 38 98 58 12 100 100

Crowds 76 59 7 9 2 4 82 8 16 4 3 85 9

David indoor 93 41 64 46 35 24 67 32 90 7 24 45 92

Dragon baby 67 16 28 30 35 38 43 33 15 28 4 23 24

Man 100 98 41 60 21 21 100 31 98 18 8 22 100

Motor rolling 83 5 28 11 24 9 11 6 14 30 1 10 5

Occluded face 2 100 60 22 100 80 94 79 77 76 43 8 49 82

Shaking 73 12 3 81 8 45 9 77 1 2 23 95 2

Surfer 75 1 3 3 2 2 67 2 86 2 1 3 3

Sylvester 89 48 34 74 66 70 87 72 76 78 8 54 96

Tiger2 66 10 3 65 5 77 65 17 26 5 2 21 27

Trellis 91 67 72 35 18 34 70 54 31 18 2 45 34

Woman 83 8 80 6 71 6 87 5 30 34 4 80 8

Average 85.0 33.0 41.1 45.6 37.7 41.6 63.1 39.6 42.3 26.3 9.2 44.2 42.4

Average FPS 25.6 10.2 0.2 34.8 3.5 11.3 13.5 0.5 9.5 3.3 2.8 5.8 1.0

Table 2: The success rates (%) and the average frames per second (FPS) of the 20 sequences. The best and the second best

performing methods are shown in red color and blue color, respectively. The total number of frames is 10,918.

the Struck method are able to relocate the target after heavy

occlusion. As only some regions are updated at any time in-

stance by the proposed method, the tracking drift problem

can be better handled where heavy occlusion occurs.

Out of plane rotation and abrupt motion. The target ob-

jects in the Biker and Surfer2 sequences undergo large out

of plane rotation with abrupt movement. Most the trackers

except the proposed algorithm and the Struck method do

not perform well in these sequences. The Dragon baby se-

quence is downloaded from Youtube where the baby moves

abruptly in action scenes. The proposed algorithm is able

to track the baby well despite all the abrupt movement and

2Since we do not consider object scale here, only part of the sequences

are used. The scale approach in [1] can also be used in our method.

out of plane rotation. The motorbiker performs acrobatic

movement with 360 degree rotation in the Motor rolling

sequence. While the proposed algorithm tracks the target

object throughout the sequence, the other methods do not

perform well.

Background clutters. In the Tiger2 and Board sequences,

the target objects undergo fast movement in cluttered back-

grounds. The MIL tracker and the proposed algorithm per-

form well whereas the others fail to locate the target objects.

6. Conclusion

In this paper, we propose a novel locality sensitive his-

togram method and a simple yet effective tracking frame-

work. Experimental results show that the proposed multi-
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Figure 5: Screenshots of the visual tracking results. The figures are placed in the same order as Table 2. Red, green, yellow,

azure, purple, olive and blue rectangles correspond to results from DFT, CT, MTT, MIL, Struck, TLD and ours.

region tracking algorithm performs favorably against nu-

merous state-of-the-art algorithms. The proposed locality

sensitive histograms can also be applied to other vision ap-

plications including efficient and effective bilateral filtering,

which will be our future work.
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