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Visually Guided Object Grasping

Radu HoraudAssociate Member, IEEE;adi Dornaika, and Bernard Espiau

Abstract—in this paper, we present a visual servoing approach to be robust with respect to internal and external camera
to the problem of object grasping and more generally, to the parameters. Alternatively, one may devise a method which
problem of aligning an end-effector with an object. uses uncalibrated cameras.

First we extend the method proposed in [1] to the case of a C ider. f le the followi 0. The off-li
camera which is not mounted onto the robot being controlled onsiaer, for exampie, the following scenario. 1he ofi-ine

and we stress the importance of the real-time estimation of the Stage—which may well be viewed as a preparation or planning
image Jacobian. stage—takes place in a laboratory. The on-line stage—task

‘Second, we show how to represent a grasp or more generally, anexecution—takes place in a hazardous or remote site (nuclear,
alignment between two solids in three-dimensional (3-D) projec- space, offshore, etc.). The cameras used in the laboratory are

tive space using an uncalibrated stereo rig. Such a 3-D projective t th th t M the locati
representation is view-invariant in the sense that it can be easily not thé same as theé remote cameras. Moreover, the locations

mapped into animage set-pointvithout any knowledge about the  (Position and orientation) of the cameras with respect to the
camera parameters. object to be grasped and with respect to the robot are not the
Third, we perform an analysis of the performances of the same in the laboratory and remote site.
visual servoing algorithm and of the grasping precision that can In this paper, we develop a visual servoing based method
be expected from this type of approach. . L . .
A . . . that is able of achieving grasping or, more generally, alignment
_ Index Terms—Hand-eye coordination, object grasping, projec- tasks. The main feature of the method described herein is that
tive camera model, 3-D projective reconstruction, visual servoing. the accuracy associated with the task to be performed is not
affected by discrepancies between the Euclidean setups at task
I. INTRODUCTION preparation and at task execution stages. By Euclidean setup

NE of the most common tasks in robotics is grasping/€ mean internal camera calibration and camera-to-world and
OAIthough the importance of grasping has been recofPot-to-world relationships. _ _ _
nized for many years, there are only a few grasping systemd/0re precisely, the desired object to gripper alignment will
that can operate in complex environments. This is mainRf represented in three-dimensional (3-D) projective space
due to the difficulty to execute precise robot hand motions [Ather than in 3-D metric space. Such a nonmetric representa-
the presence of various perturbations: the robot's kinematic{gn can be obtained with an uncalibrated pair of cameras, or
known only partially, unpredictable obstacles may be locatédStereo rig. During the off-line stage one stereo rig observes
in the neighborhood of the object to be grasped, and tReth the object and the gripper in their aligned setup and
location of the object to be grasped with respect to the rogdg’forms a projective reconstruction of both of them. During
may be either poorly known or not known at all. the on-line stage another stereo rig observes the object and

Our approach to perform automatic grasping follows tHeerforms it_s projective rec_onstruction. Hence, two prqjective
classical approach of splitting the task in off-line and or€constructions of the object are avallableiln two different
line stages. The goal of the off-line stage is to select R{oiective bases, each one of these bases being attached to each
grasp—specify a relationship between the gripper and tRB® of the_ tWQ stereo rigs. Therefore it is pos&blg to compute
object—and represent this relationship in some space. The t8sR™D Projective transformation between the off-line and on-
to be achieved on-line is to control the robot’s motion such th#€ Setups, transfer the gripper from one setup to another, and
the gripper moves from its initial position to a final positiorPredict the location of the gripper in the images associated with
that is consistent with the planned grasp. With our approat} second stereo rig. Once this off-line to on-line transfer of
both off- and on-line stages use cameras, therefore intringidPPer points from one image pair to another image pair has
and extrinsic camera calibration will affect the behavior of th@éen performed, the problem of moving the gripper from an
grasping process and the accuracy with which the graspiﬁ'i'gi}im position to the desire_d grasp position becomes a classical
location will eventually be reached. Hence, one of the mopage-based robot servoing problem:

important merits of a visually guided grasping technique is 1) estimate the velocity screw associated with the gripper
frame;
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In fact, once the gripper points have been properly transferrgabsition using an uncalibrated stereo rig will be described in
the visual servoing process can proceed with only one of tBection IV.

two cameras and hence, only one among these two cameras

must be internally calibrated. Recently it has been show Image Jacobian

by one of us that internal camera calibration weakly affects| ot ;s define two useful Euclidean frames as follows
the convergence of image-based robot control when only O{ﬁg_ 1):

camera is being used [3]. 1) Fg0 is the gripper reference frame associated with the

gripper in its initial position prior to visual servoing and
II. BACKGROUND, CONTRIBUTION, AND PAPER ORGANIZATION 2) F? is the camera reference frame; since the camera will
The theory of image-based servoing has been developed, remain fixed while the gripper will move, the frame
in parallel, by a number of researchers [1], [4]-[10]. Central  attached to the camera is a fixed reference frame.
to the image-based approach is the necessity to compui D¢ be the4 x 4 homogeneous matrix mapping’ onto
the image Jacobian. This is equivalent to computing te’, Next we consider the gripper while it moves and we define
differential relationship between a scene frame and the cameg@ moving frames rigidly attached to the gripper:
frame (either the scene or the camera frame is attached to th ioh i i i 0
robot).(Jacobian estimation requires knowledge about the cam?) chgevggﬁ?anojsn&?svmg grlppegr fr?mg related 15, by
placemem?’(t). I — I, and

era intrinsic and extrinsic parameters. The latter parametersz) F. which as a moving frame as well rigidly attached to
amount to the rigid mapping between the scene frame and the” 4 gripper related t& by the continuous displacement
camera frame. Many implementations get around this problem De(t): FO — .

by simply allocating constant values to the image JacoblancIearly the homogeneous matrix mappifi onto £, is the

The debate whether the sensor should be mounted oggome as the matrix ma idQJO onto 9 and is equal to
the robot (eye-in-hand) or should be mounted onto a fixture PP e q

(independent-eye) is important because each one of these Do — Roe o€ (1)
two setups has limitations and advantages. With a hand—eye —\o" 1
approach, the setup (camera parameters and hand—eye reIatioR;[ each timet the two displacement®(¢) and D°(t) are

ship) at planning must be identical with the setup at runtim&m.u ated
The independent eye approach offers more flexibility at the 1ug
price of the use of several cameras rather than a single camera. D(t) = (D?°) ' D?(t)D?".

This paper has the following contributions. In Section lll, Consequently the motion of the gripper can be expressed

we extend the hand—eye servoing method proposed in [1 : . 0
to the independent-eye setup. Within the context of the neglegher by the moving frame, with respect tof;’ or by the

mathematical expression that we derive for the image Jacobiglnno,vmg frame . with respect toF;
we make clear which parameters vary with time and which T,={V(O,), Q,}
parameters remain constant. I_ndeed, in a recent review pager velocity screw off, with respect toF® and
[2] this analysis was not available. Moreover we stress the g g
importance of on-line pose computation. T.={V(O.), Q.}

In Section IV’. we .ShOW hOW. to_represent an alignmerilé the velocity screw off, with respect tofY. These two
between two objects in 3-D projective space. The allgnme&%rews are related by °
condition thus derived is projective invariant in the sense tha
it can be used in conjunction with two uncalibrated camera T.=06%T, (2)
pairs (one at planning and one at runtime) to compute a g%{h
position for visual servoing.

In Sections V and VI, we describe an in-depth comparison Q¢ = [Rgc Rgcs(tgc)} (3)
of image-based servoing with a fixed (approximated) Jacobian 0 R#*
and with a variable (exact) Jacobian. Next we describe tgere S(a) is the skew-symmetric matrix associated with a
implementation of a visually-guided grasping system whicB-vectora. It is important to notice that the rotatidR?¢ and
integrates the results of Sections Ill and 1V, together witftanslationt?¢ describe thenitial pose of the gripper with
a pose computation method. Finally, Section VII gives son@spect to the camera and hence they remain constant during

directions for future work. visual servoing.
Now, let B; be a 3-D point onto the gripper and B =
lll. 1 MAGE-BASED SERVOING (z;,y;, 2;)7 be its Euclidean coordinates in the camera-

In this section, we consider a camera that observesC%nterﬁd _frameF% €9, Fig';ﬁ The projection of this point
moving robot gripper. First we determine the image Jacobi@h'C the image has as coordinates

associated with such a configuration. Second we define a visual uj =au, it} + g (4)
servoing process that allows the camera to control the robot Zj
motion such that the gripper reaches a previously determined v =, Yi + v (5)

image set position—one way to compute such an image set Zj
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It is now possible to combine the above formula with (6)
and we obtain

IJT, = g(s* — 3). @)

With JT = (JT --- J]). Let us now assume that the rank of
then x 6 matrix J is 6 (i.e,n > 3, and the gripper points
B; are not collinear). The control velocity screw may then be
computed as

T,= gATWIH) LW (s —s) = gIf(s*—s) (8)

where W is a symmetric positive matrix of rank 6 allowing,
for example, to select some preferred points in the image
among then points that are available, andl is the model

of J which is used in the control expression.

To compute this modell, it is therefore necessary to
estimate the constant matr&9¢ and the time-varying values
Fig. 1. This figure shows the relationships between the various frame$ iy Y and % in .
associated with the gripper and with the camera. Let BY be the coordinates of a gripper point in the gripper

frame ;. These coordinates can be easily estimated off-line
where «,, oy, 1o, and v, are the well known intrinsic Using a hand-tool calibration technique and which is described

camera parameters associated with a pin-hole modehang ( in [11]. In order to estimate the initial pose of the gripper
are the image coordinates of a pixel. By computing thaith respect to the camera, i.d)%°, one has to apply a pose
time derivatives ofu; and v; in (4) and (5), knowing that computation method to fgi set of two-dimensional (2-D) to 3-
Be = V(O.) + Q. x B, and by combining with (3), it is D pqnt matchesh; < Bj when the gripper is in its initial
J . J position. Moreoveryg,, y;, z,—the camera coordinates &f;
straightforward to obtain )
can also be evaluated through a pose computation method,

&j the pose method being applied at each time to the matches
<U> =J,T, ®) b — B

/ Pose computation is a classical problem in computer vision

with J; = L,;6% andL; equal to and photogrammetry and many closed-form and/or numerical
) solutions have been proposed in the past. Nevertheless, these

1 0 Tio Yy 1 L Y solutions to the object pose computation problem were not

v, 0\ | % 23 23 27z entirely satisfactory. This is the main reason for which the

<0 a ) 1 —y 2z .. | current solution used in visual servoing consists in considering
0 — > —1—= e 1 that the pose parameters do not vary too much over time and

2% % & Zj hencel is often obtained by giving to the entriesdftonstant

values, for example those corresponding to the goal position
[1]. Even if the stability of the closed loop system can be
As already mentioned, we consider3-D points (8;) onto preserved as long akJ' is a positive matrix, the convergence
the robot gripper together with their projections onto the imagmn nevertheless be strongly affected. In [12], we present a
[b; = (suy, sv;, s)]. Let s be the image vector formed withnew object pose computation method that is fast and reliable
the Euclidean coordinates of all the poidis For n points, enough to be incorporated in the real-time loop of the visual

B. Control Law

the vectors has2 x n components servoing algorithm and it will be shown in the following that
T its performances will be significantly improved compared to
s=(uLvL o U Uj  Un Vp) the classical approach.

We denote bys* the image set-point—the final (goal) posi-
tion. This goal position may correspond, for example, to anlV. PROJECTIVEINVARIANT OBJECTGRIPPERALIGNMENT
alignment condition for grasping (see Section IV) or to any The visual servoing method described in the previous sec-
other goal position that one wants to reach. tion requires knowledge of the set-poistt which is a set of
Therefore, the task consists in moving the robot such thigiage pointss* is a function of the camera/gripper relation-
the Euclidean norm of the error vector s* decreases. Hence,ship (extrinsic parameters) and of the camera internal model
one may constrain the image velocity of each point beingntrinsic parameters). Whenever the location of the object to
considered to exponentially reach its goal position with timge grasped varies with respect to the camera, the set-point
This desired behavior writes as= g(s* —s) whereg is a s* varies as well. In this section we show how to compute
positive scalar that controls the convergence rate of the vistla¢ set-points* such that it is “view-invariant,” i.e., it is
servoing. independent of both intrinsic and extrinsic camera parameters.
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Next we suppose that the object alone lies in a different
L/ position and orientation. Therefore, the object moved and since
M its motion is a rigid one it can be described in the Euclidean
mapping frame mentioned above which remained virtually linked to the
object. LetD be the rigid motion associated with the object
and with this particular frameD is a 4 x 4 homogeneous

mapping of the form given by (1). The equivalgnbjective
displacemenis (see Fig. 2)

H~ H°D(H*) L.

Projective H maps the “old” projective coordinates into the “new” ones
HappIng andD maps the old Euclidean coordinates into the new ones
Fig. 2. The object projective basis is rigidly attached to the gripper Euclidedrut the relationship between the Euclidean and projective
frame. Whenever the object moves, these two frames remain virtually attaclp@(bresentations of the gripper-to-object aIignmeng" re-
to it. The projective mapping is conjugated to the Euclidean mapping. . . h . . . !
mains invariant. In practice this representation is encapsulated
by the projective coordinates of gripper points in an object
This will allow more flexibility because the setups at learningentered projective basi&;, -- -, B?, in the projective basis
and runtime stages can be different. 7, -, AL
In Euclidean space, the relationship between two objects
is usually represented by some rigid transformation. Alterna: Projective Reconstruction With a Camera Pair

tively, the object-gripper alignment, or any other object-to- \y. .nqider a pair of uncalibrated cameras which observe
object relationship, can be represented in terms of relationsh{'Rg gripper aligned with the object, Fig. 3. It is known that

between objects points. The choice of these points depe'?rdo% point-to-point matches between the two images it is

upon the visual sensor being used and hence upon the V';ﬂé(%sible to compute the epipolar geometry associated with the

process allowing to extract image points, i.e., feature extrdc- ;
. . ) Wo cameras [14]. Moreover, from the epipolar geometry two
tion. They are not necessarily contact points between the obj c? [14] bip 9 y

and the gripper. Therefore they may not be present in the CA(,) >t<0 A:h;;r?\ive OC Eﬁg gmegtggﬁsbem?gﬂggtéze[fs-? Vp\)/;Oj;é:::g?P%p;ace
descriptions of both the object and the gripper. The idea dP' the two projection matrices. Lab? éndm”” be the
our approach is to represent such object-gripper relationsh %jections of a 3-D poinfi/ onto th.e left and right images
projectively: 3-D object and gripper points are described ingssociated with the two cameras. The equations

an object-centered projective basis. '

More precisely, consider an object to be grasped and a m” ~P"M" m'* ~P"M” (9)
gripper aligned with this object. Le#i;, ¢ = 1---m be a
set of 3-D object points and,, j = 1 --- n be a set of 3-
D gripper points. Among the object points consider five
them in general position, say; to A; (these five points form
a basis of the 3-D projective space) and 4, B} be the
projective coordinates of the object and gripper points in th
basis. Moreover, consider an Euclidean frame attached to
grlpper,Fg. Three points are sufficient to gnlquely deflr!e SUCGst described. For the sensor and object projective coordinates
an Euclidean frame. Notice that an Euclidean frame is jus o a point A; we have
special case of a projective basis where one point is the origin '
of the frame, three points on the plane at infinity correspond A} ~ H™ A7 (10)

to the directions of the three axes, and the fifth point deﬁn%ereA’? is obtained by applying (9) to an object point being

the unit vector [13] . . observed with the camera pair, abff° is a 4 x 4 projective
Therefore, the Euclidean space can be viewed as a subsq S formation

of the projective space. There exists a projective transforma-

tion mapping Euclidean c_oorgllnates o_nto prolectl\_/e coordé-' Stereo Point Transfer

nates. Such a transformation is conveniently described by a 4

x 4 invertible homogeneous matrix and H¥® be the matrix At runtime, another stereo pair observes the object to
mapping Euclidean coordinates onto projective coordinatBg grasped. However, the gripper is at some distance from
from the gripper frame onto the object basis described abovethg object and the task is to move the gripper from its

we denote byA?, BS the Euclidean coordinates of the pointdnitial position to avirtual position(Fig. 4). The latter gripper
just mentioned we have position corresponds to the gripper-to-object alignment defined

Y g0 4 during the off-line stage.
A; ~H"4; Let PY andP"¥ be the matrices associated with the runtime
B} ~HB; camera pairy and therefore we have

allow to compute the 3-D projective coordinatd3#” of the
-D pointM in a projective basisg attached to the camera pair.
ince the geometry of the camera pair (intrinsic and extrinsic
parameters) may change over time, the camera pair is not a
rigid object. However it is possible to compute a projective
ansformation mapping the sensor centered projective recon-
fuctionz into the object centered projective reconstruction

where ~" denotes the projective equality. m¥ ~PYMY m'Y ~PYMY. (11)
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Initial popfiion

O OB;

Virtual position

‘%

Transferred Observed
.- points points

Fig. 3. The projective basis in which the camera pair reconstructs scene
points is a sensor centered basis. Alternatively, one can select five points onto
the object to be grasped and built an object centered representation of iy 4. This figure shows the runtime setup where the gripper is visually
gripper-to-object alignment. servoed from an initial to a goal position. The goal position is defined by the
image transferred point, or implicitly by a 3-D virtual position of the gripper.

Again, the sensor centered 3-D projective coordinates of an ) )
object point can be mapped in a object centered descriptiofy- €Omputing the Set-Poist
The set-points™ is simply derived by transforming the 2-D

A7) = HY AL (12) homogeneous coordinates of an image point into its image
coordinates
By combining (10) and (12) we obtain a relationship be- i
tween the projective coordinates of an object point expressed _1 . . b’
in the two projective bases and y §' = with by = )‘< 11 )

n

In theory, the visual servoing algorithm described in
Section Il needs a single camera. Therefore a minimal camera

configuration may consist in one camera pair at planning and
(a, @) < (a¥, @¥). With five point matches one obtains arf single camera at runtime: indeed, it is possible to combine

exact solution. However, if a larger number of point matchégefmm'r?]e camefra W'tz any one oLthe two ptherlcamerasl to
are available, a least-square solution can be computed [16].pﬁ5 orm the trans er aT computg t (T set-pc_)mt. Alternative y’d
summarize, the following procedure transfers gripper poin?@e can run two simultaneous visual servoing processes an

from the learning setup to the runtime setup: with two cameras (8) becomes

1) For each gripper poinB;, j =1 --- n: T — g(j]‘ j/j‘)(s —S )
2) Reconstruct the projective coordinates of a gripper point g s !
from its images associated with the setup

AY ~ (H*) TH™ A ~ H™ A7, (13)

Equation (13) allows to compute a # 4 homogeneous
matrix H*¥ from point matches between two setupsandy,

V. PERFORMANCE ANALYSIS

bj ~P*Bj, b}x ZPIWBZ;' In this section, we analyze the behavior of the visual
) _ o servoing algorithm described in Section Ill. This algorithm is
3) Map these point coordinates from one projective ba%ﬁven an image set-poist and a current image positianand

to the other projective basis attempts to aligrs with s*. This alignment is done according
’ S to (8): the robot moves until the norm of the image error
B; ~H™B;. vector s* — s vanishes. Therefore, a good estimatidii, of

) _ _ ) _ the pseudo-inverse adf, is key. As already mentioned, the

4) Project the gripper point onto the images associated Wiyssical approach used as an estimatiodl @ the measured

the runtime setup value of J at the equilibrium configuration—the robot lies in
the desired goal position. Hence, with this choidé,is kept

Yo ¥ Y 'Yy ! Y S .
bj = PYB}, b7 ~ PVBj. constant during all the servoing process.
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Fig. 5. These plots show the behavior of the servoing algorithm when the distance between the initial and final gripper position is (a) “small” &l when t
distance is (b) “large”. The full curves correspond to exact Jacobian servoing while the dashed curves correspond to a constant Jacobian servoing.

The pose algorithm introduced in [12] allows us to compute
on-line a current estimate &' in approximately 2x 10~3

o

LANL AL O N L L A A B B

20 80

(b)

TABLE |

100

ONE CycLE OF THE REAL-TIME CONTROL LoorP

s. This computation time is compatible with real-time feature Image acquisition 40ms
tracking and servoing. It is therefore possible to run experi- Image transfer 20ms
ments in order to analyze the behavior of visual servoing with Image processing 30ms
an updated Jacobian. Jacobian computation 2ms

Unlike the computation of the set-poist, both methods Velocity screw computation lms
(updated and constant Jacobians) require explicit values for the Computer-robot communication | 10ms
camera intrinsic parameters. However, in [3] is shown that the Total 103ms

convergence of visual servoing is very little affected by these
parameters. In practice we used the horizontal and vertical VI. GRASPING EXPERIMENTS
focal lengths provided by the camera manufacturer and wepg already described, grasping includes a planning stage,
set the position of the optical axis at the image centér= yransfer stage, and an execution stage. The execution stage
1500, o, = 1000, up = vo = 256. performs a real-time visually controlled loop.

In order to compare the behavior of the variable Jacobianl) At planning time an uncalibrated stereo rig computes

servoing with the constant Jacobian servoing we performed * , 5 projective representation of grasping. This is
the following experiments. In the first experiment the distance illustrated on Fig. 6.

between the initial and final robot position is “small” (15 At preparation time a single camera observes both the
in orientation and 35 cm in depth). In the second exper- object to be grasped and the gripper in some initial

iment, this distance is large (38C in orientation and 70 position. The locations of both the object and the gripper
cm in depth). The curves plotted on Fig. 5 represent the  are arbitrary, provided that they are in the field of view

norm of the image error||6* — s||) between the current of the camera. The goal of this preparation stage is to
gripper position and the final gripper position as a function  transfer gripper points in order to compute the image
of time. set-points*—Fig. 7—left.

One may notice that, in both experiments described aboved) The robot motion can now be controlled using visual
the variable-Jacobian servoing algorithm has an exponential feedback. The velocity screw associated with the gripper
error decrease associated with it, which is not the case for the frame is iteratively updated using (8) until the norm of
constant-Jacobian servoing and for large depth discrepancies the image error vectdts* — s|| vanishes. Fig. 7—right
between the initial and goal positions. shows the final grasping location reached by the gripper.

The visual servoing algorithm runs at 10 Hz on &jnce only one camera is used at runtime, the image point
Sun/Sparc10 workstation. Table | summarizes the CPU timgansfer technique combines this camera with the camera pair
associated with each stage of the algorithm. Notice that 7Q%ed off-line to form two stereo pairs.
of the computing power is devoted to data transfer (imageOne important feature of any grasping method is the pre-
acquisition, image transfer, computer—robot communications¥ion with which the gripper and the object are eventually
and only 2% is devoted to the on-line computation of thaligned. In all our experiments the distance from the camera to
image Jacobian. the object to be grasped is of approximately 1 m. The camera

2)
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Fig. 6. The gripper and the object to be grasped as viewed by a stereo rig. A large set of point correspondences (not shown) allows us to compute the
epipolar geometry. Object points together with gripper points are represented in a 3-D projective space.

(@) (b)

Fig. 7. An example of applying the visually guided grasping method. (a) The set-point is the projection of a view-invariant alignment repregentation
The grasp is reached when the image of the gripper is aligned with the set-point.

lens has a focal length of 12.5 mm,(~ 1000) which allows 1) the image locations of object points have an equivalent
for a wide field of view. Since the method’s main idea is to accuracy;

align image points, the final grasping overall precision depends2) there are 15 to 20 object points available with the image
on the quality of the set-point*. When the gripper is properly pairs [16].

aligned with the object to be grasped, a gripper point withhe first condition can be easily satisfied with standard
camera coordinatez, y, z) matches an image point with correlation-based point-feature extraction methods. The second

coordinates «, v) and this image point belongs to the setcondition is more difficult to satisfy because it is context
point s*. We establish the relationship between the 3-D errglependent.
and the 2-D error.

By differentiation of (4) we obtain VIlI. CONCLUSION
de  zdz We described a method for aligning a robot end-effector
du = Oéu< -2 ) with an object. An example of such an alignment is grasping
z z ) )

The method consists of using an uncalibrated stereo rig in

The 3-D precision that we want to achieve is 0.5 mnurder to represent the alignment in 3-D projective space and
Therefore we hav@dr = d» = 5 10~* m, and letz = 0.1 m, of servoing the robot using visual feedback from either one

z=1m, a, = 1000. We obtaindu ~ dv =~ 0.5 pixels. This or two cameras. As already mentioned, the set-point—the set
means that the transfer method outlined above must compatémage points with which the gripper points must eventually
the set-point with an accuracy of 0.5 pixels. Such an accurasy aligned—can be computed without any camera calibration.
may be obtained, provided that: The final accuracy of the gripper-to-object alignment depends



532 IEEE TRANSACTIONS ON ROBOTICS AND AUTOMATION, VOL. 14, NO. 4, AUGUST 1998

on the accuracy with which the set-point has been estimatér] R. I. Hartley, “Projective reconstruction and invariants from multi-
Nevertheless, the computation of the image Jacobian requires P!€ images"IEEE Trans. Pattern Anal. Machine Intelivol. 16, pp.

h T be k Th 1036-1041, Oct. 1994. o _ _
the camera intrinsic parameters to € known. The aCCU_ra_Cy[fg] R. Horaud and G. Csurka, “Self-calibration and Euclidean reconstruction
these parameters does not affect neither the final precision of using motions of a stereo rig,” iRroc. 6th Int. Conf. Comput. Vision,

; ; ; . Bombay, India, Jan. 1998, pp. 96-103.
the allgnment nor the con\_/ergence of the s_ervomg algorlth_ 7] R. Horaud and F. Dornaika, “Hand-eye calibratiomt. J. Robot. Res.,
_thg_y merely affect the trajectory of the gripper between its ~ yo|. 14, no. 3, pp. 195210, June 1995.
initial and goal locations.
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