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ABSTRACT Hybrid precoding, a combination of radio frequency (RF) beamforming and digital precoding,

has been investigated intensively these days for millimeter wave (mmWave) communication systems

employing large antenna arrays. The key problem is constructing beamforming and precoding matrices for

the RF beamformer and the digital baseband, respectively, based on the channel matrix decomposition result.

This paper presents a new computing algorithm to achieve the matrix decomposition efficiently without

compromising the performance. The algorithm computes beamforming (steering) and precoding matrices in

separate phases to alleviate the computing overheads of iterative matrix updates. This measure also creates

the computing parallelism to facilitate efficient hardware implementation. A novel computing scheme based

on QR decomposition and blockwise inversion techniques is also developed to tackle the most critical

least square solution module. This leads to a computing complexity reduction by a factor of 0.3 N when

compared with the popular orthogonal matching pursuit (OMP) scheme, where N is the antenna array size.

The simulation results indicate the percentage of choosing correct steering vectors is 90%, which is as good

as the OMP scheme can achieve. A hardware accelerator design of the proposed scheme is developed by

using a TSMC 40 nm CLN40G technology. The design, with a gate count of 419.3 k, can operate up to

333 MHz with a power consumption of 267.1 mW. This suggests a throughput rate of processing 10.4 M

channel matrices per second. The core size is merely 0.58mm2 while the entire die size including I/O pads

is 2.26mm2.

INDEX TERMS Multiple-input multiple-output, hybrid precoding, array beamforming, millimeter wave,

orthogonal matching pursuit, QR-decomposition, hardware accelerator.

I. INTRODUCTION

Millimeter wave (mmWave) communication systems can

provide multi-gigabit per second data rates in short distance

applications [1]. However, because of high path loss and

small antenna element spacing, the transmission distance

is limited. Beamforming schemes using large-scale antenna

arrays can be used to combat path loss problems and to

support spatial multiplexing. Beamforming can be performed

in either the baseband or the RF end. The former approach is

termed as digital beamforming. It can alleviate the accuracy

problems of phase shift and signal combination encountered

in RF beamforming but require more RF chains (one per

antenna) and ADCs/DACs. The latter approach provides

extra antenna gain to alleviate the link budget but calls for
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programmable phase shifters and RF signal combin-

ers. Besides beamforming, another popular scheme for

multiple-input multiple-output (MIMO) systems is spatial

division multiplexing (SDM) for achieving high transmission

rate. Assume the channel state information (CSI) is known,

multiple data streams can be transmitted with a precoder

and a combiner employed in the transmitter and the receiver,

respectively. This creates an equivalent transmission channel

consisting of parallel and independent communication links.

Beamforming can be considered a special case of precod-

ing, where the precoder applies phase shift only. Current

mmWave systems usually employ large-scale antenna arrays

to expand the channel capacity.While a purely digital precod-

ing approach has been proved feasible in implementation [2]

and may enjoy the advantages of full channel capacity and

lower precoding complexity, an alternative approach seeking

the combination of RF beamforming and digital precoding is
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FIGURE 1. A system block diagram of mmWave single user system with
the joint hybrid analog and digital beamforming architecture.

getting popular. The main driving force is the cheaper imple-

mentation cost. The solution of combining digital precoding

and RF beamforming (also known as hybrid precoding or

hybrid beamforming) was proposed in [3], [4]. It requires

fewer RF chains and ADC/DAC devices in system imple-

mentation. RF beamforming can also alleviate the power

link budget. Fig. 1 shows the system block diagram of a

single user system. At the transmitter side, Ns data streams

are first processed by a digital base band precoding module

and mapped to NRF coded data streams for parallel trans-

missions. Coded data streams are up converted to the RF

band and a beamformer network, which applies a distinctive

steering vector to each individual coded data stream, gen-

erates NRF directed beams transmitted by an antenna array

of size Nt simultaneously. An RF signal combiner is needed

per antenna. At the receiving end, the beamformer network

applies multiple steering vectors, each aims at a specific

beam, to the received antenna array signals. NRF signals are

retrieved and then down converted to the baseband, where

a digital combiner decodes the data streams to recover the

original ones. The essential issue of hybrid precoding is

determining the steering matrix for the beamformer network

and the precoding matrix for the baseband module efficiently.

To create an equivalent transmission channel consisting of

parallel and independent communication links, the channel

matrix modeling the air link between Nt transmitting and

Nr receiving antennas are factorized using Singular Value

Decomposition (SVD). The product of the steering matrix

and precoding matrix in the transmitting end should be

equal to the conjugate transpose of the right unitary matrix,

while the counterpart in the receiving end should also be

the conjugate transpose of the left unitary matrix. This calls

for additional matrix factorizations of the SVD result – the

main design challenge of achieving the hybrid precoding.

In addition, the steering vectors of the steering matrix should

match the real signal transmission paths as much as possible

for better beamforming results. If the factorization result does

not lead to a perfect reconstruction of the unitary matrix, this

causes losses in channel capacity. The matrix factorization

for hybrid precoding can be considered as a simultaneous

sparse approximation problem, which is often encountered

in the applications of compressive sensing (CS). In hybrid

precoding, the problem is formulated as selecting a small

number of steering vectors from a codebook (dictionary) to

reconstruct one of the unitary matrices of the SVD result.

These steering vectors form the steering matrix of the beam-

former network while the weighting matrix corresponds to

the precoding matrix of the baseband module. Two principal

methods for sparse approximation are ℓ1 minimization, also

known as Basis Pursuit (BP) [5], [6], and matching pursuit

(MP) [7], [8]. Both methods are iterative. Although the ℓ1
minimization schemes generally achieve better approxima-

tions, the computing complexity is much higher. The MP

schemes are based on a greedy search approach, trying

to find the columns (steering vectors) one at a time from

the codebook to maximally reduce the approximation error.

Orthogonal matching pursuit (OMP) [9], [10] is an extension

of MP by computing the orthogonal projection of the signal

onto the subspace spanned by the set of columns selected

so far. Simultaneous sparse approximation differs from the

sparse approximation in that multiple signal vectors are

reconstructed from the same set of basis vectors simultane-

ously. The schemes presented in [11]–[13] adopt OMP based

approaches and the work in [14] uses convex relaxation,

a variation of basis pursuit. The application of OMP schemes

to the hybrid precoding problem for large millimeter wave

MIMO systems was first discussed in [3], [4]. However, all

the aforementioned research efforts focus on algorithm devel-

opment and pay little attention to the implementation issues.

In particular, the computing complexities of these schemes

are formidable and grow cubically with the size of MIMO

systems. To achieve real time operations, significant efforts

in largely reducing the computing complexity are needed.

Among few works devoted to this purpose, in [15], the mea-

surement matrix is QR factorized and updated progressively

using the modified Gram-Schmidt (MGS) scheme. The least

squares (LS) solution in each iteration can then be obtained

incrementally to reduce the complexity. In [16], matrix inver-

sions, the most computation demanding in the approximation

scheme, are computed efficiently using Schur-Banachiewicz

blockwise inversions. The scheme in [17], by assuming the

millimeter wave systems have low rank channel matrices and

the correlations between channels (beams) are low, performs

the orthogonal projection only after all basis vectors are

selected. This leads to an MP-like approach but can reduce

the computing complexity significantly.

Aside from the algorithm developments, several efforts

have been devoted to the hardware accelerator. Most of them

are for compressive sensing reconstructions. A high-speed

hardware architecture, which implements a simplified ℓ1
minimization scheme to reconstruct compressively sensed

images, is presented in [6]. An FPGA design realizing a mod-

ified OMP scheme for CS reconstruction is proposed in [18].

The design also shows significant speed advantages over the

CPU and GPU based implementations. In [16], a simplified

OMP scheme is first derived by employing matrix inversion

bypass techniques to the projection operations. A hardwired

design is then developed and synthesized using a 65nm

CMOS process. A similar simplification is employed in [17]

to develop the first hardware accelerator for hybrid precoding.
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The ASIC is implemented by using a TSMC 90nm process

technology and can operate up to 167MHz.

Efficient hardware accelerator designs of hybrid precod-

ing are essential to the implementations of millimeter wave

massive MIMO systems. It requires both delicate algorithm

simplifications to curb the circuit complexity and extensive

architecture optimizations to enhance the throughput. In this

paper, a low-complexity hybrid precoding algorithm based

on a modified OMP scheme is first developed. The algo-

rithm computes steering and precoding matrices in sepa-

rate phases to alleviate the computing overheads of iterative

matrix updates. This measure also creates the computing

parallelism to facilitate hardware acceleration. A novel com-

puting scheme based on QR decomposition and blockwise

inversion techniques is also developed to tackle the most

critical least square solution module. Based on the developed

scheme, an efficient hardware accelerator design is presented.

It supports an 8×8MIMO configuration with 4 data streams.

The design can achieve 10.4Mmatrix factorizations of hybrid

precoding per second and implemented using a 40nm process

technology.

The rest of the paper is organized as follows: In Section II,

preliminaries of joint RF beamforming and digital precoding

schemes for mmWave MIMO system are introduced. These

include the channel model, SVD based hybrid precoding

schemes, and OMP based precoding matrices construction

schemes. In section III, algorithm modifications are first

addressed. A low complexity LS computing scheme based on

QR decomposition and blockwise inversion is next described.

Finally, the proposed hybrid precoding algorithm is pre-

sented. The algorithm performance simulations and complex-

ity analyses are presented in section IV. The algorithm to

hardware mapping and task scheduling details are elaborated

in section V. The chip design results and performance com-

parison with prior arts are also summarized.

II. PRELIMINARIES OF HYBRID PRECODING

A. MILLIMETER WAVE CHANNEL MODEL

Consider a single user mmWave MIMO system with Nt
transmitter antennas and Nr receiver antennas. A Nr × Nt
block-fading channel can be mathematically expressed as

yNr×1 = HNr×NtxNt×1 + nNr×1, (1)

where y is the received signal vector,H is the channel matrix,

x is the transmitted signal vector, and n is an independent and

identically distributed (i.i.d.) CN (0, σ 2
n ) additive Gaussian

noise. Millimeter Wave systems with tightly packed arrays

and high path loss usually lead to limited spatial selectivity

and high levels of antenna correlation. Therefore, we adopt

a narrowband finite scatterer representation [19], based on

the extended Saleh Valenzuela model (extended S-V model),

to describe the channel matrix H as,

H =
P

∑

p=1

αpψ
(

ψp
)

ϕT
(

ϕp
)

= 9�2T , (2)

where ψ
(

ψp
)

,ϕT
(

ϕp
)

, are the receiver and transmitter

phase weighting vectors, respectively, of the pth scattering

ray. ψp and ϕp are the associated azimuth angles. αp ∼
CN (0, 1) is the complex gain of the pth scattering ray.

9 =
[

ψ (ψ1) · · ·ψ
(

ψp
)]

and 2 =
[

ϕ (ϕ1) · · ·ϕ
(

ϕp
)]

indicate the corresponding phase weighting matrices. � =
diag(α1 · · ·αp) is a diagonal matrix representing the multi-

path amplitudes. The phase weighting vector in anN -element

uniform linear array (ULA) antenna system assumes a format

as

a (φ) = 1√
N

[

1, ej
2π
λ
dsin(φ), . . . , ej(N−1) 2πλ dsin(φ)

]T
, (3)

where λ is the wavelength of radio frequency and d is the

inter-antenna spacing. This paper assumes omni-directional

antennas at the receiver and transmitter and considers the field

of view range in beamforming as
(

−π
3
, π
3

)

.

B. SVD BASED PRECODING SCHEME

SVD is the most popular precoding scheme, where channel

matrix H is first decomposed as

H = U6VH =
∑Nmin

i=1
σiuiv

H
i ,

Nmin = min (Nr ,Nt) , (4)

U =
[

u1 · · · uNr
]

(V =
[

v1 · · · vNt
]

) is an Nr × Nr (Nt × Nt)

unitary matrix consisting of the left (right) singular vectors

ui (vi). 6 is an Nr × Nt diagonal matrix of real-valued sin-

gular values σi arranged in a decreasing order. It aims at

creating a system of parallel independent sub-channels free

of interferences, and the equivalent gain of each sub-channel

is determined by the corresponding singular values σi. Given

the transmit signal s and the precoder V, the received signal

y with the combiner U can be written as

UHy = UH (HVs + n)

= UHHVs+UHn

= UH
(

U6VH
)

Vs+UHn

= 6s + UHn, (5)

Because of channel sparsity and correlation in mmWave

MIMO systems, the maximum number of transmitted data

streams Ns cannot exceed the rank of channel matrix. In a

hybrid precoding system, the precoder V is equivalent to

the product of the baseband precoding matrix FBB,t, which

dispatches Ns data streams into N t
RF transmitting beams;

and the steering matrix FRF,t, which transmits N t
RF beams

simultaneously through the transmitter beamformer network

with Nt antennas. Similarly, the combiner UH equals the

product of two counterparts (WBB,r,WRF,r) in the receiving

end. Therefore, we have

V = (FRF,t)Nt×N t
RF

� (FBB,t)N t
RF×Ns (6)

UH = (WH
BB,r)Ns×N r

RF

� (WH
RF,r)N r

RF×Nr (7)

N t
RF and N r

RF are number of RF chains at the transmit-

ter and the receiver, respectively. For notification simplicity,
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we will omit the ‘‘t’’ and ‘‘r’’ subscripts in the following

discussion. Considering a block-fading channel model with

additive white Gaussian noises, the received signal of the

hybrid precoding scheme can be expressed as

ŷ = √
ρWH

BBW
H
RFHFRFFBBs+WH

BBW
H
RFn, (8)

where ρ denotes the average received power. The hybrid

precoder design at the transmitting site tries to minimize

the discrepancy between the product of FRF, FBB and the

right unitary matrix V of the SVD result. In implementa-

tion practices, to reduce the complexity of determining the

steering matrix FRF, a beamforming codebook B containing

a fixed number of supported steering vectors is developed.

The column vectors of FRF are selected from the codebook.

B , {a (φl) , 1 ≤ l ≤ L} (9)

The optimal precoder design
(

F
opt

RF,F
opt

BB

)

problem can then

be formulated as:
(

F
opt

RF,F
opt

BB

)

= argmin
FRF,FBB

‖V − FRFFBB‖F ,

∀FRF (:, i) ∈ B, i = 1 ∼ NRF and ‖FRFFBB‖F =Ns, (10)

where ‖·‖F indicates the Frobenius norm of the matrix.

C. OMP BASED PRECODING MATRICES CONSTRUCTION

SCHEME

As suggested in [3], [4], an OMP algorithm can be employed

to construct FRF, FBB. Algorithm 1 shows the pseudo code of

the scheme, where unitary matrix V and the codebook matrix

8 = [a (φ1) , · · · , a (φL)] are given as inputs The steering

matrix FRF is set empty and the residual matrix Ri is set to V

initially (R0 = V). The algorithm then constructs the steer-

ing matrix FRF progressively. In each iteration, the steering

vectors remained in the codebook are projected to a space

spanned by the residual matrixRi. The vector with the largest

norm after projection is added to the steering matrix FRF and

then removed from the codebook, where8 (:, k) indicates the
k th column of the codebook matrix 8. This is the essence of

matching pursuit, i.e. finding the basis vector with the highest

correlation in a greedy manner. Since the product of FRF

and FBB should approximate V, a least square error solution

of FBB is calculated subject to a partially constructed FRF.

This also corresponds to an orthogonal projection in the OMP

scheme. A pseudo inverse computation as indicated in line

7 of the algorithm is thus needed. The residual matrix Ri

is updated by subtracting the current product result FRFFBB

from it. There are two major concerns associated with this

algorithm when hardware implementation is considered. The

first one is computing complexity. This is mostly attributed

to the repetitive matrix pseudo-inverse computations needed

every time FRF is updated. The second one is the comput-

ing latency because of the intertwined computations of FRF

and FBB in each iteration. This leads to a purely sequential

computation without any chance of parallelism to enhance

the throughput.

FIGURE 2. The OMP scheme for constructing precoder matrices.

III. PROPOSED HYBRID PRECODER/COMBINER

CONSTRUCTION SCHEME

A. MODIFICATIONS TO FACILITATE HARDWARE

IMPLEMENTATION

To mitigate the aforementioned problems, the algorithm is

modified in two aspects, i.e., computing parallelism and

computing complexity. To enhance computing parallelism,

the computations of FRF and FBB are decoupled. The sparse

approximation scheme in [8] embraces a similar idea. How-

ever, an orthogonalization process is still needed. Note that

the orthogonalization process adopted in the OMP scheme

yields better approximation results than the original MP

scheme when the correlations among the selected basis vec-

tors are high. For millimeter wave MIMO systems using

hybrid precoding schemes, the transmission beams should

separate from each other by a modest angular margin to

ensure the channel capacity. It is thus safe to assume the

selected steering vectors are not highly correlated. (Sim-

ulation results will be given later in section III to justify

the assumptions.) Based on this assumption, the steering

matrix FRF is constructed independently without performing

a orthogonal projection to update the FBB matrix. The update

of the residual matrix Ri, as indicated in Eq. (11), is obtained

by mapping it to a subspace orthogonal to the selected steer-

ing vector 8k = a (φk) in the (i− 1)th iteration.

Ri = Ri−1 −8k8
H
k Ri−1, (11)

In other words, the residual matrix is updated by taking

away the contribution from the selected vector. After the

required number of steering vectors for FRF is achieved,

an orthogonal projection of matrix V to the space spanned by

the column vectors of matrix FRF is performed to obtain the

FBB matrix. This is equivalent to calculate the LS solution of

V = FRFFBB. Besides decoupling the computations of FRF

andFBB, this approach also reduces the number of orthogonal

projection to just one. In terms of system implementation
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practices, decoupling the computations of FRF and FBB is

also a must for multi-carrier systems such as OFDM, where

each carrier has its own distinctive channel matrix. Since

analog beamforming setting indicated by FRF is common to

all carriers, it is calculated first and each carrier calculates its

FBB subject to FRF, respectively.

Although only one pseudo-inverse computation remains

after the decoupling process, its computing complexity

(cubically proportional to the number of antennas) is still

formidable especially for the massive MIMO systems. The

pseudo inverse computation is used to find the LS solu-

tion of FBB subject to V = FRFFBB. QR decomposition

(QRD) is an alternative approach, which performs a matrix

triangularization first followed by a backward substitution to

obtain the result. The triangularization can be achieved by

using a sequence of Givens rotations, which can be imple-

mented efficiently by using a Coordinate Rotation Digital

Computer (CORDIC) scheme. The CORDIC scheme is also

known for its simplicity in circuit implementation. After

QRD, a backward substitution process is needed to obtain

the final LS result. However, its data flow is opposite to the

data generation order of the QRD stage. In terms of hardware

implementation, this implies a prolonged computing latency

and extra data buffer to redirect the data flow. In this paper,

instead of performing backward substitution, we propose to

compute the inverse of matrix R directly after QR decom-

position. This enables a seamless data flow between two

computing stages, i.e. triangularization of FRF and solution

of FBB. A blockwise inversion scheme is applied to reduce

the complexity of computingR−1 significantly.

B. LOW COMPLEXITY LS COMPUTATION BASED ON QR

DECOMPOSITION AND BLOCKWISE INVERSION

Assume the QR decomposition of FRF is Q · R, where Q is

a an Nt × Nt unitary matrix and R is an Nt × NRF upper

triangular matrix. Since FBB is the LS solution of FRFFBB =
V, based on the QR decomposition result, it can be calculated

as

FBB = R
−1QHV, (12)

where superscript ‘‘H’’ indicates the complex conjugate and

transpose form. QH can be obtained by applying a sequence

of complex valued Givens rotations Q(i, k), each aimed at

nullifying the (i, k)th element of FRF. Note that FRF is

updated accordingly.

QH =
∏k=NRF

1

(

∏i=Nt

k+1
Q(i,k)

)

, (13)

Q (i,k) =
[

cos (αik) sin (αik)

− sin (αik) cos (αik)

] [

e−jβik 0

0 e−jγik

]

,

(14)

Q(i, k) consists of three real valued rotations by angles αik ,

βik , and γik , respectively. e
−jβik and e−jγik correspond to

two rotations converting the two complex valued elements

respectively to real values, i.e. nullifying the imaginary parts.

FIGURE 3. Inversion of an upper triangular matrix after applying two
levels of blockwise inversion.

The third rotation by angle αik then nullifies one of the two

elements.

The matrix inversion R
−1 is computed by using a block-

wise inversion scheme. Eq. (15) shows the blockwise inver-

sion of a matrix divided into 4 blocks (sub-matrices) (15), as

shown at the bottom of the next page.

where A and D must be square, and A and D − CA−1B

must be nonsingular. Since R is an upper triangular matrix,

C is always a zero matrix, and A, D are both upper triangu-

lar. The non-singularity conditions are thus guaranteed. The

blockwise matrix inversion equation can be simplified as

[

A B

0 D

]−1

=
[

A−1 −A−1BD
−1

0 D−1

]

, (16)

The inversions of diagonal blocks A and D can be computed

first, then the remaining block can be computed by perform-

ing two matrix multiplications. We may apply the blockwise

inversion scheme recursively to the diagonal blocks, which

remain upper triangular, to further simplify the computations.

This leads to a divide-and-conquer approach. If the block

size reduces to 1 × 1, the matrix inversion becomes taking

the reciprocal. Fig. 3 illustrates how the inversion of an

upper triangular matrix is achieved by applying two levels of

blockwise inversion. Note that

B
′ = −A−1BC−1 (17)

F
′ = −E−1BG−1 (18)

D
′ = −

[

A−1 B′

0 C−1

]

D

[

E−1 F′

0 G−1

]

(19)

This suggest a computing scheme that computes the inver-

sions of the diagonal blocks A, C, E and G first, and then

computes the inversion of blocks B, F and D above the

diagonal successively.

C. LOW COMPLEXITY PRECODING MATRICES

CONSTRUCTION SCHEME

Based on the modifications of OMP algorithm and the low

complexity LS computing scheme elaborated in the previous

two sub-sections, the proposed precoding matrices construc-

tion scheme is presented in Fig. 4.

The for loop between line 4 and line 8 selects the steering

vector8k from the codebook, one at a time, until the number

of RF beams (NRF) is reached. Si is the index set of selected
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FIGURE 4. Proposed precoding matrices construction scheme.

steering vectors up to the ith iteration and Si is its complement

set. Notation
(

Si, :
)

of a matrix means the sub-matrix consist-

ing of the columns belonging to the index set Si. To simplify

the computations, the update of residual matrix, as shown in

Eq. (11), is replaced with the update of the residual matrix

projection on the null space of the selected steering vectors

(line 7 of the algorithm), i.e.

9 i = 8H

Si
Ri = 8H

Si

(

Ri−1 −8k8
H
k Ri−1

)

= 8H

Si
Ri−1 −8H

Si
8k8

H
k Ri−1

= 9 i−1

(

Si, :
)

−8H

Si
8k9 i−1 (k, :) , (20)

After obtaining the steeringmatrixFRF, QR decomposition is

performed to obtain the unitary matrixQ and upper triangular

matrix R. As shown in Eq. (13), Q is the product of a

sequence of Givens rotations, and can be computed explic-

itly by applying the same sequence of Givens rotations to

an identity matrix while performing triangularization. binv()

indicates the recursive blockwise upper triangular matrix

inversion scheme as stated in sub-section III.B. Table 1 shows

the computing complexity comparison between the proposed

modified OMP scheme and the original OMP scheme, where

N is the antenna array size, NRF is the number of RF trans-

mission beams, Ns is the number of data streams, and L is

the codebook size. The measurement unit is complex-valued

multiplication. For easier comparisons, normalized complex-

ities subject to the assumptionsNs = NRF = N/2 and L = N

are also provided. The complexity of vector selection and

residual matrix update of proposed scheme is smaller than

the original OMP scheme by a factor of 0.3N . Similarly,

the FBB update complexity of proposed scheme is reduced

by a factor 0.67N . This is because only one instead of NRF
(N /2) orthogonal projections is performed. Further complex-

ity reduction is attributed to the QRD and blockwise inver-

sion based LS computing scheme described in section III.B.

In total, the computing complexity reduction factor is 0.31N .

IV. ALGORITHM PERFORMANCE SIMULATION RESULTS

AND ANALYSES

Algorithm performance simulation is conducted to determine

the codebook size of beamforming and to evaluate the perfor-

mance discrepancy between the original OMP scheme and the

proposed one. In simulation setting, the antenna array sizes

Nt = Nr are both set to 8. The extended S-V model described

in section II.A is used to characterize the channel matrix H.

The transmission paths, each has a distinct path gain αp ∼
CN (0, 1), coincide in angles with the beamforming vectors

defined in the codebook.

The azimuth angles of departure and arrival both are

bounded by
(

−π
3
, π
3

)

. The evaluation index is the percentage

of correctly choosing the NRF steering vectors with largest

path gains from the codebook. Since NRF cannot be greater

than N , NRF = 2, 4 and 6, are simulated with different

codebook sizes. Note that the half-power beam width of a

sized N antenna array can be calculated as follows [19]:

θ3db = 50
λ

Nd
= 100

N
(deg) (21)

where d = λ/2 is the inter-antenna element spacing. This

indicates the beamforming angular resolution. For N =
8, the resolution is 12.5◦. The maximum number of uni-

formly spaced beams that can be accommodated in the tar-

get angle span without overlapping in half power profile,

is ⌊(2π/3) /12.5◦⌋ = 9. In the simulation experiments,

the codebook consists of equally spaced steering vectors and

the size rages from 8 to 20. Fig. 5 shows the comparison

results between the original OMP scheme and the proposed,

simplified one. In all three NRF cases, the performance of the

two schemes in choosing correct steering vectors are almost

identical. In certain cases, e.g., NRF = 6 and codebook size

L between 9 ∼ 13, the correct selection ratio of the pro-

posed scheme is even slightly higher than that of the original

OMP scheme. This concludes that the proposed algorithm

[

A B

C D

]−1

=
[

A−1 + A−1B(D − CA−1B)−1CA−1 −A−1B
(

D − CA−1B
)−1

−(D − CA−1B)−1CA−1
(

D − CA−1B
)−1

]

, (15)
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TABLE 1. Computing complexity analysis of OMP schemes.

simplification measures do not cause any performance losses.

The simulation results also show the correct selection ratio

degrades as L increases because of a finer angular resolution

that has actually exceeded the capacity of the antenna array.

The impact of NRF value, however, depends on the codebook

size L.

When a smaller codebook is used, the correct selection

ratio with a smaller NRF value is inferior to that with a

larger one. This is because greedy based sparse approxima-

tion schemes cannot guarantee the order of vector selection

always match the ranking order of path gain. If a larger set of

vectors is to be selected, the correctness of selection order

is less crucial, which leads to a higher ‘‘hit ratio’’. When

a larger codebook is used, the selection procedure becomes

more error prone, particularly for those steering vectors cor-

responding to less significant path gains. A bigger NRF value

means more error prone selections are made, which degrades

the overall correct selection ratio.

Considering the angular resolution supported by the target

antenna array size (8) and a goal of 90% accuracy in vector

selections, the codebook size is set to 9 in designing the

hardware accelerator.

Further hardware design parameters are explored. For a

low complexity fixed point implementation, bit widths for all

computing variables should be simulated to take the effect of

quantization errors into account. The iteration number of the

CORDIC scheme used in QR decomposition should also be

determined. To curb the simulation complexity, the CORDIC

iteration number is chosen first based on floating point sim-

ulation results. After fixing the iteration number, which is

FIGURE 5. Simulation results of percentage of correct steering vectors
selection for OMP and the modified OMP schemes. (a) NRF = 2.
(b) NRF = 4. (c) NRF = 6.

8 in this case, the variable bit widths are simulated next.

A QPSK modulation format is assumed. Other simulation

settings are (N s = NRF = 4,N = 8,L = 9). The CORDIC

iteration number is 8. Variables at different computing stages

may require different precisions. The fixed point simulations

are performed progressively from input stage to output stage.

Fig. 6 shows the bit error rate (BER) simulation results

of the final stage. The BER curves of the three floating

point versioned schemes, i.e., the original OMP scheme, the
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FIGURE 6. Fixed point algorithm simulation results for hardware
implementation.

TABLE 2. System configuration and hardware design specs.

proposedmodified scheme (denoted asmOMP), and the SVD

precoding scheme are included as the reference. The last one,

especially, is to show how the two-stage hybrid precoding

scheme deviates in performance from an ideal one-stage SVD

precoding scheme. For fixed point simulations, the integer

part is set to 2-bit wide, which is sufficient to avoid overflows

according to the profiling results. The size of the fractional

part ranges from 5 to 11 bits. Any deviation in BER curves

from the floating point version is considered the fixed point

implementation loss. According to the simulation results,

the BER curve of the floating point mOMP scheme almost

overlaps with that of the floating point OMP scheme. The per-

formance loss of fixed point implementation becomes neg-

ligible when the fractional precision reaches 10 bits. When

compared with the SVD precoding scheme, the SNR values

for a 10−4 BER differ by just 0.6dB. The actual performance

gap can be even smaller if the link power issue is considered.

The SVD precoding scheme does not employ RF beamform-

ing and requires a larger transmission power to compensate

the path loss.

V. HIGH THROUGHPUT HYBRID PRECODING

PROCESSOR

The design specs of the hybrid precoding processor, the hard-

ware accelerator of the proposed precoding scheme, are sum-

marized in Table 2. The system configuration largely follows

the simulation setting described in section IV. Although the

FIGURE 7. System block diagram of the proposed hybrid precoding
processor.

maximum number of RF chains NRF is upper bounded by

the antenna array size (N = 8), it is set deliberately to half

the size, i.e. 4, to alleviate the circuit complexity of the RF

beamformer network. The input matrix V is 8× 4 in size and

contains 32 complex-valued elements. Each element consists

of two 12-bit wide numbers. Similarly, the two output matri-

ces FRF and FBB contains 48 complex-valued elements in

total. To avoid an oversized I/O pin count, the I/O bandwidth

is confined to one element per matrix per clock cycle. This

calls for 72 (24×3) data I/O pins. 32 clock cycles are needed

to accomplish the I/O operations of one hybrid precoding.

This is also the minimum time separation (initiation interval)

between two consecutive hybrid precoding computations.

The computing latency, which is defined as the time span

between the completion ofVmatrix input and the availability

of the first element of FBB matrix, is set to be no larger

than 4 times the initiation interval, i.e., 128 clock cycles.

A prolonged computing latency requires excessive data stor-

age to hold the intermediate results of all uncompleted hybrid

precoding computations. This is a challenging goal in view of

the algorithm complexity. It also implies that 4 distinct hybrid

precoding computations should be performed concurrently to

meet the goal.

The hardware architecture of proposed hybrid precoding

processor, as shown in Fig. 7, consists of three functional

blocks—the index selection unit (ISU), the QR decompen-

sation unit (QRDU) and the blockwise inversion unit (BIU).

The ISU (Steps 1–9 in Algorithm 2) is further divided into

five modules—buffer registers (for V,9 i, |9 i|2, and Si),

complex-valued matrix multiplier (MM), matrix adder/ sub-

tractor, 3 look-up tables (8,8H ,8H8) and maximum index

finding (MIF) module as shown in Fig. 8.

Both 8,8H look-up tables are needed to support simul-

taneous accesses in parallel processing. The complex-valued

matrixmultiplier is shared among initial90 calculation, inner

product operation of |9 i|2 and update of 9 i. The matrix

multiplier is a systolic array design consisting of 36 complex-

valued multiplier-and-accumulators (MACs). It can complete

the computations in 8 clock cycles. The FMImodule employs

a binary tree of comparators so that maximum index can be

obtained in one clock cycle.
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FIGURE 8. Architecture design of the index selection unit.

The QRDU (Step 10 in Algorithm 2), as shown in Fig. 9,

consists of a computing kernel and two sets of data ping-pong

buffers. The buffers hold (FRF, V) initially and end up with

(R, QHV) after decomposition. QHV is the result needed in

FBB computation (line 12 of the proposed algorithm). The

computing kernel contains two systolic array designs. The

upper one is responsible for converting the complex-valued

diagonal elements to real ones. The lower one performs

nullifications of elements beneath the diagonal. To the right

of the two systolic arrays are the corresponding dependence

graphs. A space-time transform scheme is employed to map

the algorithm to the architecture domain. More specifically,

each systolic array contains a triangular array sitting on top

of a rectangular array. The former one is for the nullification

purpose and the latter one computes the update of V matrix.

A total of 74 function units is needed. The basic function

unit is a CORDIC processor, which performs the Givens

rotation and takes 8 iterations (micro-rotations) to achieve

the required accuracy. Those function units located along the

diagonal of the upper layer operate in the vector mode and

all the remaining operate in the rotation mode. As shown

in Fig. 10, a pipelined architecture using a folding factor of 4

is adopted. The hardware complexity is one fourth complexity

of a fully extended one and 4 clock cycles are needed to

complete one Givens rotation. This is the minimum hardware

requirement needed to meet the initiation interval design con-

straint. Among the two CORDIC processor designs, Givens

generator operates in the vector mode while Givens rotation

operates in the rotation mode.

Refer to Fig. 11, the BIU (lines 11-12 in Algorithm 2)

design contains 4 data buffers for R, R−1, QHV, FBB,

respectively, four dividers and a 4×4 complex-valued matrix

multiplier. Since the upper triangular matrixR size is 4× 4,

all sub-matrix inversions in Eq. (17) ∼ (19) are reduced to

FIGURE 9. Architecture of QR decompensation unit.

FIGURE 10. Pipelined CORDIC processor design with a folding factor of 4.

FIGURE 11. Architecture of blockwise inversion unit.

scalar inversions and computed by dividers. Four dividers

compute the inversions of 4 diagonal elements in parallel.

To shorten the critical path delay, these dividers, instantiated

fromSynopsysDesignWare Library, are each configuredwith

four-stage pipelining. The 4 × 4 matrix multiplier multiples

R
−1 with QHV to obtain FBB.

Fig. 12 illustrates the system timing diagrams of the pro-

posed hybrid precoding processor design. Each time slot

corresponds to 8 clock cycles. A new V matrix is admitted

every 32 clock cycles as indicated in the design specs. After

matrix input, the processing is divided into three phases, i.e.

ISU (24 clock cycles), QRDU (60 clock cycles), and BIU

(16 clock cycles). The computing latency is thus 100 clock

cycles but the initiation interval between two successive com-

putations is 32 clock cycles. It takes another 16 clock cycles

to output the result of FBB. Since the computing latency of

QRDU is greater than the target initiation interval, twoQRDU

modules (marked in different colors in Fig. 12) are employed

and compute successive matrix decompositions alternately.
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FIGURE 12. The timing diagram of the proposed hybrid precoding
processor.

FIGURE 13. Post layout view of the proposed precoder/combiner
reconstruction processor.

The chip design is based on an ARM standard cell library

in a 40nm CMOS technology. Fig. 13 shows the final layout

view accomplished by using Synopsys IC Compiler. The chip

design summary is listed in Table 3. Layout area, gate count

and power consumption are based on the report from IC

Compiler. The timing information is obtained by using the

PrimeTime-PX tool. The core size of the chip is 0.58 mm2

with an equivalent gate count of 419.3k.

Among the three function units, QRDU is the most com-

plex one and accounts for 45.3% of the total logic gates used.

The numbers of ISU and BIU are 35.5% and 17.7%, respec-

tively. The remaining 5.3% is attributed to the I/O buffer.

A CQFP 100-pin packing is adopted and 72 pins are used

for data I/O. The chip die size is expanded to 2.26 mm2. The

maximum clock rate of the core design can reach 333MHz.

It suggests a throughput of processing 10.4M hybrid pre-

coding per second. The corresponding initiation interval is

merely 96ns. The power consumption of the entire chip is

267.1mW@333MHz compared with 125.1 mW for the core

design.

Table 4 summarizes the performance of related ASIC

designs. Since most of the prior arts on hybrid precoding

focusing on the algorithm aspect, only one, i.e. [17], develops

the ASIC design. It also uses an 8 × 8 MIMO configuration

but assumes a fully connected beamformer network to reach

the maximum possible number of RF beams (NRF = 8).

In our design, the beamformer network is partially connected

to reduce the circuit complexity, and the maximum number

of RF beams supported is 4.

TABLE 3. Chip design summary.

TABLE 4. Performance comparison of hybrid precoding chip designs.

To cope with the differences in system configuration and

implementation process technologies, a normalization pro-

cess is performed when comparing the chip design perfor-

mance. The normalization takes three factors into account,

i.e. process technology, problem complexity and circuit com-

plexity. For the first factor, the ratio of technology feature

size to 40nm is used as the process normalization weight α.

This is a commonly accepted scheme to factor out the process

discrepancy when comparing chip designs [20]–[22]. For

the second factor, we use themultiplication of twomatrices as

a generic problem complexity index β. In hybrid precoding,

this index contains two terms. The first one corresponds to

the index selection, which involves the codebook matrix 8

and the unitary matrix V. The complexity is expressed as

L×Nt×Ns. The second one is the decomposition ofV to FRF

and FBB. This leads to a complexity term of Nt × NRF × Ns.

The third factor (circuit complexity) γ is represented by the

gate count of the design, which is a process independent term.

A normalized throughput ρnorm is defined as

ρnorm = α × β̃ × no. of matrices/sec

γ
, (22)
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where β̃ is the ratio of problem complexity with respect to

the proposed scheme. From Table 4, the problem complex-

ity of design [17] is 31% higher than that of the proposed

one. Design [17], however, uses more than twice the gate

count of the proposed design. This is mainly attributed to the

efficiency of computing the inverse of the upper triangular

matrix R in matrix decomposition. The proposed two-level

blockwise inversion scheme can effectively reduce the com-

puting complexity and thus the gate count. The clock rate of

the proposed design is twice that of design [17] (333MHz

versus 167MHz). This basically matches the speed discrep-

ancy between 40nm and 90nm process technologies. The

normalized throughput of the proposed design is roughly two

times that of design [17] (11.95 versus 24.82). The BER

performance comparison is also shown in Table 4. Under

the simulation setting of Ns = 4, Nt = 8, and QPSK

modulation, both designs can achieve BER = 10−6 when

SNR is 9dB. Actually, if the two schemes choose the same

steering vectors from the beamforming codebook, the BER

performance would be identical.

VI. CONCLUSION

A joint RF beamforming and digital baseband precoding

design on mmWave MIMO systems with a limited number

of RF chains is investigated. The core problem is finding

steering matrix FRF and digital precoding matrix FBB for

the RF network and the baseband precoder, respectively. The

steering vectors of FRF are selected from a codebook and

the goal is identifying best matched vectors to optimize the

performance. In this paper, a constructive process is devel-

oped to obtain the two matrices. We present a modified OMP

scheme, which decouples the constructions ofFRF andFBB in

order to reduce the computing complexity and to enhance the

computing parallelism. The steering matrix FRF is computed

first followed by solving a least square problem to obtain the

precoding matrix FBB. A novel computing scheme using QR

decomposition and blockwise inversion techniques is intro-

duced to obtain the least square solution efficiently. The accu-

racy of matrix constructions and the algorithm computing

complexity were both analyzed to verify the effectiveness of

the proposed scheme. The results show that the correct vector

selection ratio of the proposed scheme, in spite of a significant

complexity reduction, is almost identical to that obtained by

using the original OMP scheme. For the system configuration

used in our chip implementation, i.e., (Nt ,Nr ,Ns,NRF ,L) =
(8, 8, 4, 4, 9), the ratio is nearly 0.9. Based on the proposed

scheme, a hardware accelerator design is developed based on

a TSMC 40nm CLN40G technology. From the post layout

simulation results, the design is capable of working at a clock

rate of 333MHz with a power consumption of 267.1mW

when the supply voltage is set to 0.9V. The core size is

merely 0.58 mm2 while the entire die size including I/O

pads is 2.26 mm2. The proposed design can perform 10.4M

matrix decompositions per second and has the best normal-

ized throughput performance when compared with existing

work.
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