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ABSTRACT

This paper describes the voice source localization al-
gorithm used in the PictureTel automatic camera pointing
system (LimeLightTM , Dynamic Speech Locating Technol-
ogy). The system uses an array of 46cm wide and 30cm high,
which contains 4 microphones, and is mounted on top of the
monitor. The three dimensional position of a sound source
is calculated from the time delays of 4 pairs of microphones.
In time delay estimation, the averaging of signal onsets of
each frequency band is combined with phase correlation to
reduce the inuence of noise and reverberation. With this
approach, it is possible to provide reliable three dimensional
voice source localization by a small microphone array. Post
processing based on a priori knowledge is also introduced to
eliminate the inuences of reections from furniture such as
tables. Results of speech source localization under real con-
ference room conditions will be given. Some system related
issues will also be discussed.

1. INTRODUCTION

In current videoconferencing systems, participants have to
manually control the camera so that the far end can have
a proper view of the near end talker(s). This is both bur-
densome and distracting to the users. In many situations,
when the participants are unwilling to operate or are not
familiar with camera operation, the far end will get a whole
group shot during the entire meeting. This greatly reduces
the intimacy of visual communications. Technologies such
as infra-red subject tracking for speaker location requires
the participants to wear extra accessories[1]. Tracking via
video requires the user to point the camera at the object
�rst and frame the object manually to tell the tracking al-
gorithm where to track [2]. Compared to the above tech-
nologies, voice activated camera pointing is the most natural
way of automatic camera control. It does not require any
e�ort from the users, and consequently is strongly desirable
in videoconferencing.

Sound source localization has been a research topic since
the seventies. Di�erent approaches have been proposed and
investigated[3]. Phase correlation was proposed as an ap-
proach that does not cause spreading of the peak of the cor-
relation function. However, the disadvantage of this method
has been that when the SNR is low in a frequency band, the
detection errors will be accentuated. M.Omologo[4] intro-
duced summation of all frames corresponding to an acoustic
event. This improved the SNR over white noise. In this
paper, we introduce data pruning in addition to averaging
across frames. A background noise estimator will give both
the noise level and crosscorrelation of the noise. A speech
onset detector is used to eliminate the inuence of noise and
reverberation. Crosscorrelation of noise are subtracted from

the crosscorrelation of the speech onsets, and the onsets are
averaged across frames. In this way, reliable three dimen-
sional sound source detection is achieved by using a small
microphone array of 4 microphones.

Realtime sound source localization systems were reported
by M. Brandstein [5] and D.V.Rabinkin [6] using two panel
microphone arrays mounted on the walls where each array
contains 4 microphones. When using sound localization to
point the camera in videoconferencing, it is very important
that the relative position of the camera and the microphone
array is well calibrated. Separate microphone array pan-
els will require calibration in installation, and whenever the
videoconferencing system is moved, re-calibration will be
necessary.

By using the algorithm proposed in this paper, it is pos-
sible to build a small microphone array, and have the cam-
era mounted on the same base with the array so that user
installation is possible. Also, transportation of the video-
conferencing system will not require re-calibration.

Besides noise and reverberation, one of the problems of
sound localization in a videoconferencing room is the in-
uence of specular reection from the at surfaces of the
furniture such as a table. The crosscorrelation coe�cient
of the lag corresponding to the mirror image is sometimes
greater than the real sound source. In order to eliminate
the inuence of this reection, post processing is performed
using a priori knowledge that in regular videoconferencing
conditions, the angle of the reection is always farther from
perpendicular to the array than that of the original signal.

2. TIME DELAY ESTIMATION

Let s(n) be the source signal, and x1(n), x2(n) be the signals
received at the two sensors under additive noise conditions.
The following relations hold assuming no multi-path distor-
tions.

x1(n) = �s(n�D) + n1(n)
x2(n) = �s(n) + n2(n)

(1)

Where n1(n) and n2(n) represent noise signals received at
the two sensors. The crosscorrelation of the signals received
at the two sensors is

Rx1x2(�) = ��Rss(� �D) + Rn1n2(�); (2)

assuming that the source signal is not correlated with the
noise. D represents the delay of signal arrival between the
two sensors. The cross power spectrum (The Fourier Trans-
form of Eq(2)) is

Gx1x2 (!) = ��Gss(!)e
�j!D +Gn1n2(!): (3)

We assume that the background noise is stationary, but
might be correlated (such as the noise from a ceiling fan



or an overhead projector, etc). Background noise Gn1n2(!)
is estimated for each frequency during a period when the
source signal is not present. Subtracting the background
noise, the cross spectrum becomes

G
0
x1x2

(!) = Gx1x2(!)�Gn1n2(!) = ��Gss(!)e
�j!D

: (4)

The normalized crosscorrelation, i.e. the Phase Transform
[7] is therefore given by

R̂x1x2 (�) = 1
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(5)

The time delay is estimated as the time lag that has the
maximum cross-correlation coe�cient

D = argmax� R̂x1x2 (�): (6)

The reason that the above phase correlation approach also
works well under reverberant conditions can be explained
from the point of view of optimum detection. Assuming the
noise signals received at both sensors (as shown in Eq(1))
have the same power spectrum jN(!)j2, the optimum de-
tection can be achieved by passing the signals through a
whitening �lter and calculating the cross-correlations as fol-
lows:

D = argmax� R̂x1x2 (�) = IFFT(
Gx1x2 (!)

jN(!)j2
) (7)

When there are multi-path distortions, Eq(1) becomes

x1(n) = �s(n�D) + h1(n) � s(n) + n1(n)
x2(n) = �s(n) + h2(n) � s(n) + n2(n)

(8)

h1(n)�s(n) and h2(n)�s(n) represent the reverberations. If
the reverberations are also considered to be noise, the overall
noise component becomes

jN
0(!)j2 = jH(!)j2jS(!)j2 + jN(!)j2: (9)

Here we assume that the two reverberation transfer func-
tions have the same power spectrum jH(!)j2. The optimum
detection of cross-spectrum in this case is

R̂x1x2(�) = IFFT(
Gx1x2 (!)

jH(!)j2jS(!)j2 + jN(!)j2
) (10)

Assume that the reverberant energy is proportional to the
direct energy, the following approximations can be obtained.

jH(!)j2jjS(!)j
2
= (jGx1x2 (!)j � jN(!)j

2
) (11)

0 <  < 1 (for example, when we assume that the direct
energy equals the reverberant energy,  = 0:5). Then,

N
0
(!) = jGx1x2 (!)j+ (1� )jN(!)j

2
; (12)

and the optimum delay estimation becomes

Ĝx1x2 (!) =
Gx1x2 (!)

jGx1x2 (!)j+(1�)jN(!)j2

D = argmax� IFFT(Ĝx1x2 (!)):
(13)

A binary weighting is applied to the normalized cross-spectrum
to eliminate the inuence of noise.

Ĝx1x2 (!) =

8>><
>>:

Gx1x2 (!)

jGx1x2 (!)j+(1�)jN(!)j2

'
Gx1x2 (!)

jGx1x2 (!)j
when signal �

noise

0 otherwise

(14)
The above equation is actually a modi�ed case of the Phase
Transform as shown in Eq(5), and it is also shown to be an
optimum detection under multi-path distortion conditions.

The actual processing for calculating the time delay is
as follows: digital samples from the two sensors are grouped
into blocks (frames). The power spectra and cross spec-
trum are calculated for each frame. The magnitude of the
power spectrum of one sensor is then compared with the
background noise level (power spectrum and cross spectrum
of background noise are estimated when there is no signals).
If the frequency component of the power spectrum is above
noise level by a certain threshold and is bigger compared to
the signal power of previous frames by a certain threshold,
the cross spectrum of these frequencies are chosen as signal
onsets. The cross spectrum of signal onsets are then aver-
aged over several frames and the cross spectrum of back-
ground noise is subtracted. The obtained cross spectrum
is then normalized (as shown in Eq(14))to create Ĝx1x2 (!)

(The normalized cross spectrum Ĝx1x2 (!) of the frequencies
that do not have onsets are set to 0). Then inverse Fourier
Transform is performed on the averaged normalized cross
spectrum, and the time delay is chosen as the lag that corre-
sponds to the maximum of the normalized cross correlation
function.

3. AZIMUTH AND DEPTH DETECTION

The microphone array used for source localization is shown
in Figure 1. Microphones 1 and 2 are used for azimuth de-
tection. Microphone pair 1,3 and 2,3 are used for the depth
detection. Since all microphones are mounted on the same
plane, there are front-back ambiguities. In regular videocon-
ferencing applications, we assume that only speech sources
facing the monitor are of interest. Sound from the back of
the monitor is attenuated by using cardioid microphones.
Time delays of microphone pair 1,3 and 2,3 are interpolated
using parabolic interpolation. The depth is calculated by
triangulation. Table 1 shows the distance measurement re-
sults in 6 positions. The conditions of the room are: size
:(5:5m � 7:1m � 3:1m); reverberation time :400ms. Total
number of measurements in each position is 25. The sam-
pling rate is 16kHz.

4. ELEVATION ANGLE DETECTION

Microphones 3 and 4 are used for elevation angle detection.
When there is at furniture such as a table between the
talker and the microphone array, sometimes the mirror im-
age has a greater crosscorrelation coe�cient than the real
sound source. Simply choosing the time lag which gives the
maximum crosscorrelation coe�cient might erroneously re-
sult in the elevation angle of the reection of the source
versus the source being chosen.



In a video conference, the camera is usually mounted on
top of the monitor to keep the far end and near end eye
contacts as natural as possible. In this case, it is usually
true that the time lag corresponding to the reection of the
sound source is farther away from perpendicular to the array.
Figure 2 shows a typical cross correlation function where the
time lag corresponding to the reection of the sound source
has a greater cross correlation coe�cient than the real sound
source. To eliminate this problem, a threshold is introduced
to group the peaks in the crosscorrelation function. Then
the peak that is closer to zero lag is chosen as the real time
lag. Most of the detection errors due to table reections are
eliminated by using this approach.

5. SYSTEM CONSIDERATIONS

Other issues besides accurate detection of speech source lo-
cation also need to be considered in order to make the cam-
era pointing system a usable product. Important issues in-
clude 1) Accurate speech detection. A speech detector is
integrated to prevent the system from responding to non-
speech signal. 2) Far end signal detection. Without far end
signal detection, far end speech that comes out of the loud
speaker might be detected as near end speech, and cause
the camera to point at the loud speaker. 3) An intelligent
camera control layer is necessary to make decisions of where
and when to point the camera. For example, depending on
the situation, sometimes it is desirable to show the person
who is speaking, some other times showing a small group
of people who are having a discussion is more appropriate
than letting the camera follow each speaker. Since extrane-
ous camera move causes discomfort in video conferencing for
the far end viewers, it is very important to perform proper
camera pointing with the least amount of camera move.

The PictureTel LimeLightTM [8], shown in Figure 3, con-
sists of the intelligent sound source localization system and
the PictureTel PowerCam 100, a custom designed camera
with a high-speed, highly accurate pan-tilt-zoom drive mech-
anism.

6. CONCLUSIONS

In this paper, we described the time delay estimation algo-
rithm used in the PictureTel LimeLightTM , the �rst com-
mercially available voice activated automatic camera point-
ing system. The concepts of data pruning, data averaging
and post processing combined with phase correlation make
it possible to realize reliable three dimensional sound source

Table 1: Standard deviation of distance measurements (av-
erage of 25 measurements)

Distance Standard Azimuth Elevation number of
(meters) deviation (degrees) (degrees) outliers
2.03 0.06 -26.1 -18.5 0
2.12 0.15 24.5 -16.3 0
2.76 0.20 -20.6 -11.2 0
3.37 0.24 33.4 -9.1 0
4.08 0.22 15.4 -9.1 0
4.39 0.38 14.9 -6.1 1

46cm

mic 1mic 2 mic 3

mic 4

30cm

Figure 1: Microphone array for sound source localization

localization using a small microphone array. A layer of user
interface control is also designed on top of the sound source
localization algorithm to make sure that the camera per-
forms appropriate framing.
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Figure 2: A typical crosscorrelation function with specular reections

Figure 3: The PictureTel LimeLightTM , Dynamic Speech Locating Technology


