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Abstract— We study the problem of supporting VoIP calls in a
wireless mesh network. Specifically, we propose solutions for call
admission control (CAC) and route selection for VoIP calls. Call
admission decisions must evaluate how the capacity of the mesh
network is utilized by the existing calls. We address this issue via a
measurement-based modeling effort to model mutual interference
between wireless links. The modeling approach evaluates whether
capacity constraints (or, required QoS metrics) will be satisfied
if a new call is admitted with a given route. Evaluations with
a 6-node 802.11a testbed demonstrate excellent accuracy of the
model and thus also the CAC performance.

We address the issue of route selection by also using a
modeling approach that considers models of transmission and
interference ranges to develop a polynomial-time algorithm to
search for feasible routes. This problem takes exponential time for
wireless networks without such modeling. In addition to studying
feasibility, we study several routing metrics such as shortest
feasible path and maximum residual feasible path. Finally, we
develop a new method for routing using call statistics that uses
prior calling patterns to avoid potentially critical links. We
evaluate the performance of these route selection techniques via
extensive simulations and demonstrate the superiority of using
max residual feasible path over simply shortest feasible path, and
routing using call statistics over max residual feasible path.

I. INTRODUCTION

Voice over IP (VoIP) applications have seen tremendous
growth in the recent years. This has led to the emergence
of VoIP applications, e.g., Skype, and service providers, e.g.,
Vonage, Packet8, etc. Recently, with the advent of dual in-
terface cellphones with WiFi interfaces and ubiquitous avail-
ability of wireless LANs, the VoIP over WLAN is gaining
popularity. In typical scenarios, the footprint of each Access
Point (AP) in a WLAN is limited to 250 meters outdoors, and
up to 100 meters indoors. For providing wide area coverage
such as in a shopping mall or campus area, the deployment and
maintenance of this wired backplane required for connecting
a large number of APs becomes a fairly arduous task. This
is where the emerging wireless mesh networks [1] can be
useful. Mesh networks add routing functionalities to the APs
of WLAN, thus eliminating the wired backplane, making them
easier to deploy. Because of their potential wide-spread use,
it is of paramount importance to study methods to implement
VoIP services on wireless mesh networks.

Supporting VoIP over meshes

In this paper, we focus on quality of service (QoS) pro-
visioning issues for supporting VoIP over mesh networks.

Specifically, we address two related questions: a) How can
we maintain the QoS of VoIP calls over a mesh network and
b) How can we improve the capacity of the mesh network
in terms of the number of VoIP calls that can be supported?
We answer the above questions by solving the call admission
control (CAC) and route selection problems for VoIP calls in
the mesh network.

The role of CAC is to determine whether to accept or reject
an incoming VoIP call based on the available capacity of
the mesh network. CAC is a necessary component of a VoIP
service in order to maintain QoS of the ongoing calls while
ensuring that calls are not rejected when network capacity
is available to accommodate the call. Accuracy of the CAC
depends upon how well the mesh network capacity is inferred.
This is inherently difficult because of wireless interference:
two wireless links in the vicinity interfere to some extent.
Interference also leads to MAC protocol inefficiency: two
interfering links when active simultaneously often provides
less aggregate throughput than when only one of them is
active. A result of all these is that any new VoIP call can
reduce throughputs (and hence QoS) of many existing calls
even without directly sharing any link with them in the chosen
route. Thus, call admission decisions must somehow model
wireless interferences accurately and must be able to predict
the available capacity. This is a hard problem.

Further, routing decisions are closely coupled with ad-
mission control. For efficient route selection, one not only
has to look for a feasible route (i.e., one that has enough
available capacity), but also one must ensure that the choice
of routes still leaves enough residual capacity to be able
to admit future calls for a given calling pattern statistics.
Because of wireless interference, checking for feasibility itself
can be computationally intensive. This is because there are
exponentially many paths between a source-destination pair,
and because of wireless interference each one of them must
be checked in its entirety for feasibility. Thus, practical and
effective heuristics are desired for the route selection problem.

Contributions

With this background we make the following contributions
in this paper.

A. In order to develop an effective call admission decision,
we develop a measurement-based capacity utilization



model for 802.11-based mesh network. This model pro-
vides the current view of every node’s available capac-
ity that needs to be met when admitting a new VoIP
call. Using a 802.11a-based testbed, we experimentally
demonstrate the effectiveness of this modeling approach
in making call admission decisions.

B. We address the problem of finding a feasible route for
a VoIP call while meeting any capacity constraint. We
develop a polynomial time solution that can always find
a feasible route if one exists. We show via simulations
that by discovering feasible routes, we can increase the
call acceptance rate by 20% compared to the traditional
shortest path routing using hop count metric.

C. Finally, we demonstrate that if a distribution of calling
pattern is known, it is possible to find routes that can
improve the VoIP call acceptance rate. We present an
algorithm that creates routes by avoiding critical links
and results in increasing the acceptance of future calls.
We show via simulations that using this routing approach,
we can achieve up to 40% increase in call acceptance rate.

II. RELATED WORK

Studies focussing specifically on VoIP over 802.11 have
considered the delay and loss characteristics under the PCF
and DCF modes [2], [3], [4]. A recent work on VoIP over
WLAN [5] presents analytical studies on the number of calls
that can be supported in a single hop WLAN. The study
reports that increasing the payload per frame increases the
number of supported calls. Various methods for improving
the performance of VoIP in wireless mesh networks have
been proposed in [6], [7]. These methods include using path
diversity and packet aggregation. Our work addresses a more
challenging problem of determining the capacity of a call
along a path in a multi-hop mesh network.

Several models have been proposed to compute the capacity
of a wireless network. Bianchi proposed a model for determin-
ing the capacity of 802.11 in a single cell [8] which has been
followed by other similar models as in [9]. In multi-hop wire-
less mesh networks with given interference and traffic models,
the works in [10], [11], [12] formulate a linear program to
solve the joint routing and scheduling problem to maximize the
capacity of the network. The work in [13] addresses capacity
issues specifically for VoIP calls, but it assumes a TDMA
based MAC layer. All these works assume some form of
scheduling at the MAC layer that is not available with 802.11.
An analytical model to compute the end-to-end throughput
capacity of a multi-hop path in 802.11-based network has
been proposed in [14]. The capacity models proposed above
use a somewhat abstract and idealized model of interference,
that assumes that interference is binary and is between link
pairs only. Further, interference is assumed to be based on
physical distances between the transmitters and receivers,
simplified radio propagation models, idealized transmitter and
receiver characteristics, and so on. In practice, interference is a
complex phenomenon as demonstrated in experimental studies

Fig. 1. Architectural block diagram for the approaches developed in the
paper. The number in the parantheses in each block indicates the section
where it is discussed.

in [15], [16], where practical, measurement-based methods are
promoted to estimate the interference between 802.11 links.

For multihop wireless networks, several modifications to
on-demand routing protocols have been proposed to support
QoS for real-time applications [17], [18], [19], [20]. In spirit
these techniques propose or modify an on-demand routing
protocol to support QoS. These techniques cannot guarantee
that a feasible path will be found if one exists as the proposed
protocols perform only neighborhood checks to verify capac-
ity constraints. Furthermore, the above on-demand protocols
require exchange of multihop messages to find the route and
result in significant call set up time.

III. ARCHITECTURE OVERVIEW

In a typical mesh network deployment for supporting VoIP
services, a person can make VoIP calls using WiFi enabled
phones. Any “internal call” (calls made between clients inside
the network), or “external call” (calls made to or from clients
outside the network) goes through a central Session Initiation
Protocol (SIP) server. The SIP server authorizes the calls and
resolves IP addresses and phone numbers, and then the route
is established between the clients.

Figure 1 shows various system components in our archi-
tecture. An interference map is created based on the mea-
surements reported by each mesh node. The interference map
models the interference for the given mesh topology. A list of
active calls along with their respective routes is maintained.
From the list, the current offered load at each node is obtained.
The capacity utilization model is constructed from per-node
traffic load along with the interference map. This model
is updated every time a call arrives or departs, or a new
measurement report is received. Using this capacity utilization
model, a route for the new arriving call is computed, and
the call admission decision is made depending on whether
a feasible route is found.

Upon call arrival, the call setup must be done within a few
seconds. The call setup consists of SIP authorization, route
computation, call admission control, and the actual route setup.
SIP authorization and route setup are not studied in this paper.
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Fig. 2. On a 2-hop path, the graph shows how R score depends on capacity.
Once the capacity threshold is reached delay increases due to queuing delay
and R score goes down.

The entire system apart from the node-based measurements
is deployed on a central server. Such a centralized architecture
has several benefits: a) a central server can easily interact with
the SIP server, b) minimum functionality at mesh nodes paves
the way for deployment of commodity hardware and software
platforms that is also easy to upgrade. Many commercial
WLAN and mesh network platforms [21], [22] already have
a central manager node where the CAC and routing software
can be deployed. The centralized view is also consistent with
one of the deployment scenarios currently being standardized
by the CAPWAP working group [23].

IV. VOIP CALL ADMISSION CONTROL

A good call admission control design must look at a VoIP
specific QoS metric and understand the effect of the network
performance parameters such as delay and loss on this QoS
metric. A capacity model can then be built based on this
understanding.
VoIP QoS Measure: For G.729a encoder, VoIP sends 50
packets per second of 20 bytes each. The R-factor, or R-score,
proposed in [24] is a popularly used QoS metric for VoIP calls.
R-score takes into account one-way delay, loss rate, and the
type of the encoder. For example, for the G.729a encoder [25],

R = 94.2 − 0.024d − 0.11(d − 177.3)H(d − 177.3)
−11 − 40 log(1 + 10e),

where

• d = 25 + djitter buffer + dnetwork is the total one-way
delay in ms comprising of 25 ms voice encoder delay,
delay in the de-jitter buffer (50ms), and network delay;

• e = enetwork +(1− enetwork)ejitter is the total loss rate
including network and jitter losses;

• H(x) = 1 if x ≥ 0, else 0. R-score should be larger than
70 for acceptable call quality.

Meeting the target VoIP QoS: The quality of a VoIP call
is sensitive to delay and loss. The exact dependence is non-
linear as given by the R-score formulation above. In order
to maintain a good call quality (R ≥ 70), the one-way delay
should be less than 200ms and the packet loss rate along the
path should be less than 5%. Packet loss rate can be reduced by
choosing a path consisting of links with a high delivery ratio.

Packet transmission delays at each hop is typically within a
few millisec. However, queueing delays can add up.

From elementary queueing theory, the average queueing
delay increases with load, but really becomes large when the
average load reaches close to the capacity. We demonstrate
this in connection with VoIP and mesh networks using an
experiment with a 2-hop segment of a 802.11a-based mesh
testbed (testbed described later in Section VII). The 802.11a
links are operated at 6 Mbps (and thus in theory each link
individually can support 42 calls using calculations of [5]).
In the experiments we keep adding VoIP calls to this 2-hop
segment and record average R-score and total one-way delay.
See Figure 2. Notice that at the point the queueing delay starts
increasing abruptly (around 20 calls), R-score also falls rapidly
from around 60-70.1 This experiment demonstrates that the 2-
hop segment can support a maximum of about 20 calls,2 a
limit admission control protocols must understand a priori.
Capacity utilization: Based on the above observation, we
conclude that in order to meet the QoS for a given set of
active calls, the load on each node in the mesh network must
meet a capacity bound. In order to ensure the above condition,
we determine the capacity utilization at every node for a
given set of active calls. Specifically, we solve the following
problem: For a mesh network of n nodes, modeled as a
graph G = (V,E), and a set of paths for k active calls,
P = {p1, p2, ..., pk}, find the normalized capacity utilization
ci, 0 < ci < 1, for each node i in the network. Here, a
path is defined as a sequence of nodes. Normalized capacity
utilization of a node is the total bits/sec traffic transmitted,
received or heard by the node (i.e., the total busy time for the
radio medium as perceived by the node), normalized to the
nominal link capacity.
Call admission decision: The call admission controller is
invoked once route computation is attempted for a new call.
The route computation is described in the section VI. The
route must ensure that the capacity constraint at all the nodes
in the network is satisfied (i.e., ci < 1) with this new call
admitted on this route, i.e., the route is feasible. If no such
route is found, the call is rejected. If a feasible route is found,
the call is added to the set of active calls and the capacity
utilization is recomputed for future use.

V. MODELING CAPACITY UTILIZATION

Capacity utilization is modeled by first measuring the
amount of interference between nodes and creating an inter-
ference map. The individual VoIP call’s contribution to any
node’s capacity utilization can be inferred from the interfer-
ence map.

A. Interference Map

Following our recent work on measurement-based interfer-
ence modeling [26], we characterize interference between a

1We relax the acceptable R-score limit to 60 to account for unavoidable
errors caused due to random losses on the wireless link.

2Ideally, we should get half of the theoretical capacity of a single link,
which is 42 calls.



node pair in terms of the carrier sense factor or csf. For two
nodes x and y, csfy

x (carrier sense factor of “x” with respect
to “y”) is defined as the ratio of the actual transmission rate
of x when both x and y attempt to transmit at the maximum
possible rate, to the transmission rate of x, when x transmits
alone at its maximum possible rate. csfy

x thus denotes the
“normalized transmission rate” for x in presence of y.

Typically, csfy
x takes values between 0.5 and 1. A value of

0.5 implies that x and y are perfectly within carrier sensing
range of each other. On the other hand, a value of 1 implies that
x and y cannot hear each other. csf between a pair of nodes
can be indirectly estimated by using the correlation with the
delivery ratio of the link y to x, as well as the signal strength
and noise of received packets on the link y to x [16], [26]. This
requires just O(n) measurements in a mesh network, where
each node takes turn in broadcasting at the maximum possible
rate, and the other nodes measure the required parameters, i.e.,
delivery ratio and signal strength from received packets. csf
can also be explicitly measured by doing pairwise experiments
for all pairs of nodes in the network. In each experiment, two
nodes broadcast at the maximum possible rate, and the number
of packets sent out can be measured at each node to get the
csf values. This, however, requires O(n2) measurements. This
strategy is somewhat similar to techniques described in [15].

csf estimates (or measurements) between all node pairs
define the interference map for the network.

B. Current Offered Load

The offered load (l) at each node is normalized with respect
to the link capacity of the node. As pointed out before, the
maximum number of calls that can be supported on an 802.11a
link at 6Mbps is 42. Thus, for a single two-way call on a link,
the offered load on each node is 1/84. For a two-hop call on
path A-B-C, the offered load on A and C is 1/84, while the
offered load on the middle node is 2/84, because it has to
forward traffic in both directions. Thus, for any call with a
given path, the offered load on the source and destination of
the call is 1/84, while at the intermediate nodes, it is 2/84.
For each node i, the offered load due to all active calls can
be added to compute the total offered load li, 0 < li < 1.

C. Capacity Utilization at Nodes

The normalized capacity utilization at any node has been
defined in the previous section. For brevity, we may not always
use the term “normalized.” Note that if capacity utilization of
a node is ci, it means that the unutilized (or residual) capacity
of the node is 1 − ci. Capacity utilization can be modeled by
the following factors.

Actual traffic load on the node: One of the components of
the capacity utilization of a node is the actual traffic the node
is transmitting. Actual traffic load (ti) at a node (i) is greater
than the offered load (li). It is equal to the offered load plus
the extra traffic the node has to transmit due to retransmissions
caused by packet collisions. Packets will collide at the receiver
if the receiver has another transmitter in its carrier sensing
range that is outside the carrier sensing range of the transmitter

(hidden terminal phenomenon).3 Thus, a node j is a hidden
terminal for i, if for the receiver k, csf j

i = 1 and csf j
k < 1.

The fraction of j′s traffic reaching k is 2 · (1 − csf j
k). Let

the amount of traffic sent by i to k be deonted as lik, such
that

∑
k lik = li. Since the packet transmissions are uniformly

distributed over time, the probability of collision of a packet at
the receiver can be approximated as lik · lj ·2 · (1−csf j

k). This
amount of traffic must be retransmitted by i. The retransmitted
packets may collide again with a smaller probability. So, if
we approximate the number of MAC layer retransmissions
to just one, and add the extra traffic generated due to all
such hidden terminals (j) and all the neighbors k at i, we
get the expression, ti =

∑
k lik · (1 +

∑
j lj · 2 · (1 − csf j

k)),
if csf j

i = 1 and csf j
k < 1.

Amount of traffic overheard: The amount of traffic the
node can overhear is also included in the capacity utilization
of the node. This is because the node is unable to transmit
during that time, and hence the capacity is utilized for that
moment. A node i can hear the traffic of all the nodes j,
where csf j

i < 1. If csf j
i = 0.5, the node can listen to all the

packets from j. When 0.5 < csf j
i < 1, the amount of traffic

the node can listen to is 2 · (1 − csf j
i ). Thus the amount of

traffic overheard at node i, say oi, can be approximated as
oi =

∑
j �=i tj · 2 · (1 − csf j

i ).
Consideration of residual capacity: The residual capacity

is given by 1−ti−oi. The residual “usable” capacity is in fact
less than this because of possible collision and retransmissions
due to hidden terminals. We model this effect indirectly.
Assume that the residual capacity is 1 − ci. Thus, the node
can generate an extra 1−ci amount of traffic. The extra traffic
generated due to retransmissions of this traffic, say ri, can be
given as ri = maximum of (1−ci)·(1+

∑
j lj · 2 · (1 − csf j

k))
if csf j

i = 1 and csf j
k < 1, over all neighbors k. This is similar

to the method in the first step.
To determine ci, we add up all these components and equate

it to 1. This gives the equation: ti +oi +ri = 1. This equation
is solved for ci to get the capacity utilization at each node in
the network.

VI. ROUTE COMPUTATION

For a new call, if a feasible path is found that meets the
capacity constraint for all nodes (i.e., ci < 1,∀i), we can
accept the call and use the path to route the call. A question
of routing metric arises if there are more than one feasible
paths. Conventional link quality based metrics like ETX [27]
is not appropriate in this context. The assumption is that
only good links are chosen and the interference map-based
approach in Section V has already modeled the effect of
interference. Instead our goal here is to choose feasible paths
that increases the number of supported calls and minimize
future call rejections. We first focus on studying the feasibility
aspect.

3Note that the RTS/CTS is not useful in VoIP. This is because VoIP payloads
are small (20 bytes), and relatively RTS/CTS would be a significant overhead.
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Fig. 3. Transmission range (R) = carrier sense range (S). In the worst case
scenario, two nodes A and E 4 hops apart in a path do not share any node
in their carrier sense ranges.

Typically, a feasible route can be constructed by incremen-
tally including links from the network graph and forming a
path that connects the source to the destination (note that
we are not trying to optimize any path metric here). Any
incremental strategy usually results in a fast polynomial time
algorithm for discovering a feasible path. However, such an
incremental strategy works only if the following condition is
true: when more than one links are determined to be feasible
in isolation to carry a certain amount of traffic, they remain
feasible when considered together. In case of wired networks,
the above condition is true. Thus, if links are determined
feasible, any path in the subgraph containing only the feasible
links is also feasible. However, in wireless networks, the above
condition is generally not true.

For call admission, we need a fast heuristic to discover a
path. We cannot exhaustively explore all paths and check for
feasibility, as there are exponentially many of them. We take
a different approach. Instead of checking for feasibility on a
link basis, we check for feasibility on a sequence of links
(path segment) and then string these path segments together.
A sequence of links is able to capture the capacity utilization
of a larger area that reflects the interference region of the
intermediate nodes in the sequence. Essentially, our goal is to
find the length of the path segments such that if individual
path segments are determined to be feasible, so is the path
comprising of these path segments. If we consider a unit disk
model, we can show that this length depends upon the ratio
of carrier sense range (S) to the transmission range (R). We
assume that S and R are circular regions around a node, which
define the area where a packet transmission by the node can
be sensed and received respectively.

We start with the simplest case, where S = R. See Figure
3. It can be argued using geometry that the nodes such as A
and E that are 4 hop away must be at least 2R = 2S distance
away from each other in the worst case, when δ (distance of
A-B) tends to 0. If they are any closer than this, the number
of hops will decrease as well.

Nodes A and E that are at least 4 hops apart are guaranteed
not to share any node that are within both of their carrier
sense ranges. Clearly, this implies that if a path segment
S1 : (AB,BC,CD) is feasible and path segment S2 :
(BC,CD,DE) is feasible, so is S1∪S2. Therefore, if one just
considers feasible 3 hop path segments and finds a path using

Feasible Route(G, a, b)
/* First compute the edge graph containing only feasible edge
pairs. */
Compute GE , where V [GE ] = E[G] and

E[GE ] = {((a, b), (x, y)) : (a, b) ∈ E[G],
(x, y) ∈ E[G], b = x, and
Check Feasibility((a, b), (x, y)) = TRUE}.

Find set X ⊂ V [GE ] where x ∈ X is edge incident from a.
Find set Y ⊂ V [GE ] where y ∈ Y is edge incident on b.
Add node s to V [GE ] and edges s to X in E[GE ].
Add node d to V [GE ] and edges Y to d in E[GE ].
Find shortest path P from s to d in GE .
Convert P = {s, (a, b1), (b1, b2)...(bj , b), d} to
P ′ = {a, b1, b2, ...b}.
Return P ′.

Fig. 4. Fast heuristic algorithm to find a feasible path in the graph G.

these segments, one can discover a feasible path. In order to
use this approach, we need to mark all infeasible path segments
from the original graph. Any path using the unmarked path
segments is then feasible. Checking for feasibility of each path
segment can be done in O(k + 1) time, where k + 1 is the
number of nodes in the path segment. The number of such
k hop segments in the network can be estimated as O(ndk),
where n is the number of nodes in the network and d the
average node degree.

We can similarly show that for the case of carrier sense
range twice the transmission range (i.e., S = 2R), the hop-
wise length of the path segments to be considered is 7.
We note that with higher length, the marking of the path
segments can become a slower process as the number of k-
hop path segments grows as O(ndk). However, it still remains
polynomial time.

For fast computation of route, we consider only 2 hop path
segments (i.e., edge pairs) as a heuristic in our evaluations. The
penalty we pay for this simplicity is that, occasionally routing
may determine routes that are actually infeasible. However
the call admission controller determines the infeasibility of
such routes and rejects them. In experiments (as reported in
the next section), we have found that the chance of finding
infeasible routes using this 2 hop technique is negligible. We
next present the algorithm for computing feasible paths using
this approach.

A. Edge-pair Algorithm

From the given original graph G = (V,E), we construct an
edge graph GE = (VE , EE) where an edge in G is represented
as a unique node in GE . There is an edge between two nodes
(x, y) in GE only if (x, y) represents a feasible edge pair
in the original graph G. For example, if (a → b), (b → c)
are two edges in G forming a feasible edge pair, then the
corresponding nodes x : (a → b) and y : (b → c) in GE have
an edge between them.

In order to find a feasible route between nodes a and b
in G, we consider the node set X and Y in GE such that
x ∈ X, y ∈ Y represent edges incident from a and to b in G
respectively. The set of paths P from x ∈ X to y ∈ Y for all



x, y forms the feasible path set from a to b. The algorithm is
presented in Figure 4.

In the above algorithm, the feasibility of an edge pair is
determined by using the technique described for CAC in
Section IV and V. The current offered load on the nodes in the
edge pair is increased assuming the edge pair will lie on a path
of an incoming call. The increase in offered load depends on
the position of the edge pair in an end-to-end path, because end
points generate traffic only in one direction and do not relay
traffic. The capacity utilization at all nodes is then recomputed
and if the capacity constraint at any node is violated, the edge
pair is marked infeasible.

In order to select a path in GE , we add two virtual nodes s
and d to VE with edges from s to X and edges from Y to d.
We compute shortest path from s to d in GE . This gives us
the shortest feasible path from a to b in original graph G. In
order to choose less loaded paths, we can also assign a weight
to each link that is, for example, proportional to the current
load along that link and use this metric to compute the shortest
path. In the evaluation section, we refer to this extension as
max residual feasible path.

Note that the above algorithm can be extended to 3 hop or
longer path segments. For example, in case of 3 hops, we need
to first create GE with 2 hop segments or edge pairs. From
GE , we construct G2

E (a graph with edge pairs as vertices and
links between feasible edge triplets as edges) by repeating the
same process as used to get GE from G. This technique is
quite efficient, because, before considering the feasibility of a
3 hop path segment, we check the feasibility of 2 hop segments
and thus reduce the number of 3 hop segments to be checked.

B. Routing using Call Statistics

So far, we have restricted our attention to finding feasible
paths efficiently and focused less on which of the many
feasible paths that might exist should be selected for routing
the incoming call. We indeed have provided two simple
methods for selection – shortest feasible path and max residual
feasible path. However, a potentially better approach for path
selection could be to allow more calls to be supported in future.
Such an approach is important to VoIP service providers
that are interested in supporting as large a call volume as
possible while maintaining call quality. The exact sequence of
future call arrivals may be unknown; however, an approach
can be designed simply based on long-term call statistics,
specified in terms of the probability p(a, b) of a mesh node
pair (a, b) to be the source and destination of a new call. Such
statistics may be available to the service providers collected
via long term measurements. Hot-spot nature of certain mesh
routers or regions of mesh networks can generate quite skewed
distributions that can be exploited in this approach.

A similar idea called Minimum interference routing algo-
rithm (MIRA) [28] has been proposed for traffic engineering
work in wireline networks. The basic principle behind MIRA
is to define a notion of criticality for a given link and select
a route that best avoids critical links. For a given source a
and destination b, a link is critical if it belongs to the min-cut

[29] between a and b. The level of criticality is determined by
p(a, b).

Loosely based on MIRA, we propose a route computa-
tion algorithm for VoIP calls over mesh network using call
statistics. A weight is assigned to each link based on link
criticality. The notion of criticality is explained below. Weights
are defined such that a route computation becomes as simple
as finding a shortest path on the weighted graph after the
feasibility has been ascertained. In order to capture the in-
terference properties in a wireless mesh network, we initialize
all link weights to zero, and then develop the following weight
assignment rule when a new call arrives between nodes s and
d.

• Assign weights to links based on their criticality – In the
first phase, the set of critical links for each node pair
except (s, d) is determined. In wired networks, a critical
link for a node pair is one which belongs to any one of
the min-cuts for that node pair. All the critical links for a
node pair can be found by running the Ford-Fulkerson
max-flow algorithm [29] just once. This constitutes a
critical link set for a node pair (a, b) and is denoted
as C(a, b). Since we have a wireless medium, any link
which interferes with the critical link should also be a
critical link, because adding traffic on that link reduces
the maximum flow between the node pair as well. So, we
add all the links which have any node which interferes
with any of the nodes in the critical links, (csf < 1), to
the critical link set C(a, b).
Then at this stage, the weight of each link l is given as

w0(l) =
∑

(a,b):(a,b) �=(s,d),l∈C(a,b)

p(a, b).

• Add capacity utilization constraint – In the next phase,
the weight of each link calculated in the first phase
is multiplied with the capacity utilization at the link.
Capacity utilization of a link is the maximum of the
capacity utilization at the nodes of the link. The revised
weights are

w1(l) = w0(l) × max(cu, cv), where l = (u, v).

• Make weights non zero – In the final phase, all links
which still have a zero weight are assigned a very small
weight, ε, such that this weight is not significant enough
to make the weight of the link comparable to a critical
link, or a link with some capacity utilization. A non zero
weight is required because the path weight is the sum of
link weights, and smaller paths are desired. We chose the
value of 0.001 for our experiments. The final link weights
are

w(l) = w1(l), if w1(l) > 0; otherwise w(l) = ε.

With the above link weight assignment, we compute the
shortest path on the edge graph (GE) proposed in the previous
subsection. Formal description of the algorithm is given in
Figure 5.



Route Using Call Statistics(G, a, b)

Collect call statistics to get p(x, y), ∀x, y ∈ V [G].
∀l = (u, v) ∈ E[G],

w0(l) =
∑

(x,y):(x,y) �=(a,b),l∈C(x,y) p(x, y), where
C(x, y) is the set of critical links for node pair (x, y).

w1(l) = w0(l) ∗ max(cu, cv).
w(l) = w1(l), if w1(l) > 0, ε, if w1(l) = 0.

Compute GE from G as in Figure 4.
Assign weights to links in E[GE ],

wE((u, v), (v, w)) = w(u, v) + w(v, w).
Find shortest path P in GE and convert it to P ′ in G.
Return P ′.

Fig. 5. Algorithm for routing using call statistics in the network graph G
for a call between nodes a and b.

VII. PERFORMANCE EVALUATION

Here, we present the results of the evaluation of the capacity
utilization model and routing. The capacity utilization model
and call admission decisions are evaluated on an experimental
testbed. Routing is evaluated on the ns-2 simulator [30], as
this evaluation requires a large number of nodes.

A. Experimental Testbed

We evaluate our capacity model using a testbed consist-
ing of six identical Dell laptops runing Linux 2.6.15, and
using Atheros 802.11a/b/g cards and madwifi driver [31]. The
laptops are located at different locations in one floor of the
NEC Labs building (150’ X 120’) to create various topologies.
802.11a is used at 6 Mbps for all experiments. Using 802.11a
provides us with shorter links so that interesting topologies
can be created within a small area. As indicated before, each
such link can support 42 VoIP calls. For each topology, an
initial experiment is run to generate the interference map by
measuring csf values, and to find the delivery ratio on each
link of the network graph. Static routes are setup between
nodes using only those links which have a close to 100%
delivery ratio. Calls are generated as a Poisson process with
a mean rate of λ calls/sec. The average duration of a call
is exponentially distributed with the mean rate µ sec. Calls
originate between random source-destination pairs. Since there
is no waiting time for the calls, the system can be modeled
like an M/M/∞ queue, and the average number of calls in
the system at any time is given by λ/µ. In our experiments,
we fix λ to 0.2 calls/sec, and vary µ to increase the load in
the system. Also, we check the R-score of all the active calls
for 2 sec intervals and record it for later analysis.

We use three different mesh topologies for the experiments,
as shown in Figure 6. The solid lines indicate the good links
which are used in routing VoIP calls. “Topology 1” is a linear
chain where every node can hear nodes only one-hop away.
Thus, a node 2-hop away would be a hidden terminal for a
node. “Topology 2” is a dense mesh network, while “Topology
3” is a sparse mesh network.

B. Evaluation of Capacity Utilization Model

We compare our model of creating the capacity utilization
graph with a naive model that simply reserves capacity based

#Calls predicted by #Calls predicted by Actual #calls
Path length naive capacity model our capacity model supported

1 42 42 42
2 21 19 18
3 17 14 14
4 14 11 10
5 14 10 9

TABLE I

NUMBER OF CALLS SUPPORTED IN A LINEAR NETWORK

on the traffic the node generates and the traffic it receives
or overhears. In the experiment, we use “Topology 1” (linear
chain) that measures the number of calls that can be supported
on a path as we increase the path length from 1 to 5. We then
predict the number of calls that can be supported using our
capacity model as well as the naive capacity model. Table I
shows that our model estimates the number of calls that can
be supported much better. The supported number of calls is
separately determined by observing beyond how many calls
the average R-score drops below 70. As the path length
increases, the naive model keeps overestimating the capacity
because it does not consider collisions due to hidden terminals.
Our model is much more accurate and predicts the capacity
within 10% of the obtained capacity.

C. Evaluation of Call Admission Control

We use the random calling patterns as described in sub-
section A above to evaluate the effectiveness of CAC. All
three topologies are considered. 100 calls are used for each
experiment with a) CAC enabled, and b) CAC disabled. We
increase the load (λ/µ) on the network from 5 calls to 30 calls.
This range includes very low load to very high load (much
beyond network capacity). The results for the three topologies
are shown in Figure 6. For all topologies, median R-scores for
all calls and the number of calls that are rejected are plotted
against network load (λ/µ).

Note that for all cases, in absence of CAC, the median R-
score gets poorer for higher load. However, in the presence
of CAC, the R-score is relatively stable independent of load.
Also, note that since “Topology 2” is relatively denser, CAC
really kicks in at a higher load and rejects less number of calls.
Also, for any topology CAC does kick pretty much at the same
load where we would have R-score degradation without CAC.
It does, however, seem that the CAC is slightly aggressive.
The reason for this is that for the current model link delivery
fractions are assumed to be ideal (100%). While we indeed
chose very good links to route packets in these experiments,
we still had to cover for less than perfect link qualities by
being slightly conservative in accepting calls.

D. Simulation Setup

The simulation experiments are performed on ns-2 [30]
using 802.11b 11Mbps links. The radio propagation model
uses the two-ray ground reflection path loss model for the
large-scale propagation model, augmented by a small-scale
Ricean fading model [32]. We also patched ns-2 with a realistic
packet capture model.
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We use two separate topologies for our evaluation. The first
is a 13 × 13 grid in a 4000 × 4000 square meter area. The
radio models are such that the transmission range is about 250
meters and the carrier sense range is set to 550 meters. Thus,
every non-boundary node has four neighbors at a distance
of 250 meters in each direction. Each vertical or horizontal
edge in the grid represents a link and every node can listen
upto its two-hop neighbors. The links have no network losses
and the csf between nodes is either 0.5 or 1. The second
topology contains 169 nodes randomly placed in a 2000×2000
square meter area. For call pattern, we consider two scenarios:
uniform and skewed. For uniform, the source and destination
pair for a call is selected with a fixed probability. For skewed
scenario, the source destination pair is chosen based on a
weight following the zipf distribution.

A centralized program runs various routing algorithms and
determines the routes for the calls. These routes are then fed as
static routes in the simulator. If a feasible route is not found,
the call is rejected. Calls arrive as a Poisson process λ = 1/6
calls/sec, and we vary µ to increase the load in the system.
Also, we check the R- score of all the active calls every 5
seconds, and drop the calls for which the R score is less than
70. We run a single long simulation for every scenario, which
stops when 2000 calls have been completed.

E. Feasible Route Calculation Evaluation

We first show that using feasible routes, we can support
more calls in the network. Figure 7 shows the maximum
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Fig. 8. Comparison of shortest path (SPF) with max residual feasible path
(MRFP) for different load.
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Fig. 9. Comparison of routing using call statistics (RCS) with shortest
feasible path (SFP) and max residual feasible path (MRFP) for a) heavily
skewed load (2% nodes are callers), b) lightly skewed load (10% nodes are
callers) in Random topology.

number of calls that can be supported in the grid as we choose
node pairs further away from each other. The metrics used
are shortest path (SP) and shortest feasible path (SFP) . We
observe that while lesser number of calls can be supported
for calls with larger path length, there are more opportunities
for finding non-interfering paths, and hence the network can
support 10-15% extra calls at saturation.

Next, we evaluate two routing strategies: a) shortest feasible
path (SFP) routing and b) max residual feasible path (MRFP)
routing. Figure 8(a) and Figure 8(b) show the percentage of
calls rejected or dropped for each routing scheme in grid and
random topologies. For grid topology, drops or rejections by
using MRFP reduces by about 30% for large loads when
compared to SFP. For random topology, this factor can be
upto about 50%.

F. Evaluating Routing Using Call Statistics

Here, we compare routing using call statistics (RCS) with
SFP and MRFP routing. To generate interesting calling pat-
terns where the RCS technique could be beneficial, we assume
calls are generated only at hot-spot routers and only a fraction
of routers in the network are such hot-spots. This information
is provided to the RCS protocol. It is intuitive to see that RCS
should perform better when the VoIP traffic is heavily skewed.
When the traffic is fairly balanced, all the node pairs have
the same weight and if the network topology is also uniform,
all the links in the graph get similar weights based on the
criticality. RCS degenerates to MRFP routing in such cases.

We present results on a random topology. A grid is not
favorable to RCS due to its uniformity. We present results for
two cases – 2% and 10% hot-spots, representing a heavily



skewed and a lightly skewed traffic pattern shown in Figures
9(a) and 9(b). As expected, RCS drops lesser number of calls
in a heavily skewed traffic pattern, but similar to MRFP routing
in lightly skewed traffic.

VIII. CONCLUSIONS

We have addressed two important questions in running VoIP
on wireless mesh networks. First, maintaining QoS means
that call admission control must be performed. However,
without any reasonable model of multihop capacity of the
network, the admission decisions cannot be taken. We have
shown how a simple, measurement-based model can fairly
accurately model the available capacity and thus can guide
call admission decisions. Second, because of the wireless
interference, looking for a feasible route to accommodate an
incoming call can be computationally hard. We have simplified
this issue by introducing the assumption of the knowledge
of the ratio of interference and carrier sensing ranges. This
ensures that path segments of constant length can be evaluated
separately to determine feasibility in polynomial time. We have
also introduced routing metrics such as max residual feasible
path and new strategies like routing using call statistics. Both
improve performance significantly compared to naive methods.

Our modeling work is general enough that it can be ex-
tended for newer architectures such as directional antenna
or multi-radio/multi-channel system – something that we will
address in our future work. We have not explicitly accounted
for data traffic in our evaluation, as our methods can always
be used to set aside some amount of capacity for data traffic.
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