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#### Abstract

The relationship between volume and volatility has received much attention in the the literature of financial markets. However, due to the lack of data, few results have been presented for the foreign exchange market. Further, most studies contain only aggregate series, and can not distinguish between the impact of different instruments or participants. We study the impact of volume on volatility in the the FX-market using a unique data set of daily trading in the Swedish krona (SEK) market. The data set covers 95 per cent of worldwide SEK-trading, and is disaggregated on a number of reporting banks' buying and selling in five different instruments on a daily basis over a period of nine years. We find that volume in general depict a positive correlation with volatility. However, the strength of the relationship depends on the instrument used and the identity of the reporting bank. In particular we find that it is the large Swedish banks that dominate the relationship. These banks are probably also the best informed banks. We interpret this is as evidence that heterogeneous expectations are important to understand the volume-volatility relationship.
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## 1 Introduction

This paper study the relationship between volume and volatility of in the exchange rate market. In the FX-market such research has until recently been difficult due to the lack of good trading data. In this paper we use a unique data set provided by Sveriges Riksbank (the Swedish central bank) that enables us to address both the importance of information arrivals and heterogeneous beliefs. The data is based on daily reporting from a number of primary dealers, both Swedish and foreign. Each primary dealer reports their total purchases and sales in five different instruments, (i) spot, (ii) outright forwards, (iii) short swaps (tomorrow-next), (iv) FX swaps, and (v) options. ${ }^{1}$ The data covers as much as 95 per cent of all currency trading in Swedish kroner.

Studies from a number of different market settings suggest that there is a positive relationship between volatility and volume (see Karpoff, 1987). Due to the data problems there are few studies on the FX-market, and those who have actual volume data have only had access to limited parts of total volume. Goodhart and Figliuoli (1991) and Bollerslev and Domowitz (1993) both use the frequency of indicative quotes on the Reuters FXFX as a proxy of volume. Grammatikos and Saunders (1986) and Jorion (1996) use data on the number of futures contracts traded. Wei (1994) and Hartmann (1999) use Bank of Japan's set on brokered transactions in the Tokyo JPY/USD market. We can restate the volume-volatility findings with a much broader data set. A study using actual volume data is Galati (2000) who has BIS data from for seven developing countries. In general these studies suggest a positive relationship between volatility and volume consistent with evidence from other markets.

An important question is why the volume-volatility relationship arises. Three central contributions on the theory of the relationship between volume and volatility are Clark (1973), Epps and Epps (1976) and Tauchen and Pitts (1983). Clark (1973) introduces the mixture of distribution hypothesis, where the correlation between volume and volatility arises due to arrival of new information which drives both exchange rate changes and volume. Epps and Epps (1976) provide a second, and complementary explanation. They argue that that the volume-volatility relationship is due to the extent which traders disagree when they revise their reservation prices. More heterogenous beliefs should cause more volatility.

Tauchen and Pitts (1983) provide a model that combines these two features. They point out that volume might change over time for different

[^1]reasons. There might be an increase in the number of traders, arrival of new information or heterogenous beliefs between different traders. The volumevolatility relationship depends on why volume changes, e.g. a trend in volume due to an increase in the number of traders in the market should lead to lower volatility due to higher liquidity.

Foster and Viswanathan (1990) and Shalen (1993) provide models where dispersion of beliefs create both more price variability and excess volume. Shalen (1993) argues that uninformed traders increase volatility because they cannot differentiate liquidity demand from fundamental value change. The literature on asymmetric information models (e.g. Kyle, 1985; Admati and Pfleiderer, 1988) emphasize the role of heterogenous agents in the pricing process.

This paper makes three contributions. First, we document a positive relationship between volume and volatility using data that covers almost all currency trading in SEK. Although a positive volume-volatility relationship is documented for the FX-market i previous studies, this is to our knowledge the first time such a relationship is documented for one of the the ten largest currency markets using such an extensive set of volume data. ${ }^{2}$

Second, we are able to separate total volume into different instruments. The standard assumption is that the spot market should be the important market for determining the exchange rate. However, previous studies have used data from both the spot market and the forward market. We show that it is indeed the spot volume that is most important. However, we also find some indications that forward and option volume are correlated with spot exchange rate volatility. In case of the forward market we suggest the following intuition: All trades in the forward market are initiated by customers of the banks. This again leads the bank to trade spot in the interbank market to hedge. Hence, the initial information release may first be picked up by forward volume.

Last, but maybe most important, is that we examine the role of heterogeneity in explaining volatility. This is possible since we have the volume of each of the different reporting banks. That means that we have aggregates of volume that is actually observable in the market, however only to the reporting bank. This is truly private information. We address this both by regressing volatility on each banks volume in separate regressions, and by grouping banks into different categories and regressing volatility on these aggregated group volumes. We find that it is volume of large Swedish banks

[^2]tend to create the most volatility. These banks are also most likely the best informed since the have the largest customer base (Lyons, 2001), and indicate a role for heterogenous beliefs for volatility. The importance of heterogenous information for understanding exchange rate changes is also documented recently by Evans and Lyons (2002).

Studies from other market settings also suggest that heterogeneity among the market players may be important to understand volatility (see e.g. Grinblatt and Keloharju, 2001). Bessembinder and Seguin (1993) and Daigler and Wiley (1999), both studying futures markets, document the importance of different types of traders for explaining the volume-volatility relationship. Daigler and Wiley (1999) find that trade "speculators", i.e. traders located outside the actual market, tend to be more correlated with volatility than trade by investors in the market. Since these "outsiders" may be interpreted as noise-traders this result is different from ours.

The paper is organized as follows. Section 2 gives a detailed presentation of our data. In Section 3 we derive testable hypothesis and present the results. Section 4 concludes.

## 2 Data

In this section we start with describing our volume data. We then present the macro variables applied in the analysis.

### 2.1 Volume data

The Riksbank receives daily reports from a number of Swedish and foreign banks (currently 13) on their buying and selling of five different instruments. The reported series is an aggregate of Swedish krona (SEK) trading against all other currencies, measured in krona, and covers $90-95 \%$ of all worldwide trading in the SEK. Close to $100 \%$ of all interbank trading and $80-90 \%$ of customer trading are made in SEK/EUR. In our analysis we will therefore focus on the SEK/EUR exchange rate.

Aggregate volume information is not available to the market. FX-markets are organized as multiple dealer markets, and have low transparency. The specific reporter will only know her own volume and a noisy signal on aggregate volume that they receive through brokers. Reporting banks do obtain some statistical summaries of volume aggregates from the Riksbank, but only with a considerable lag. The data set used in this paper is not available to market participants.

The data set stretch from January 1, 1993 to December 31, 2001. However, the reporting procedure was revised after 1994. In most regressions we will therefore use observations from January 1, 1995. Figure 1 shows the total gross volume in the spot market and the absolute returns in the exchange rate. There is a clear relationship between volume and volatility, especially in periods of high volatility like 1996/97 and in the fall of 1998. We also note that there is no clear trend in the series.

The five instruments are spot, forward, options, short swaps (tomorrow/next) and standard swaps. The short swap is mainly used as a liquidity control instrument when one needs cash with delivery in less than two days (the time of a standard spot transaction). Table 1 gives an indication of the relative usage of the different instruments. We note that as a percentage of total volume in the market, short swaps is the largest category, followed by spot trading. Forward and option trading makes up much smaller parts of total market volume.

Table 1: The importance of different instruments. Sample: 1.1995-12.2001

| as \% of tot. volume <br> 01.95-12.01. | Spot | Forward | Short swap | Swap | Option |
| :--- | ---: | ---: | ---: | ---: | ---: |
| Mean | 0.29 | 0.06 |  | 0.36 | 0.27 |
| St.dev. | 0.10 | 0.03 | 0.10 | 0.07 | 0.03 |
| Maximum | 0.76 | 0.40 | 0.64 | 0.58 | 0.25 |
| Minimum | 0.10 | 0.01 | 0.02 | 0.03 | 0.00 |

Numbers are percentages of total volume calculated on a daily basis.

The reporting banks are anonymized. However, we can distinguish between Swedish banks, foreign banks, and branches of foreign banks located in Sweden. The reporters are the main liquidity providers in the SEK-market. They are de facto primary dealers in this market. At most there are 15 reporting banks active in the market.

Because of confidentiality reasons we can not display detailed information on the size of each bank. However, only five banks are active over the whole period from 1993 to 2001. These are four Swedish reporters and one branch. Table 2 display their market share. Two of the banks are clearly more important than the other three. These are the two Swedish banks $S 1$ and $S 2$. Together these two banks control between 40 and 50 per cent of the market. Foreign reporters have controlled between 25 and 30 per cent of the market during the last six years.

Figure 1: Gross spot volume and squared returns in the SEK/EUR


volume_spot: gross spot volume,
volat_lsekeurc: absolute returns of the log of the SEK/EUR, close to close.

Table 2: The importance of different primary dealers.

| as \% of tot. volume <br> $01.95-12.01$ | S1+S2+S3 <br> $+\mathbf{S 4}+\mathrm{B} 1$ | $\mathbf{S 1 + S 2}$ | Foreign <br> reporters |
| :--- | ---: | ---: | ---: |
| Mean | 0.64 | 0.43 | 0.27 |
| St.dev. | 0.14 | 0.10 | 0.18 |
| Maximum | 1.00 | 0.71 | 0.74 |
| Minimum | 0.22 | 0.13 | 0 |
| $01.93-12.94$ |  |  |  |
| Mean | 0.84 | 0.60 | 0.01 |
| St.dev. | 0.04 | 0.06 | 0.02 |
| Maximum | 0.95 | 0.80 | 0.13 |
| Minimum | 0.66 | 0.41 | 0 |

Numbers are percentages of total volume calculated on a daily basis.

### 2.2 Macrodata

In the volatility regressions we use the absolute value of return. ${ }^{3}$ Return is measured as the change in the log of the exchange rate from close to close. ${ }^{4}$ Note that the SEK has been floating freely since November 1992.

Figure 2: The log of the SEK/EUR exchange rate and the Swedish and German bond spread



[^3]Figure 3: The absolute return in SEK/EUR and USD/EUR


volat_lsekeur: absolute returns of the log of the USD/EUR, close to close, volat_lusdeur: absolute returns of the log of the SEK/EUR, close to close.

In figure 2 we depict the exchange rate together with the 10 year bond spread between Sweden and Germany. In the period after the floating in November $1992^{5}$ and the period after the Russian moratorium in August 1998 volatility in the FX-market were high. There was strong depreciationary pressure during 2000 and 2001. Over the period as a whole the exchange rate has moved within a range of 21 per cent from top to bottom. The standard deviation of daily return over the period has been about 0.4 per cent, with a maximum daily return of 3.2 per cent. The bond spread gives an indication of the macroeconomic developments in Sweden over this period. It has been falling from nearly 5 per cent in 1993 to a current spread fluctuating around zero. This might reflect the implementation of a credible inflation target by the Swedish Riksbank. Sweden introduced an inflation target in 1993. The current target is set by law to be 2 per cent, with a band of $+/-1$ per cent.

According to the statistics from the BIS 2001 survey of the foreign exchange market, the Swedish market is the eight largest currency market in the world. However, the SEK is still a small currency compared to the EUR, the USD or the JPY. An interesting question is to which extent the volatility in the SEK/EUR market is the reflection of volatility in the the relative price of SEK to EUR and to which extent it is the result of volatility in the EUR on a broader scale. One could e.g. think that a movement in the USD/EUR rate would trigger expectations of a similar movement in the SEK/EUR rate. In figure 3 we show the absolute return in the SEK/EUR and the USD/EUR markets. There is evidence of some correlation between the two series. The correlation over the period from January 1993 to December 2001 is 0.19 .

### 2.3 Expected vs. unexpected volume

As pointed out above, Tauchen and Pitts (1983) differentiate between an increase in volume due to an increase in the number of traders and an increase in volume due to e.g. new information. An increase in volume due to and increase in the number of traders can be interpreted as "expected volume". Expected volume should primarily increase liquidity, and should have little impact on volatility. Bessembinder and Seguin (1992) and Hartmann (1999) document the importance of unexpected volume to explain the volume-volatility relationship.

The standard method to distinguish between expected and unexpected volume is to identify systematic time-series behaviour in the volume data, i.e. using an ARIMA-model. Using stationarity tests like the augmented

[^4]Dickey-Fuller or the Phillips-Perron we find no evidence of non-stationarity. However, when we estimate an ARMA-model on the volume series, the ARroot tends to close to or outside the unit circle. At the same time we find that the MA coefficient is close to -1 .

Similar observations are made by Hartmann (1999). Hartmann has volume data reported from Tokyo based brokers, covering trading in JPY/USD over the the period from 1986 to 1994. He report that the series are stationary according to standard tests, however the AR-roots are have a unit root and the MA is close to -1 . According to Hartmann the fact that the MA is close to -1 might distort the stationarity tests. He therefore argues that one should threat the series as non-stationary.

Hartmann (1999) argues that an ARIMA(9,1,1) gives the best fit on his data. This process seems to give a good fit also on our series. Further, Hartmann argues that an $\operatorname{ARCH}(3)$ process removes ARCH/GARCH effects from his series. Also this feature can be replicated in our data. The results of the regressions are reported in table 15 in the appendix.

To the ARIMA $(9,1,1)$ model we add a constant and a Monday dummy. Chang, Pinegar and Schachter (1997) document that there tends to be weekday patterns in volume data. Harris and Raviv (1993) have a model that predicts an increase in the volume on Mondays, as dispersion of beliefs are higher after a period of closed markets. Foster and Viswanathan (1990) predict that volume on Mondays will be lower than Tuesdays, due to the fact that private information accrues over weekends, while public information does not. Testing for four weekday dummies, we find that only the Monday-dummy is of special importance. In general we find that the Monday effect on volume is negative, in accordance with the predictions of Foster and Viswanathan (1990).

Our model of expected volume has a reasonable fit. For most series we find a $R^{2}$ between 30 and 40 per cent. We use the fitted values as "expected", and the residual as "unexpected".

## 3 Results

Although there seems evident from figure 1 that there is an relation between volume and volatility, when testing for information theoretic explanations we need to control for the volatility that is expected and hence can not be driven by new information or revisions in beliefs. Expected volatility is modelled using a standard $\operatorname{GARCH}(1,1)$ regression on the SEK/EUR return. The conditional variance from these regressions is the time-series forecast of risk, and is included in the regressions as "GARCH". The regression is reported

Table 3: Correlation matrix-unexpected spot volume

|  | Total spot | S1 | S2 | S3 | S4 |
| :--- | ---: | ---: | ---: | ---: | ---: |
| Total spot | 1 |  |  |  |  |
| S1 | 0.68 | 1 |  |  |  |
| S2 | 0.76 | 0.56 | 1 |  |  |
| S3 | 0.50 | 0.33 | 0.41 | 1 |  |
| S4 | 0.64 | 0.49 | 0.59 | 0.41 | 1 |
| B1 | 0.38 | 0.24 | 0.27 | 0.25 | 0.28 |

"Total spot" is total unexpected spot volume aggregated over the reporting banks, "S1", "S2" "S3", "S4" and "B1" is total unexpected spot volume of Swedish Bank 1, 2, 3 and 4 and Branch 1 respectively.
in the appendix in table 16.
All reported regressions are estimated using a GMM. The instrument matrix is specified in each regression table. Note that we here use generated regressors. The distinction between expected and unexpected volume and the GARCH term are estimated in separate regressions. Using generated regressors might bias the parameter estimates. All results should therefore be interpreted with care. We do however find that the results for the volume terms are stable with regard to choice of estimation methods. ${ }^{6}$ Further, the important issue in our discussion is the comparison of volume from different groups - not the coefficient of volume itself. We have no reason to believe that a possible bias in the volume coefficient should be different between different groups.

In all regressions we run a volatility measure (absolute value of return) on expected and unexpected volume; "GARCH", which is the one period lagged value of the conditional variance of returns; D1, which is a Monday dummy; and we also include the absolute return of the USD/EUR exchange rate. ${ }^{7}$

Table 3 shows a correlation matrix between five different volume aggregates. As we see, the selected volume series are highly correlated. This creates a problem of multicolinearity in the analysis of bank-heterogeneity. It might therefore be problematic to include different volume aggregates in the same regression. Instead we run separate regressions of volatility on the

[^5]volume aggregates for each bank. However, we also report results where we group banks together.

The rest of this section provides results from estimations of volatility on volume in different instruments and volume from different reporters or groups of reporters.

### 3.1 Instruments

The most common approach to estimating the volume-volatility relationship would be to regress the volatility of spot exchange rates on some measure of spot volume, e.g. Jorion uses future market volume as a proxy while Galati use spot volume. A reasonable a priori assumption is that a volume-volatility relationship for the spot exchange rate should be dominated by transactions in the spot market. Lyons (2001) describes the spot market as the driving force of the FX-market. For comparison, a swap transaction has no "order flow" effect, as it is just two opposing transactions being made at the same time.

However, volume in other instruments than spot may reflect arrival of new information or dispersion of beliefs, and thereby also be informative about spot volatility. As an example think of speculation by customers. This is most commonly done by forward trading, which again will trigger spot-trading in the interbank market. In this case the information effect might primarily be picked up by the forward volume. This analogous to the informational advantage of banks with huge customer order flow that is reported in recent surveys by Cheung and Chinn (2001). Similarly, option volume may reflect changes in beliefs about the true spot volatility, potentially due to new information. So it could be interesting to see whether other instruments also can explain volatility. But, and this is a big but, since forwards, options and swaps also are hedging instruments we could have the reverse causality.

Table 4 and 5 reports the estimations of volatility on the volume of all instruments and on volume for each of the five instruments respectively. We estimate both with the instruments together and in separate regressions due to problems with multicollinearity.

First, despite the inclusion of expected variance in the model, there is a positive correlation between volume and volatility. We focus on unexpected volume. Table 4 show that there are significant and positive coefficients for spot and option volume. The coefficient of short swaps is significant, but negative.

Table 5 reports the separate regressions for each of the instruments. We find a correctly signed and significant relationship in three of the five instruments: spot, forwards and options. First, note that the fit of the regression
Table 4: Estimating $\mid$ returns $\mid$-all instruments

|  | Period |  |  |  |  |  |  |  |  |  |
| :--- | ---: | :--- | :--- | ---: | :--- | :--- | :--- | :--- | :--- | :--- |
|  | 01.95-12.01 |  | $\mathbf{0 1 . 9 5 - 0 6 . 9 8}$ |  | $\mathbf{0 7 . 9 8 - 1 2 . 0 1}$ |  |  |  |  |  |
| C | 0.0008 | 2.81 | $* *$ | 0.0022 | 4.47 | $* *$ | 0.0000 | 0.01 |  |  |
| abs(d(lusdeurc) | 0.1178 | 3.74 | $* *$ | 0.1776 | 4.98 | $* *$ | 0.0924 | 4.04 | $* *$ |  |
| D1 | 0.0004 | 2.24 | $*$ | 0.0004 | 1.85 |  | 0.0004 | 1.23 |  |  |
| GARCH(t-1) | 49.509 | 5.41 | $* *$ | 27.665 | 2.15 | $*$ | 47.274 | 4.45 | $* *$ |  |
| exp. Spot | 0.0005 | 4.23 | $* *$ | 0.0006 | 3.83 | $* *$ | 0.0005 | 2.67 | $* *$ |  |
| exp. Forward | -0.0018 | -3.53 | $* *$ | -0.0030 | -4.39 | $* *$ | -0.0006 | -0.73 |  |  |
| exp. Short swap | 0.0001 | -1.09 |  | 0.0003 | -2.57 | $*$ | $2.14 \mathrm{E}-05$ | 0.22 |  |  |
| exp. Swap | 0.0002 | 1.39 |  | 0.0003 | 1.32 |  | $5.00 \mathrm{E}-05$ | 0.34 |  |  |
| exp. Option | 0.0011 | 2.32 | $*$ | -0.0013 | -0.94 |  | 0.0006 | 1.23 |  |  |
| unexp. Spot | 0.0009 | 9.72 | $* *$ | 0.0011 | 8.21 | $* *$ | 0.0008 | 5.90 | $* *$ |  |
| unexp. Forward | -0.0001 | -0.54 |  | 0.0005 | 1.43 |  | -0.0001 | -0.56 |  |  |
| unexp. Short swap | -0.0003 | -5.36 | $* *$ | -0.0005 | -5.77 | $* *$ | -0.0002 | -2.92 | $* *$ |  |
| unexp. Swap | $2.35 \mathrm{E}-05$ | 0.42 |  | 0.0002 | 1.54 |  | $-7.42 \mathrm{E}-06$ | -0.12 |  |  |
| unexp. Option | 0.0010 | 3.40 | $* *$ | -0.0012 | -6.03 | $* *$ | 0.0011 | 3.47 | $* *$ |  |
| $R^{2}$-adj. | 0.21 |  |  | 0.24 |  |  | 0.19 |  |  |  |
| SEE | $2.58 \mathrm{E}-03$ |  |  | $2.53 \mathrm{E}-03$ |  |  | $2.63 \mathrm{E}-03$ |  |  |  |
| DW | 2.04 |  |  | 2.04 |  |  | 1.98 |  |  |  |
| TOR (11 d.f.) | 13.68 | 0.23 |  | 13.41 | 0.27 |  | 12.07 | 0.36 |  |  |

Cotel: Estimated with GMM. Instrument matrix: $\operatorname{Di}, G A R C H(-1)($ exp.volume $),(\text { exp.volume })^{2}, G A R C H(-1)($ unexp.volume $),(\text { unexp.volume })^{2}, G A R C H(-1)\left(\right.$ abs $(d($ lusdeurc $)),\left(\right.$ abs $(d(l u s d e u r c))^{2}, G A R C H(-1)^{2}$ Note2: TOR: Test of over-identifying restrictions, calculated using J-statistic.
Note3: Coefficient sizes: All exchange rates are in logs. Volume is measured in 10 billion SEK
Note3: Coefficient sizes: All exchange rates are in logs. Volume is measured in 10 billion SEK.
Note 4: ${ }^{*}-5$ per cent, ${ }^{* *}-1$ per cent.
Note 5: D1 - takes value 1 on Monda
Note 6: GARCH - conditional variance of returns.
Table 5: Estimating $\mid$ returns $\mid-01.1995$ to 12.2001

| Instrument | Spot |  | Forward |  |  | Short swap |  |  | Swap |  | Option |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| C | 0.0004 | 1.25 |  | 0.0012 | 4.75 | ** | 0.0013 | 4.67 | ** | 0.0011 | 4.39 | ** | 0.0010 | 3.99 | ** |
| $\operatorname{abs}(\mathrm{d}($ lusdeurc) $)$ | 0.1334 | 3.96 | ** | 0.1887 | 5.16 | ** | 0.2118 | 5.96 | ** | 0.2101 | 5.78 | ** | 0.2003 | 5.43 | ** |
| D1 | 0.0003 | 1.68 |  | 0.0002 | 1.20 |  | 8.10E-05 | 0.47 |  | 0.0001 | 0.82 |  | 0.0001 | 0.75 |  |
| $\mathrm{GARCH}(\mathrm{t}-1)$ | 61.408 | 5.77 | ** | 55.325 | 5.36 | ** | 56.909 | 5.44 | ** | 56.522 | 5.49 | ** | 60.548 | 5.96 | ** |
| exp. volume | 0.0003 | 2.98 | ** | $1.75 \mathrm{E}-05$ | 0.07 |  | -3.38E-05 | -0.85 |  | $4.30 \mathrm{E}-06$ | 0.09 |  | 0.0003 | 0.96 |  |
| unexp.volume | 0.0007 | 10.11 | ** | 0.0013 | 5.89 | ** | $6.53 \mathrm{E}-05$ | 1.45 |  | 0.0002 | 4.58 | ** | 0.0015 | 4.53 | ** |
| $R^{2}$-adj. | 0.19 |  |  | 0.12 |  |  | 0.11 |  |  | 0.11 |  |  | 0.13 |  |  |
| SEE | $2.61 \mathrm{E}-03$ |  |  | $2.73 \mathrm{E}-03$ |  |  | $2.75 \mathrm{E}-03$ |  |  | $2.74 \mathrm{E}-03$ |  |  | $2.72 \mathrm{E}-03$ |  |  |
| DW | 2.01 |  |  | 1.94 |  |  | 1.93 |  |  | 1.93 |  |  | 1.94 |  |  |
| TOR (3 d.f.) | 6.12 | 0.11 |  | 5.11 | 0.14 |  | 9.81 | 0.02 | * | 2.66 | 0.45 |  | 0.93 | 0.82 |  |

Note1: Estimated with GMM. Instrument matrix: $\operatorname{C,D1,GARCH(-1)(\text {exp.volume}),(\text {exp.volume})^{2},GARCH(-1)(\text {unexp.volume}),(\text {unexp.volume})^{2},GARCH(-1)(\text {abs}(d(\text {lusdeurc})),(\text {abs}(d(\text {lusdeurc}))^{2},GARCH(-1)^{2}}$
Note2: TOR: Test of over-identifying restrictions, calculated using J-statistic.
Note3: Coefficient sizes: All exchange rates are in logs. Volume is measured in 10
Note3: Coefficient sizes: All exchange rates are in logs. Volume is measured in 10 billion SEK.
Note 4: ${ }^{*-5}$ per cent, ${ }^{* *-1}$ per cent.
Note 4: -5 per cent,
Note 5: D1 - takes value 1 on Mondays
Note 7: abs(d(lusdeurc)) - absolute value of returns in the USD/EUR.
is best for the regression using spot volume and that the coefficients on spot volume is similar as in table 4. Second, the significant effect from short swaps have disappeared. This is somewhat reassuring. Short swaps are primarily liquidity instruments, while ordinary swaps are more interest rate related instruments. It is much harder to think about information releases that might trigger swap volume instead of spot volume, while still having implication for spot exchange rate, than it is with forwards and options. Finally, both forwards and options are significant and correctly signed. Given the ambiguous effect from these instruments in the combined regression we use only spot volumes in later regressions.

The $R^{2}$ values are in the range between 10 and 25 per cent. This is in line with other studies that regress volatility on volume. According to Daigler and Wiley (1999) $R^{2}$ values in such regressions typically range from 10 to 35 per cent.

Table 6: Size effects- 01.1995 to 12.01

|  | St.dev. | Parameter | Implied <br> volatility | \% of <br> FX-vola. |
| :--- | ---: | ---: | ---: | ---: |
| abs. returns | $2.91 \mathrm{E}-03$ |  |  |  |
| exp. Spot | $\mathbf{8 7 6 9}$ | $\mathbf{4 . 5 3 E - 0 4}$ | $\mathbf{3 . 9 7 E - 0 4}$ | $\mathbf{1 3 . 6 6}$ |
| exp. Forward | $\mathbf{3 0 2 0}$ | $\mathbf{- 1 . 7 5 E - 0 3}$ | $\mathbf{- 5 . 2 8 E - 0 4}$ | $\mathbf{- 1 8 . 1 6}$ |
| exp. Short swap | 20030 | $-9.38 \mathrm{E}-05$ | $-1.88 \mathrm{E}-04$ | -6.46 |
| exp. Swap | 16741 | $1.75 \mathrm{E}-04$ | $2.93 \mathrm{E}-04$ | 10.07 |
| exp. Option | 2731 | $1.07 \mathrm{E}-03$ | $2.92 \mathrm{E}-04$ | 10.05 |
| unexp. Spot | $\mathbf{1 0 3 7 7}$ | $\mathbf{9 . 1 2 E - 0 4}$ | $\mathbf{9 . 4 6 E - 0 4}$ | $\mathbf{3 2 . 5 3}$ |
| unexp. Forward | 3706 | $-1.11 \mathrm{E}-04$ | $-4.11 \mathrm{E}-05$ | -1.41 |
| unexp. Short swap | $\mathbf{1 5 3 7 9}$ | $\mathbf{- 2 . 9 4 E - 0 4}$ | $\mathbf{- 4 . 5 2 \mathrm { E } - \mathbf { 0 4 }}$ | $\mathbf{- 1 5 . 5 4}$ |
| unexp. Swap | 12459 | $2.35 \mathrm{E}-05$ | $2.93 \mathrm{E}-05$ | 1.01 |
| unexp. Option | $\mathbf{2 9 6 4}$ | $\mathbf{9 . 9 2 E - 0 4}$ | $\mathbf{2 . 9 4 E - 0 4}$ | $\mathbf{1 0 . 1 1}$ |
| GARCH | $\mathbf{1 . 0 4 E - 0 5}$ | $\mathbf{4 9 . 5 0 9}$ | $\mathbf{5 . 1 5 E - 0 4}$ | $\mathbf{1 7 . 7 0}$ |
| abs. returns USD | $\mathbf{4 . 0 5 E - 0 3}$ | $\mathbf{0 . 1 1 7 8}$ | $\mathbf{4 . 7 7 E - 0 4}$ | $\mathbf{1 6 . 4 1}$ |

"Per cent of FX-volatility" is the ratio of implied volatility over the standard deviation of absolute returns in the SEK/EUR.
All parameters are collected from table 4.
The size effects of the parameter values in table 4 are not obvious. To give an indication of size effects we perform an illustrative exercise. One standard deviation of absolute returns is $2.19 \cdot 10^{-3}$. If we take one standard deviation of the GARCH term $\left(1.04 \cdot 10^{-5}\right)$ and multiply this with the parameter of value of 49.509 (in the case of the spot-volume regression), we obtain $5.15 \cdot 10^{-4}$. This indicates that in this regression the GARCH term can explain about 18 per cent of the volatility in returns. A similar procedure for unexpected spot
volume gives a factor of 33 per cent. We also see that unexpected volume is a more important explanatory factor than is expected volume. This indicates that unexpected volume is indeed an important explanatory factor, at least compared with the GARCH term. A list of calculations is performed in table 6. We see that spot volume explains almost three times as much of volatility than what does option volume. The explanatory power of swap volume is only a fraction of the above numbers.

### 3.2 Reporters

Recent research from the microstructure approach to foreign exchange indicate that traders have different strategies and information (see e.g. Lyons, 1995; Bjønnes and Rime, 2001). It is also reasonable to assume that different banks will focus on specific types of trading strategies (Cheung and Chinn, 2001). However, banks are mostly unwilling to reveal their explicit strategies, so this is a topic where few results have been published.

We have bank-specific volumes and can therefore test for differential impact from banks on volatility directly. A priori it is not obvious that different reporters should be correlated differently with volatility. If the increase in number of transactions is due to arrival of public information, we should expect a simultaneous increase in trading from all reporters. However, if dispersion of beliefs is an important feature for generating the volume-volatility relationship then the trading volume of some reporters might be more closely correlated with volatility than the volume of other reporters. Hence, we can differentiate between the two potential sources of the volume-volatility relationship.

Tables 7-9 reports finding for the five banks that are represented in the total sample, as well as regressions on total spot volume as a base comparison. ${ }^{8}$ To assure a test of parameter stability we report tests on four different time intervals. We estimate over the period 1993-1994 and over the period 19952001. For the last interval we also conduct estimations on two sub-samples of equal length. As one can see there is high consistency across the time intervals (see table 17 in the appendix). However, $R^{2}$ is substantially lower for the 1993-94 period. This can maybe be explained by the way spot-volume was reported in this period.

Table 10 reports estimations on 13 additional banks. These are banks that are only in our sample for shorter periods of time. Mostly these are banks of much lesser size than the five banks reported in tables 7-9. For

[^6]Table 7: Estimating $\mid$ returns $\mid$ (a)

|  | $01.93-12.94$ |  | Period | 01.95-06.98 |  |  | 07.98-12.01 |  |  | 01.95-12 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| C | 0.0011 | 1.05 |  | 0.0002 | 0.69 |  | 0.0003 | 1.11 |  | 0.0001 | 0.22 |  |
| $\operatorname{abs}(\mathrm{d}$ (lusdeurc) $)$ | 0.0381 | 0.84 |  | 0.1637 | 5.05 | ** | 0.1838 | 4.60 | ** | 0.1111 | 4.66 | ** |
| D1 | -0.0002 | -0.52 |  | 0.0004 | 2.31 | * | 0.0005 | 2.24 | * | 0.0002 | 1.00 |  |
| GARCH(t-1) | 48.738 | 3.57 | ** | 46.383 | 3.86 | ** | 16.081 | 1.00 |  | 54.893 | 4.19 | ** |
| exp. spot S 1 | 0.0006 | 1.39 |  | 0.0023 | 4.10 | ** | 0.0029 | 3.58 | ** | 0.0026 | 3.44 | ** |
| unexp. spotS1 | 0.0014 | 4.51 | ** | 0.0035 | 11.34 | ** | 0.0039 | 11.43 | ** | 0.0029 | 5.90 | ** |
| $R^{2}$-adj. | 0.08 |  |  | 0.20 |  |  | 0.26 |  |  | 0.15 |  |  |
| SEE | 3.81E-03 |  |  | 2.61E-03 |  |  | $2.50 \mathrm{E}-03$ |  |  | $2.68 \mathrm{E}-03$ |  |  |
| DW | 2.00 |  |  | 2.02 |  |  | 2.05 |  |  | 1.97 |  |  |
| TOR (3 d.f.) | 4.04 | 0.26 |  | 0.45 | 0.93 |  | 0.51 | 0.92 |  | 2.30 | 0.81 |  |

Note1: Estimated with GMM. Instrument matrix:
$C, D 1, G A R C H(-1)($ exp.volume $),(\text { exp.volume })^{2}, G A R C H(-1)($ unexp.volume $),(\text { unexp.volume })^{2}, G A R C H(-1)\left(\right.$ abs $(d($ lusdeurc $)),\left(\right.$ abs $(d(\text { lusdeurc }))^{2}, G A R C H(-1)^{2}$ Note2: TOR: Test of over-identifying restrictions, calculated using J-statistic.
Note3: Coefficient sizes: All exchange rates are in logs. Volume is measured in 10 billion SEK.
Note 4: ${ }^{*-5}$ per cent, ${ }^{* *}$ - 1 per cent.
Note 5: D1 - takes value 1 on Monda
解
Table 8: Estimating $\mid$ returns $\mid$ (b)

|  | Period 01.93-12 | $01.93-12.94$ |  | 01.95-06.98 |  |  | 07.98-12.01 |  |  | 01.95-12.01 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| C | -0.0005 | -0.54 |  | 0.0002 | 0.58 |  | 0.0008 | 2.21 | * | -0.0003 | -0.57 |  |
| $\operatorname{abs}(\mathrm{d}$ (lusdeurc) $)$ | 0.0199 | 0.46 |  | 0.1565 | 4.72 | ** | 0.1938 | 4.63 | ** | 0.0966 | 4.23 | ** |
| D1 | -0.0002 | -0.37 |  | 0.0004 | 2.00 | * | 0.0003 | 1.26 |  | 0.0003 | 1.24 |  |
| GARCH(t-1) | 28.268 | 2.18 | * | 54.357 | 4.65 | ** | 56.993 | 4.35 | ** | 47.290 | 3.69 | ** |
| exp. spot S 2 | 0.0013 | 3.55 | ** | 0.0015 | 2.68 | ** | 0.0006 | 1.17 |  | 0.0026 | 4.20 | ** |
| unexp. spot S 2 | 0.0008 | 3.28 | ** | 0.0031 | 9.53 | ** | 0.0034 | 7.75 | ** | 0.0029 | 6.76 | ** |
| $R^{2}$-adj. | 0.11 |  |  | 0.18 |  |  | 0.21 |  |  | 0.17 |  |  |
| SEE | $3.74 \mathrm{E}-03$ |  |  | $2.63 \mathrm{E}-03$ |  |  | $2.58 \mathrm{E}-03$ |  |  | $2.65 \mathrm{E}-03$ |  |  |
| DW | 2.03 |  |  | 1.99 |  |  | 1.98 |  |  | 1.99 |  |  |
| TOR (3 d.f.) | 6.78 | 0.08 |  | 2.38 | 0.50 |  | 5.74 | 0.12 |  | 1.94 | 0.86 |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |
|  | Period |  |  |  |  |  |  |  |  |  |  |  |
|  | 01.93-12.94 |  |  | 01.95-06.98 |  |  | 07.98-12.01 |  |  | 01.95-12.01 |  |  |
| C | -0.0007 | -0.60 |  | 0.0008 | 3.38 | ** | 0.0011 | 4.18 | ** | 0.0010 | 3.18 | ** |
| $\operatorname{abs}(\mathrm{d}($ lusdeurc) $)$ | 0.0588 | 1.35 |  | 0.1927 | 5.29 | ** | 0.2426 | 5.46 | ** | 0.1168 | 4.89 | ** |
| D1 | $1.66 \mathrm{E}-05$ | 0.04 |  | 0.0002 | 1.31 |  | -6.49E-05 | -0.28 |  | 0.0003 | 1.06 |  |
| GARCH(t-1) | 40.762 | 3.16 | ** | 65.905 | 6.89 | ** | 47.414 | 4.54 | ** | 55.048 | 4.25 | ** |
| exp. spot S 3 | 0.0035 | 2.94 | ** | 0.0009 | 1.57 |  | 0.0004 | 0.71 |  | 0.0020 | 1.81 |  |
| unexp. spot S 3 | 0.0008 | 1.53 |  | 0.0042 | 7.11 | ** | 0.0040 | 4.91 | ** | 0.0036 | 4.88 | ** |
| $R^{2}$-adj. | 0.07 |  |  | 0.13 |  |  | 0.15 |  |  | 0.12 |  |  |
| SEE | $3.83 \mathrm{E}-03$ |  |  | $2.71 \mathrm{E}-03$ |  |  | $2.68 \mathrm{E}-03$ |  |  | $2.74 \mathrm{E}-03$ |  |  |
| DW | 2.01 |  |  | 1.96 |  |  | 1.96 |  |  | 1.92 |  |  |
| TOR (3 d.f.) | 4.35 | 0.23 |  | 8.86 | 0.03 | * | 14.84 | 0.00 | ** | 3.93 | 0.27 |  | TOR (3 d.f.)

$C, D 1, G A R C H(-1)($ exp.volume $),(\text { exp.volume })^{2}, G A R C H(-1)($ unexp.volume $),(\text { unexp.volume })^{2}, G A R C H(-1)\left(a b s(d(l u s d e u r c)),\left(\right.\right.$ abs $(d(l u s d e u r c))^{2}, G A R C H(-1)^{2}$ Note2: TOR: Test of over-identifying restrictions, calculated using J-statistic. 10 billion SEK. Note3: Coefficient sizes: All exchang
Note 4: ${ }^{*-5}$ per cent, ${ }^{* *-1}$ per cent.
Note 5: D1 - takes value 1 on Mondays.
Note 6: GARCH - conditional variance of returns.
Note 7: abs $(\mathrm{d}($ lusdeurc $))$ - absolute value of returns
Note 7: abs(d(lusdeurc)) - absolute value of returns in the USD/EUR.
Table 9: Estimating $\mid$ returns $\mid$ (c)

|  | Period $01.93-12$ |  |  |  | 01.95-06.98 |  | 07.98-12.01 |  |  |  | 01.95-12.01 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| C | 0.0012 | 1.61 |  | 0.0008 | 3.26 | ** | 0.0009 | 3.90 | ** | 0.0007 | 2.43 | * |
| abs(d(lusdeurc)) | 0.0380 | 0.81 |  | 0.1714 | 5.06 | ** | 0.2013 | 5.18 | ** | 0.1154 | 5.00 | ** |
| D1 | -0.0002 | -0.38 |  | 0.0003 | 1.89 |  | 0.0003 | 1.39 |  | 0.0002 | 0.69 |  |
| $\mathrm{GARCH}(\mathrm{t}-1)$ | 57.017 | 4.53 | ** | 58.749 | 5.44 | ** | 46.416 | 3.23 | ** | 62.499 | 4.76 | ** |
| exp. spot S 4 | 0.0009 | 1.55 |  | 0.0015 | 3.02 | ** | 0.0014 | 2.42 | * | 0.0021 | 2.66 | ** |
| unexp. spot S 4 | 0.0018 | 3.15 | ** | 0.0049 | 9.09 | ** | 0.0061 | 8.48 | ** | 0.0038 | 5.81 | ** |
| $R^{2}$-adj. | 0.04 |  |  | 0.18 |  |  | 0.23 |  |  | 0.14 |  |  |
| SEE | $3.87 \mathrm{E}-03$ |  |  | 2.64E-03 |  |  | $2.55 \mathrm{E}-03$ |  |  | $2.71 \mathrm{E}-03$ |  |  |
| DW | 2.01 |  |  | 1.99 |  |  | 2.00 |  |  | 1.94 |  |  |
| TOR (3 d.f.) | 5.02 | 0.17 |  | 0.52 | 0.91 |  | 4.90 | 0.18 |  | 2.05 | 0.56 |  |
|  | Period |  |  |  |  |  |  |  |  |  |  |  |
|  | 01.93-12.94 |  |  | 01.95-06.98 |  |  | 07.98-12.01 |  |  | 01.95-12.01 |  |  |
| C | 0.0028 | 6.14 | ** | 0.0012 | 5.36 | ** | 0.0013 | 4.71 | ** | 0.0012 | 3.84 | ** |
| abs(d(lusdeurc)) | 0.0780 | 1.83 |  | 0.1945 | 5.45 | ** | 0.2729 | 6.08 | ** | 0.1092 | 4.56 | ** |
| D1 | -0.0006 | -1.36 |  | $9.91 \mathrm{E}-05$ | 0.57 |  | -2.71E-05 | -0.11 |  | $4.26 \mathrm{E}-05$ | 0.18 |  |
| $\mathrm{GARCH}(\mathrm{t}-1)$ | 24.505 | 1.61 |  | 54.237 | 5.72 | ** | 43.953 | 4.26 | ** | 56.750 | 4.34 | ** |
| exp. spot B1 | 0.0075 | 1.06 |  | 0.0002 | 0.21 |  | -0.0034 | -1.38 |  | 0.0023 | 2.33 | * |
| unexp. spot B1 | 0.0026 | 0.55 |  | 0.0036 | 4.08 | ** | 0.0024 | 0.95 |  | 0.0036 | 3.97 | ** |
| $R^{2}$-adj. | 0.03 |  |  | 0.11 |  |  | 0.12 |  |  | 0.12 |  |  |
| SEE | $3.89 \mathrm{E}-03$ |  |  | 2.74E-03 |  |  | $2.73 \mathrm{E}-03$ |  |  | $2.74 \mathrm{E}-03$ |  |  |
| DW | 1.96 |  |  | 1.94 |  |  | 1.96 |  |  | 1.89 |  |  |
| TOR (3 d.f.) | 5.74 | 0.12 |  | 8.12 | 0.04 | * | 15.91 | 0.00 | ** | 5.22 | 0.16 |  | Tote1: Estimated with

$C, D 1, G A R C H(-1)($ exp.volume $),(\text { exp.volume })^{2}, G A R C H(-1)($ unexp.volume $),(\text { unexp.volume })^{2}, G A R C H(-1)\left(\right.$ abs $(d(l u s d e u r c)),\left(\right.$ abs $(d(l u s d e u r c))^{2}, G A R C H(-1)^{2}$ Note2: TOR: Test of over-identifying restrictions, calculated using J-statistic.
Note3: Coefficient sizes: All exchange rates are in logs. Volume is measured in 10 billion SEK.
Note 4: *-5 per cent, **-1 per cent.
Note 5: D1 - takes value 1 on Mondays.
Note 6: GARCH - conditional variance of returns.
Note 7: abs $(\mathrm{d}($ lusdeurc $))$ - absolute value of returns
Note 7: abs(d(lusdeurc)) - absolute value of returns in the USD/EUR.



Table 11: Size effects, spot volume- 01.1995 to 12.01

|  | St.dev. | Parameter | Implied volatility | \% of FX-vola. |
| :---: | :---: | :---: | :---: | :---: |
| abs. returns | $2.91 \mathrm{E}-03$ |  |  |  |
| Unexp. Spot | 10377 | 7.32E-04 | 7.60E-04 | 26.11 |
| Unexp. S1 | 2639 | $3.47 \mathrm{E}-03$ | $9.16 \mathrm{E}-04$ | 31.48 |
| Unexp. S2 | 2970 | $3.07 \mathrm{E}-03$ | $9.12 \mathrm{E}-04$ | 31.35 |
| Unexp. S3 | 1337 | $4.18 \mathrm{E}-03$ | $5.59 \mathrm{E}-04$ | 19.21 |
| Unexp. $S_{4}$ | 1510 | $4.92 \mathrm{E}-03$ | 7.43E-04 | 25.53 |
| Unexp. B1 | 802 | $3.58 \mathrm{E}-03$ | $2.87 \mathrm{E}-04$ | 9.87 |

"Per cent of FX-volatility" is the ratio of implied volatility over the standard deviation of absolute returns in the SEK/EUR.
Parameters collected from tables 7-10.
the 13 banks in table 10 we estimate over the whole period where data are available for the respective banks. Only volume coefficients are reported.

As can be seen from the four tables we find that the positive correlation between volume and volatility found for aggregate spot is held up when we instead aggregate for different banks. However, size is of importance. The largest banks, S1 and S2, clearly have the strongest relationship with spot volume. This is confirmed in table 11, where we see that unexpected volume from S1 and S2 in fact explain more of volatility than unexpected volume from aggregate spot volume.

The results presented in 7-10 clearly indicate that different reporters have different impact. This impact is also related to the size of the bank. However, it also seems to be related to the length of the bank's presence in the market. The results in table 10 indicate that banks that are only operating as primary dealers for short periods of time tends to have less correlation between volume and volatility.

The issue of the size of the bank can be tested more thoroughly. In table 12 we have estimated the relationship by grouping reporting banks into three categories, small, medium, and large, according to size of volume. Aggregated the two banks included in "large banks" on average control 41 per cent of daily spot trading. In "medium sized banks" we include four banks that on average control 32 per cent of trading in the spot market.

We see that all groups have a significant effect on volume. The explanatory power of the regressions is however best for the large banks. Since multicolinearity is less of a problem between these three groups we can also test the relationship with all groups together. This is reported in 13 where we again see that it is the largest banks that dominate the volume-volatility relationship indicating a role for heterogenous beliefs.
Table 12: Estimating $\mid$ returns|-banks by size, estimated over the period 01.95-12.01

| Bank size | Large |  |  | Medium | Small |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| C | 0.0004 | 1.22 |  | 0.0008 | 2.62 | ** | 0.0012 | 4.28 | ** |
| $\operatorname{abs}(\mathrm{d}$ (lusdeurc) $)$ | 0.1479 | 4.58 | ** | 0.1725 | 4.89 | ** | 0.1832 | 5.30 | * |
| D1 | 0.0004 | 2.26 | * | 0.0002 | 1.29 |  | 0.0001 | 0.80 |  |
| GARCH(t-1) | 59.533 | 4.98 | ** | 66.647 | 6.07 | ** | 62.424 | 6.02 | ** |
| exp. volume | 0.0007 | 2.17 | * | 0.0004 | 1.87 |  | -6.19E-05 | -0.31 |  |
| unexp.volume | 0.00194 | 11.16 | ** | 0.00175 | 6.99 | ** | 0.00100 | 6.19 | ** |
| $R^{2}$-adj. | 0.21 |  |  | 0.16 |  |  | 0.12 |  |  |
| SEE | 2.58E-03 |  |  | $2.67 \mathrm{E}-03$ |  |  | $2.72 \mathrm{E}-03$ |  |  |
| DW | 2.02 |  |  | 1.97 |  |  | 1.98 |  |  |
| TOR (3 d.f.) | 0.00 | 1.00 |  | 0.61 | 0.89 |  | 16.13 | 0.00 | ** |

d with GMM. Instrument matrix:
$C, D 1, G A R C H(-1)($ exp.volume $),(\text { exp.volume })^{2}, G A R C H(-1)($ unexp.volume $),(\text { unexp.volume })^{2}, G A R C H(-1)\left(\right.$ abs $(d(l u s d e u r c)),\left(a b s(d(l u s d e u r c))^{2}, G A R C H(-1)^{2}\right.$ Note2: TOR: Test of over-identifying restrictions, calculated using J-statistic.
Note3: Coefficient sizes: All exchange rates are in logs. Volume is measured in 10 billion SEK.
Note 4: ${ }^{*-5}$ per cent, ${ }^{* *}-1$ per cent.
Note 6: GARCH - conditional variance of returns.
Note 7: $\operatorname{abs}($ (dusdeurc) $)$ - absolute value of returns
Table 13: Estimating |returns|-banks by size

|  | $\begin{aligned} & \hline \text { Period } \\ & 01.95-12 . \end{aligned}$ | 01.95-12.01 |  | 01.95-06.98 |  |  | 07.98-12.01 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| C | 0.0005 | 1.65 |  | 0.0007 | 2.00 | * | -0.0002 | -0.31 |  |
| $\operatorname{abs}(\mathrm{d}$ (lusdeurc) $)$ | 0.1507 | 4.73 | ** | 0.1846 | 4.90 | ** | 0.1016 | 4.44 | ** |
| D1 | 0.0004 | 2.36 | * | 0.0005 | 2.16 | * | 0.0004 | 1.59 |  |
| GARCH(t-1) | 54.328 | 4.60 | ** | 66.312 | 4.78 | ** | 47.172 | 3.65 | * |
| exp. Large | 0.0008 | 2.41 | * | 0.0004 | 1.01 |  | 0.0020 | 4.72 | ** |
| exp. Medium | -9.59E-05 | -0.56 |  | 0.0002 | -0.79 |  | 0.0004 | -1.51 |  |
| exp. Small | -0.0001 | -0.75 |  | $5.86 \mathrm{E}-05$ | 0.17 |  | -0.0004 | -1.41 |  |
| unexp. Large | 0.0018 | 8.50 | ** | 0.0018 | 5.85 | ** | 0.0017 | 5.49 | ** |
| unexp. Medium | 0.0002 | 1.07 |  | 0.0009 | 1.92 |  | -3.76E-05 | -0.13 |  |
| unexp. Small | $7.79 \mathrm{E}-05$ | 0.50 |  | -0.0002 | -0.93 |  | 0.0003 | 1.25 |  |
| $R^{2}$-adj. | 0.21 |  |  | 0.26 |  |  | 0.19 |  |  |
| SEE | $2.58 \mathrm{E}-03$ |  |  | $2.50 \mathrm{E}-03$ |  |  | 2.63E-03 |  |  |
| DW | 2.02 |  |  | 1.99 |  |  | 2.02 |  |  |
| TOR (9 d.f.) | 4.01 | 0.78 |  | 9.74 | 0.20 |  | 4.61 | 0.71 |  |

Note1: Estimated with GMM. Instrument matrix:
Note, GARCH $(-1)($ exp.volume $),(\text { exp.volume })^{2}, G A R C H(-1)($ unexp.volume $),(\text { unexp.volume })^{2}, G A R C H(-1)\left(\right.$ abs $(d($ lusdeurc $)),\left(\right.$ abs $(d(\text { lusdeurc }))^{2}, G A R C H(-1)^{2}$
Note2: TOR: Test of over-identifying restrictions, calculated using J-statistic.
Note2: TOR: Test of over-identifying restrictions, calculated using J-statistic.
Note3: Coefficient sizes: All exchange rates are in logs. Volume is measured in 10 billion SEK.
Note 4: *-5 per cent, ${ }^{* *}-1$ per cent.
Note 5: D1 - takes value 1 on Mondays.
Note 6: GARCH - conditional variance of returns.
Note 7: abs(d(lusdeurc)) - absolute value of returns in the USD/EUR.
Table 14: Estimating |returns|-reporters by nationality

|  | Period |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 01.95-12 |  |  | 01.95-06 |  |  | 07.98-12 |  |  |
| C | 0.0008 | 2.74 | ** | 0.0010 | 2.92 | ** | 0.0000 | -0.08 |  |
| abs(d(lusdeurc)) | 0.1419 | 4.40 | ** | 0.1643 | 4.21 | ** | 0.0976 | 4.12 | ** |
| D1 | 0.0003 | 2.04 | * | 0.0004 | 1.68 |  | 0.0004 | 1.59 |  |
| GARCH(t-1) | 65.954 | 5.62 | ** | 75.399 | 5.61 | ** | 50.380 | 3.88 | * |
| exp. Swedish | 0.0002 | 1.37 |  | $1.27 \mathrm{E}-05$ | 0.07 |  | 0.0010 | 4.39 | ** |
| exp. Foreign | -9.10E-05 | -0.88 |  | $6.95 \mathrm{E}-05$ | 0.37 |  | -0.0002 | -0.98 |  |
| unexp. Swedish | 0.0014 | 11.02 | ** | 0.0014 | 9.22 | ** | 0.0012 | 6.09 | ** |
| unexp. Foreign | $9.36 \mathrm{E}-05$ | 0.75 |  | $1.32 \mathrm{E}-05$ | 0.08 |  | 0.0002 | 0.90 |  |
| $R^{2}$-adj. | 0.22 |  |  | 0.26 |  |  | 0.18 |  |  |
| SEE | $2.58 \mathrm{E}-03$ |  |  | $2.50 \mathrm{E}-03$ |  |  | 2.63E-03 |  |  |
| DW | 2.01 |  |  | 1.97 |  |  | 2.01 |  |  |
| TOR (9 d.f.) | 2.31 | 0.81 |  | 0.77 | 0.98 |  | 3.46 | 0.63 |  |

Note1: Estimated with GMM. Instrument matrix: $G R C H(-1)($ unexp.volume $),(\text { unexp.volume })^{2}, G A R C H(-1)\left(\right.$ abs $(d(l u s d e u r c)),\left(\right.$ abs $(d(l u s d e u r c))^{2}, G A R C H(-1)^{2}$ Note2: TOR: Test of over-identifying restrictions, calculated using J-statistic.
Note3: Coefficient sizes: All exchange rates are in logs. Volume is measured in 10 billion SEK.
Note 4: *-5 per cent, ${ }^{* *}-1$ per cent.
Note 5: D1 - takes value 1 on Mondays.
Note 6: GARCH - conditional variance of returns.
Note 7: $\operatorname{abs}(\mathrm{d}($ lusdeurc $)$ ) - absolute value of returns in the USD/EUR.

This is further confirmed in table 14 where we group the banks according to whether they are located in Sweden or not. We see that it is the Swedish banks' volume that is significant. These are also the largest banks in the SEK/EUR market, again confirming the size-effect above.

## 4 Conclusion

The literature on volume and volatility asks one primary question: why does the relationship arise? If everyone have the same expectations, and every group behave similarly, the effect should be caused by more trading due to the arrival of new information. However, all rational agents should have the same opportunity to take advantage of the new information, and heterogeneity should be of less importance. On the other hand, if the volumevolatility relationship is the result of dispersion of beliefs, then heterogeneity is certainly a central feature in the analysis.

This paper reviews evidence from a unique set of volume data from the Swedish FX-market, covering five and half years of daily data. The Swedish market is a small market compared with e.g. the USD/EUR or USD/JPY market. However SEK/EUR is among the 10 most traded currency crosses in the world, and the market is well developed with high liquidity. For this market we find evidence to indicate that different agents have different effects on the volume-volatility relationship. In particular we find that it is the volume of the largest banks that is most important. In the SEK-market these banks are Swedish-banks. It is reason to believe that the large Swedish banks are relatively well informed. This in contrast with the result of Daigler and Wiley from future markets that it is the volume of the least informed traders that creates the volume-volatility relationship. While the Daigler and Wiley result is about noise-traders, our result is one about information advantage.

We also document that these differences are of some magnitude. This might indicate evidence of the importance of dispersion of beliefs to understand why volume and volatility display positive correlation.

A Tables
Table 15: Estimating an ARIMA(9,1,1) process on volume. Period: 01.95-12.01

| $\begin{aligned} & \hline \text { Period } \\ & 01.1995-12.2001 \end{aligned}$ | Spot vol | me |  | S1 |  |  | S2 |  |  | S3 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| C | 1450.30 | 6.93 | ** | 156.95 | 3.59 | ** | 296.90 | 3.95 | ** | 44.36 | 2.11 | * |
| Monday dummy | -7228.39 | -6.93 | ** | -794.03 | -3.61 | ** | -1493.77 | -3.98 | ** | -214.20 | -2.04 | * |
| AR(1) | 0.254 | 8.66 | ** | 0.239 | 8.12 | ** | 0.321 | 9.97 | ** | 0.098 | 0.29 |  |
| AR(2) | 0.079 | 2.90 | ** | 0.093 | 3.27 | ** | 0.062 | 1.76 |  | 0.054 | 0.50 |  |
| AR(3) | 0.014 | 0.56 |  | -0.005 | -0.20 |  | 0.023 | 0.71 |  | -0.024 | -0.78 |  |
| AR(4) | 0.036 | 1.61 |  | 0.110 | 5.01 | ** | 0.075 | 2.42 | * | 0.006 | 0.17 |  |
| AR(5) | 0.156 | 7.58 | ** | 0.060 | 2.77 | ** | 0.080 | 2.76 | ** | 0.018 | 0.73 |  |
| AR(6) | 0.029 | 1.28 |  | 0.015 | 0.71 |  | 0.036 | 1.14 |  | -0.064 | -2.37 | * |
| AR(7) | -0.032 | -1.56 |  | -0.015 | -0.76 |  | 0.015 | 0.53 |  | 0.015 | 0.49 |  |
| AR(8) | -0.017 | -0.91 |  | -0.003 | -0.12 |  | 0.022 | 0.78 |  | -0.038 | -1.68 |  |
| AR(9) | 0.021 | 1.02 |  | 0.036 | 1.74 |  | 0.021 | 0.76 |  | -0.008 | -0.28 |  |
| MA(1) | -0.963 | -96.75 | ** | -0.972 | -138.18 | ** | -0.988 | -256.82 | ** | -0.922 | -2.64 | ** |
| $R^{2}$-adj. | 0.36 |  |  | 0.35 |  |  | 0.33 |  |  | 0.39 |  |  |
| Q-stat. | 19.05 | 0.04 | * | 10.17 | 0.43 |  | 18.33 | 0.05 |  | 33.47 | 0.00 | ** |
| Theil's IC | 0.17 |  |  | 0.23 |  |  | 0.19 |  |  | 0.25 |  |  |
| GARCH $(3,0)$ |  |  |  |  |  |  |  |  |  |  |  |  |
| C | $9.34 \mathrm{E}+07$ | 21.41 | ** | $4.88 \mathrm{E}+06$ | 23.23 | ** | $1.15 \mathrm{E}+07$ | 25.32 | ** | $8.60 \mathrm{E}+05$ | 11.79 | ** |
| ARCH(1) | 0.237 | 7.88 | ** | 0.233 | 7.11 | ** | 0.095 | 4.99 | ** | 0.277 | 4.98 | ** |
| ARCH(2) | 0.063 | 2.55 | * | 0.077 | 3.55 | ** | 0.082 | 3.29 | ** | 0.124 | 2.70 | ** |
| ARCH(3) | 0.053 | 2.80 | ** | 0.056 | 2.80 | ** | 0.007 | 0.50 |  | 0.214 | 2.55 | * |

[^7]Theil's inequality coefficient is a measure of model fit. If takes a value between zero and one, with zero as perfect fit.

Table 16: Estimation of conditional variance in the SEK/EUR

| GARCH(1,1) for log-returns | $\mathbf{0 1 . 9 3 - 1 2 . 0 1}$ |  |  |
| :--- | ---: | ---: | ---: |
| $\mathbf{C}$ | $2.76 \mathrm{E}-05$ | 0.33 |  |
| Variance |  |  |  |
| C | $3.26 \mathrm{E}-07$ | 4.43 | $* *$ |
| ARCH | 0.055 | 9.12 | $* *$ |
| GARCH | 0.929 | 123.15 | $* *$ |
| $R^{2}$-adj. | 0.00 |  |  |
| F-test (ARCH) | 1.09 | 0.30 |  |

Estimated using GARCH(1,1).
Table 17: Estimating |returns| (a)
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[^1]:    ${ }^{1} \mathrm{~A}$ short swap is a contract to be delivered within two days, e.g. before a spot contract.

[^2]:    ${ }^{2}$ According to Bank of International Settlements (2002), the Swedish currency market is the eight largest market. The Swedish market is for example larger than the emerging markets studied in Galati (2000).

[^3]:    ${ }^{3}$ Using squared return does not affect the results. Other potential measures for volatility is intra-day high-low or implied volatility from option prices, however such data is not available for the SEK/EUR market.
    ${ }^{4}$ For the period prior to January 1, 1999 we use SEK/DEM. The exchange rate is indexed to EUR equivalent terms (SEK/DEM*1.95583). Before 1999 DEM played the same role as EUR does at present.

[^4]:    ${ }^{5}$ From 1990 till November 1992 the SEK was fixed to the ECU. In November 1992 Sweden experienced a speculative attack, and the SEK was allowed to float.

[^5]:    ${ }^{6}$ We use GMM since there is evidence of heterogeneity. Using OLS instead does not change any of the results. In addition to the reported regressions we have estimated the regressions endogenising the GARCH term by estimating a $\operatorname{GARCH}(1,1)$ model and including the ARCH-M variance term in the regression. This has no qualitative impact on the results. One should however note that there is some evidence of Chow-forecast instability in the regressions. This can be corrected by including a number of dummies. Such inclusions do not seem to have much effect on the volume parameters. Recursive regressions reveal that parameter stability in the volume parameters reported is good.
    ${ }^{7}$ Using squared returns instead of absolute returns give similar results.

[^6]:    ${ }^{8}$ We only use spot volumes here since last section showed that most of the effect comes from spot volume.

[^7]:    Estimated using an GARCH 2 lags.

