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#### Abstract

Let $X_{1}, X_{2}, \ldots$ be a sequence of nonnegative integer valued random variables. For each nonnegative integer $i$, we are given a positive integer $k_{i}$. For every $i=0,1,2, \ldots, E_{i}$ denotes the event that a run of $i$ of length $k_{i}$ occurs in the sequence $X_{1}, X_{2}, \ldots$. For the sequence $X_{1}, X_{2}, \ldots$, the generalized pgf's of the distributions of the waiting times until the $r$-th occurrence among the events $\left\{E_{i}\right\}_{i=0}^{\infty}$ are obtained. Though our situations are general, the results are very simple. For the special cases that $X$ 's are i.i.d. and $\{0,1\}$-valued, the corresponding results are consistent with previously published results.
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## 1. Introduction

Let $X_{1}, X_{2}, \ldots$ be a sequence of nonnegative integer valued random variables. For the moment, we also assume that the random variables are independent and identically distributed. Let $p_{i}=P\left(X_{1}=i\right), i=0,1,2, \ldots$ Suppose that a sequence of positive integers $\left\{k_{i}\right\}_{i=0}^{\infty}$ is given. For every $i=0,1,2, \ldots$, we denote by $E_{i}$ the event that a run of $i$ of length $k_{i}$ occurs in the sequence $X_{1}, X_{2}, \ldots$. First, we study the waiting time until at least one of the events $\left\{E_{i}\right\}_{i=0}^{\infty}$ occurs. Next, we investigate the waiting time for the second occurrence among $\left\{E_{i}\right\}_{i=0}^{\infty}$. Here, "the second occurrence" means the occurrence of another event excepting the first event among the events $\left\{E_{i}\right\}_{i=0}^{\infty}$.

In general, the distribution of the waiting time for the $r$-th occurrence of the event among $\left\{E_{i}\right\}_{i=0}^{\infty}$ is considered. Further, we treat the corresponding problems when the condition that the random variables are independent and identically distributed is widely relaxed. The general formulas for the generalized probability generating functions of the distributions of the waiting times are obtained. As a

[^0]special case, the problem corresponding to the binary sequence of order $k$ (cf. Aki (1985)) is treated.

Ebneshahrashoob and Sobel (1990) solved this type of problem when the sequence $X_{1}, X_{2}, \ldots$ is constructed from Bernoulli trials, that is, $X$ 's are i.i.d. and $\{0,1\}$-valued random variables. They noted that the limiting distribution becomes the geometric distribution of order $k_{1}$ when $k_{0}$ tends to infinity in the situation. For the discrete distributions of order $k$, see, for example, Philippou et al. (1983), Aki et al. (1984) and Philippou (1986). The discrete distributions of order $k$, which are related to a succession event such as consecutive $k$ successes in Bernoulli trials, have interesting applications. For example, we can mention applications of the binomial and extended binomial distributions of order $k$ to the reliability of the consecutive- $k$-out-of- $n$ : $F$ system (cf. Aki (1985) and Aki and Hirano (1989)). Our situations in the paper can treat not only the previous examples but also finite (or infinite) succession events simultaneously. Further, more practical approach can be done, because we do not necessarily require the underlying sequence (of trials) to be independent or identically distributed. Ling (1990) studied the distribution of the waiting time for the first occurrence among $E$ 's when $X$ 's are i.i.d. and finite valued random variables and all the $k$ 's have the same value.

Our results in this paper are not only general and new but also very simple compared with the results in the previously published papers, though our situations are extensively general. For the derivation of the main part of the results, we used the method of generalized pgf (cf. Ebneshahrashoob and Sobel (1990)).
2. The first occurrence problem in the i.i.d. case

Let $X_{1}, X_{2}, \ldots$ be a sequence of nonnegative integer valued i.i.d. random variables. The sequence $\left\{k_{i}\right\}_{i=0}^{\infty}$ is a given sequence of positive integers. Let $p_{i}$ and $E_{i}$ for every $i=0,1,2, \ldots$ be the probability and the event, respectively, described in Section 1. In this section, we consider the distribution of the waiting time for the first occurrence of an event among $\left\{E_{i}\right\}_{i=0}^{\infty}$. We derive a generalized probability generating function (gpgf) by adding markers $x_{i}, i=0,1, \ldots$. Here, for each $i, x_{i}$ represents that the first occurring event among $\left\{E_{j}\right\}_{j=0}^{\infty}$ is $E_{i}$. Denote by $\phi=\phi(t)$ the gpgf of the distribution of the waiting time for the occurrence of the first event among $\left\{E_{j}\right\}_{j=0}^{\infty}$. We set

$$
G_{i}(t)=\frac{\left(p_{i} t\right)^{k_{i}}\left(1-p_{i} t\right)}{1-\left(p_{i} t\right)^{k_{i}}}
$$

and

$$
F_{i}(t)=\frac{p_{i} t-\left(p_{i} t\right)^{k_{i}}}{1-\left(p_{i} t\right)^{k_{i}}}, \quad i=0,1,2, \ldots
$$

Theorem 2.1. The gpgf $\phi(t)$ is given by

$$
\phi(t)=\frac{\sum_{i=0}^{\infty} G_{i}(t) x_{i}}{1-\sum_{i=0}^{\infty} F_{i}(t)}
$$

Proof. Let $\phi_{i j}$ be the gpgf of the conditional distribution of the waiting time given that we start with a run of $i$ of length $j$. If we assume that $k_{i} \geq 2$, $i=0,1,2, \ldots$, then $\phi$ and $\phi_{i j}, i=0,1,2, \ldots ; j=1,2, \ldots, k_{i}-1$ satisfy the system of equations:

$$
\begin{aligned}
& \phi=\sum_{j=0}^{\infty} p_{j} t \phi_{j 1}, \\
& \phi_{i j}=p_{i} t \phi_{i, j+1}+\sum_{l \neq i} p_{l} t \phi_{l 1}, \quad i=0,1,2, \ldots ; j=1,2, \ldots, k_{i}-2, \\
& \phi_{i, k_{i}-1}=p_{i} t x_{i}+\sum_{l \neq i} p_{l} t \phi_{l 1}, \quad i=0,1,2, \ldots
\end{aligned}
$$

From these equations, we have, for each $i=0,1,2, \ldots$,

$$
\phi_{i 1}=\left(p_{i} t\right)^{k_{i}-1} x_{i}+\left(\phi-p_{i} t \phi_{i 1}\right) \frac{1-\left(p_{i} t\right)^{k_{i}-1}}{1-p_{i} t}
$$

These equations immediately imply

$$
\phi_{i 1}=\frac{\left(1-p_{i} t\right)\left(p_{i} t\right)^{k_{i}-1}}{1-\left(p_{i} t\right)^{k_{i}}} x_{i}+\frac{1-\left(p_{i} t\right)^{k_{i}-1}}{1-\left(p_{i} t\right)^{k_{i}}} \phi, \quad i=0,1,2, \ldots .
$$

By summing both sides of the equations after multiplying $p_{i} t$, we have

$$
\phi=\sum_{i=0}^{\infty} \frac{\left(p_{i} t\right)^{k_{i}}\left(1-p_{i} t\right)}{1-\left(p_{i} t\right)^{k_{i}}} x_{i}+\phi \cdot \sum_{i=0}^{\infty} \frac{p_{i} t-\left(p_{i} t\right)^{k_{i}}}{1-\left(p_{i} t\right)^{k_{i}}}
$$

This completes the proof.
Noting that $t=\sum_{i=0}^{\infty} p_{i} t$, we have that

$$
t-\sum_{i=0}^{\infty} \frac{p_{i} t-\left(p_{i} t\right)^{k_{i}}}{1-\left(p_{i} t\right)^{k_{i}}}=\sum_{i=0}^{\infty} \frac{\left(p_{i} t\right)^{k_{i}}\left(1-p_{i} t\right)}{1-\left(p_{i} t\right)^{k_{i}}}
$$

and hence we can rewrite $\phi(t)$ as

$$
\phi(t)=\frac{\sum_{i=0}^{\infty} G_{i}(t) x_{i}}{1-t+\sum_{i=0}^{\infty} G_{i}(t)}
$$

By setting $x_{i}=1$ for $i=0,1,2, \ldots$ in the equation in Theorem 2.1, we have the ordinary pgf of the distribution of the waiting time represented as

$$
\psi(t)=\frac{\sum_{i=0}^{\infty} G_{i}(t)}{1-\sum_{i=0}^{\infty} F_{i}(t)}
$$

Therefore, we can rewrite $\psi(t)$ as

$$
\psi(t)=\frac{t-\sum_{i=0}^{\infty} F_{i}(t)}{1-\sum_{i=0}^{\infty} F_{i}(t)}
$$

or

$$
\psi(t)=1+\frac{t-1}{1-\sum_{i=0}^{\infty} F_{i}(t)}
$$

Proposition 2.1. The mean and variance of the distribution of the waiting time for the occurrence of the first event among $\left\{E_{i}\right\}_{i=0}^{\infty}$ are given, respectively, as

$$
1 /\left(1-\sum_{i=0}^{\infty} \frac{p_{i}-p_{i}^{k_{i}}}{1-p_{i}^{k_{i}}}\right)
$$

and

$$
\sum_{i=0}^{\infty} \frac{-p_{i}^{2 k_{i}}+\left(2 k_{i}-1\right) p_{i}^{k_{i}+1}-\left(2 k_{i}-1\right) p_{i}^{k_{i}}+p_{i}}{\left(1-p_{i}^{k_{i}}\right)^{2}} /\left(1-\sum_{i=0}^{\infty} \frac{p_{i}-p_{i}^{k_{i}}}{1-p_{i}^{k_{i}}}\right)^{2}
$$

Proof. By differentiating $\psi(t)$ w.r.t. $t$, we have

$$
\psi^{\prime}(t)=\frac{\left(1-\sum_{i=0}^{\infty} F_{i}(t)\right)+(t-1) \sum_{i=0}^{\infty} F_{i}^{\prime}(t)}{\left(1-\sum_{i=0}^{\infty} F_{i}(t)\right)^{2}}
$$

Letting $t=1$ in the equation, we have the mean of the distribution given by

$$
\frac{1}{1-\sum_{i=0}^{\infty} F_{i}(1)}
$$

By differentiating $\psi(t)$ twice w.r.t. $t$ and letting $t=1$, we obtain

$$
\psi^{\prime \prime}(1)=\frac{2 \sum_{i=0}^{\infty} F_{i}^{\prime}(1)}{\left(1-\sum_{i=0}^{\infty} F_{i}(1)\right)^{2}}
$$

If we calculate $\psi^{\prime \prime}(1)+\psi^{\prime}(1)-\left(\psi^{\prime}(1)\right)^{2}$, we can easily derive the desired result. This completes the proof.

Remark 1. Suppose that the random variables $X$ 's are $\{0,1\}$-valued. Then, by setting $p_{0}=q, p_{1}=p, p_{i}=0$ for $i=2,3, \ldots, k_{0}=r$ and $k_{1}=s$ in the formula for the mean in Proposition 2.1, we see that the corresponding mean is given by

$$
\frac{1}{1-\frac{p-p^{s}}{1-p^{s}}-\frac{q-q^{r}}{1-q^{r}}}=\frac{\left(1-p^{s}\right)\left(1-q^{r}\right)}{p q\left[1-\left(1-p^{s-1}\right)\left(1-q^{r-1}\right)\right]}
$$

This formula agrees with the formula in p. 303 of Feller (1957).
3. The second occurrence problem in the i.i.d. case

In this section, we consider the gpgf of the distribution of the waiting time for the occurrence of the second event among $\left\{E_{i}\right\}_{i=0}^{\infty}$. For each $i$ and $j$ satisfying $i \neq j, x_{i j}$ denotes the marker which means that the first occurring event is $E_{i}$ and the second occurring event is $E_{j}$ among $\left\{E_{i}\right\}_{i=0}^{\infty}$. Let $\phi=\phi(t)$ be the gpgf with markers $\left\{x_{i j}\right\}$ of the distribution of the waiting time. Let $\phi_{i j}$ be the gpgf of the conditional distribution of the waiting time given that we start with a run of $i$ of length $j$. Let $\phi^{(l)}$ be the gpgf of the conditional distribution of the waiting time given that the first occurring event is $E_{l}$ and $E_{l}$ has just occurred. Further, let $\phi_{i j}^{(l)}$ be the gpgf of the conditional distribution of the waiting time given that the first occurring event is $E_{l}$ and $E_{l}$ has already occurred and we are currently in a run of $i$ of length $j$.

Theorem 3.1. The gpgf $\phi$ of the distribution of the waiting time for the second occurring event can be written as

$$
\begin{equation*}
\phi(t)=\frac{\sum_{i=0}^{\infty} G_{i}(t) \frac{\sum_{j \neq i} G_{j}(t) x_{i j}}{1-t+\sum_{j \neq i} G_{j}(t)}}{1-t+\sum_{j=0}^{\infty} G_{j}(t)} \tag{3.1}
\end{equation*}
$$

Proof. From the definitions, $\phi, \phi_{i j}, \phi^{(l)}$ and $\phi_{i j}^{(l)}, i=0,1,2, \ldots$; $l=0,1,2, \ldots ; j=1,2, \ldots, k_{i}-1$ satisfy the following system of equations;

$$
\begin{aligned}
& \phi=\sum_{j=0}^{\infty} p_{j} t \phi_{j 1}, \\
& \phi_{i j}=p_{i} t \phi_{i, j+1}+\sum_{l \neq i} p_{l} t \phi_{l 1}, \quad i=0,1,2, \ldots ; j=1,2, \ldots, k_{i}-2, \\
& \phi_{i, k_{i}-1}=p_{i} t \phi^{(i)}+\sum_{l \neq i} p_{l} t \phi_{l 1}, \quad i=0,1,2, \ldots,
\end{aligned}
$$

and

$$
\begin{array}{ll}
\phi^{(i)}=\sum_{m=0}^{\infty} p_{m} t \phi_{m 1}^{(i)}, & i=0,1,2, \ldots, \\
\phi_{j l}^{(i)}=p_{j} t \phi_{j, l+1}^{(i)}+\sum_{m \neq j} p_{m} t \phi_{m 1}^{(i)}, & i, j=0,1,2, \ldots ; l=1,2, \ldots, k_{j}-2, \\
\phi_{j, k_{j}-1}^{(i)}=p_{j} t x_{i j}+\sum_{m \neq j} p_{m} t \phi_{m 1}^{(i)}, & i=0,1,2, \ldots ; j \neq i, \\
\phi_{i, k_{i}-1}^{(i)}=p_{i} t \phi^{(i)}+\sum_{m \neq i} p_{m} t \phi_{m 1}^{(i)}, & i=0,1,2, \ldots
\end{array}
$$

The former half of the system of equations includes only $\phi, \phi_{i j}$ and $\phi^{(i)}, i=$ $0,1,2, \ldots ; j=1,2, \ldots, k_{i}-1$ and has the same form as that of the previous
section if we replace $\phi^{(i)}$ by $x_{i}$ for each $i$. Therefore, by using Theorem 2.1, we have

$$
\begin{equation*}
\phi=\frac{\sum_{i=0}^{\infty} G_{i}(t) \phi^{(i)}}{1-t+\sum_{i=0}^{\infty} G_{i}(t)} \tag{3.2}
\end{equation*}
$$

The latter half of the system of equations includes only $\phi^{(i)}, \phi_{j, l}^{(i)}$ and $x_{i j}, i=$ $0,1,2, \ldots ; j=0,1,2, \ldots ; l=1,2, \ldots, k_{j}-1$ and has the same form as that in Section 1 if we replace $\phi^{(i)}$ and $\phi_{j, l}^{(i)}$ by $\phi$ and $\phi_{j, l}$, respectively. Hence, we have, from Theorem 2.1,

$$
\phi^{(i)}=\frac{\sum_{j \neq i} G_{j}(t) x_{i j}+G_{i}(t) \phi^{(i)}}{1-t+\sum_{j=0}^{\infty} G_{j}(t)}
$$

Thus, we obtain, for each $i=0,1,2, \ldots$,

$$
\begin{equation*}
\phi^{(i)}=\frac{\sum_{j \neq i} G_{j}(t) x_{i j}}{1-t+\sum_{j \neq i} G_{j}(t)} \tag{3.3}
\end{equation*}
$$

From equations (3.2) and (3.3), it holds that

$$
\phi=\frac{\sum_{i=0}^{\infty} G_{i}(t) \frac{\sum_{j \neq i} G_{j}(t) x_{i j}}{1-t+\sum_{j \neq i} G_{j}(t)}}{1-t+\sum_{j=0}^{\infty} G_{j}(t)}
$$

which completes the proof.
Remark 2. In the equation (3.1), setting $p_{0}=q, p_{1}=p, p_{m}=0$ for $m=$ $2,3, \ldots, x_{i j}=1, k_{0}=r$ and $k_{1}=s$, we have the equation (11) of Ebneshahrashoob and Sobel (1990), which is the pgf of the waiting time for the later event in the case of Bernoulli trials.

Since the pgf of the distribution is fortunately very simple, we can derive the mean waiting time for the second occurring event.

Proposition 3.1. The mean waiting time for the second occurrence is represented as

$$
\left(1+\sum_{i=0}^{\infty} \frac{1-p_{i}^{k_{i}}}{\frac{1}{p_{i}^{k_{i}}\left(1-p_{i}\right)}\left(\sum_{j=0}^{\infty} \frac{p_{j}^{k_{j}}\left(1-p_{j}\right)}{1-p_{j}^{k_{j}}}\right)-1}\right) /\left(\sum_{j=0}^{\infty} \frac{p_{j}^{k_{j}}\left(1-p_{j}\right)}{1-p_{j}^{k_{j}}}\right) .
$$

Proof. By setting $x_{i j}=1$ for every $i \neq j$ in (3.1), we have the pgf of the distribution given by

$$
\psi(t)=\frac{\sum_{i=0}^{\infty} G_{i}(t) \frac{\sum_{j \neq i} G_{j}(t)}{1-t+\sum_{j \neq i} G_{j}(t)}}{1-t+\sum_{j=0}^{\infty} G_{j}(t)}
$$

Noting that the derivative of the numerator can be written as

$$
\sum_{i=0}^{\infty}\left\{G_{i}^{\prime}(t) \frac{\sum_{j \neq i} G_{j}(t)}{1-t+\sum_{j \neq i} G_{j}(t)}+G_{i}(t) \frac{(1-t) \sum_{j \neq i} G_{j}^{\prime}(t)+\sum_{j \neq i} G_{j}(t)}{\left(1-t+\sum_{j \neq i} G_{j}(t)\right)^{2}}\right\}
$$

we obtain

$$
\begin{aligned}
& \psi^{\prime}(1) \\
& =\frac{\left(\sum_{i=0}^{\infty}\left(G_{i}^{\prime}(1)+\frac{G_{i}(1)}{\sum_{j \neq i} G_{j}(1)}\right)\right)\left(\sum_{j=0}^{\infty} G_{j}(1)\right)-\left(\sum_{i=0}^{\infty} G_{i}(1)\right)\left(-1+\sum_{j=0}^{\infty} G_{j}^{\prime}(1)\right)}{\left(\sum_{j=0}^{\infty} G_{j}(1)\right)^{2}} \\
& =\frac{\left(\sum_{i=0}^{\infty} G_{i}(1)\right)\left(1+\sum_{i=0}^{\infty} \frac{G_{i}(1)}{\sum_{j \neq i} G_{j}(1)}\right)}{\left(\sum_{j=0}^{\infty} G_{j}(1)\right)^{2}}=\frac{1+\sum_{i=0}^{\infty} \frac{G_{i}(1)}{\sum_{j=0}^{\infty} G_{j}(1)-G_{i}(1)}}{\sum_{j=0}^{\infty} G_{j}(1)} .
\end{aligned}
$$

This completes the proof.
4. The $r$-th occurrence problem in the i.i.d. case

Let $r$ be a positive integer greater than one. We consider the distribution of the waiting time for the occurrence of the $r$-th event among $\left\{E_{i}\right\}_{i=0}^{\infty}$. We use markers $x_{i}, x_{i j}, x_{i j l}, \ldots$ as in the previous sections; for example, the marker $x_{i j l}$ means that the first occurring event is $E_{i}$, the second event is $E_{j}$ and the third event is $E_{l}$. In this section, we denote by $\phi_{1}=\phi_{1}\left(t ; x_{i_{1}}, i_{1}=0,1,2, \ldots\right)$ the gpgf of the distribution of the waiting time for the first occurrence among $\left\{E_{i}\right\}_{i=0}^{\infty}$. In general, $\phi_{r}=\phi_{r}\left(t ; x_{i_{1}, i_{2}, \ldots, i_{r} ;} ; i_{1}, \ldots, i_{r}=0,1,2, \ldots\right)$ denotes the gpgf of the distribution of the waiting time for the $r$-th occurrence among the events $\left\{E_{i}\right\}_{i=0}^{\infty}$. From the meaning of our problem, if $j \neq l$, then $i_{j} \neq i_{l}$ holds. We set

$$
\begin{gathered}
\psi_{i_{1}, i_{2}, \ldots, i_{r-1}}\left(t ; x_{i_{1}, i_{2}, \ldots, i_{r-1}, l}, l \neq i_{1}, i_{2}, \ldots, i_{r-1}\right) \\
\equiv \frac{\sum_{l \neq i_{1}, i_{2}, \ldots, i_{r-1}} G_{l}(t) x_{i_{1}, i_{2}, \ldots, i_{r-1}, l}}{1-t+\sum_{l \neq i_{1}, i_{2}, \ldots, i_{r-1}} G_{l}(t)}
\end{gathered}
$$

Then, we have
Theorem 4.1. For each integer $r \geq 2$, it holds that

$$
\begin{aligned}
& \phi_{r}\left(t ; x_{i_{1}, i_{2}, \ldots, i_{r}}, i_{1}, \ldots, i_{r}=0,1,2, \ldots\right) \\
& \quad=\phi_{r-1}\left(t ; x_{i_{1}, i_{2}, \ldots, i_{r-1}}=\psi_{i_{1}, i_{2}, \ldots, i_{r-1}}\left(t ; x_{i_{1}, i_{2}, \ldots, i_{r-1}, l}\right)\right)
\end{aligned}
$$

The right hand side of this equation means the formula which is obtained by replacing every marker $x_{i_{1}, i_{2}, \ldots, i_{r-1}}$ in $\phi_{r-1}\left(t ; x_{i_{1}, i_{2}, \ldots, i_{r-1}}\right)$ by $\psi_{i_{1}, i_{2}, \ldots, i_{r-1}}\left(t ; x_{i_{1}, i_{2}, \ldots, i_{r-1}, l}\right)$.

Proof. Let $\phi_{i j}, \phi^{(l)}$ and $\phi_{i j}^{(l)}$ be the gpgf's of the conditional distributions defined in the previous section. Further, for each integer $m \leq r$, let $\phi^{\left(i_{1}, i_{2}, \ldots, i_{m}\right)}$ be the gpgf of the conditional distribution given that the $n$-th occurring event is $E_{i_{n}}$ for $n=1,2, \ldots, m$ and the event $E_{m}$ has just occurred. Let $\phi_{i j}^{\left(i_{1}, i_{2}, \ldots, i_{m}\right)}$ be the gpgf of the conditional distribution of the waiting time given that the $n$-th occurring event is $E_{i_{n}}$ for $n=1,2, \ldots, m$ and the event $E_{m}$ has already occurred and we are currently in a run of $i$ of length $j$. For the $(r-1)$-st occurrence problem, consider the system of equations for $\phi, \phi^{\left(i_{1}, \ldots, i_{m}\right)}, \phi_{i j}^{\left(i_{1}, \ldots, i_{m}\right)}, m=1,2, \ldots, r-1$ and markers $x_{i}, x_{i j}, \ldots$; the system of equations for $r=3$ was given in Section 3. If we replace every marker $x_{i_{1}, i_{2}, \ldots, i_{r-1}}$ by $\phi^{\left(i_{1}, i_{2}, \ldots, i_{r-1}\right)}$ in the system of equations and add the following system of equations;

$$
\begin{aligned}
\phi^{\left(i_{1}, i_{2}, \ldots, i_{r-1}\right)}= & \sum_{m=0}^{\infty} p_{m} t \phi_{m 1}^{\left(i_{1}, i_{2}, \ldots, i_{r-1}\right)}, \\
\phi_{i_{j}, l}^{\left(i_{1}, i_{2}, \ldots, i_{r-1}\right)}= & p_{i_{j}} t \phi_{i_{j}, l+1}^{\left(i_{1}, i_{2}, \ldots, i_{r-1}\right)}+\sum_{m \neq i_{j}} p_{m} t \phi_{m 1}^{\left(i_{1}, i_{2}, \ldots, i_{r-1}\right)}, \\
& j=1, \ldots, r-1 ; l=1,2, \ldots, k_{i_{j}}-2, \\
\phi_{i_{j}, k_{i_{j}}-1}^{\left(i_{1}, i_{2}, \ldots, i_{r-1}\right)}= & p_{i_{j}} t \phi^{\left(i_{1}, i_{2}, \ldots, i_{r-1}\right)}+\sum_{m \neq i_{j}} p_{m} t \phi_{m 1}^{\left(i_{1}, i_{2}, \ldots, i_{r-1}\right)}, \\
& j=1,2, \ldots, r-1, \\
\phi_{n, l}^{\left(i_{1}, i_{2}, \ldots, i_{r-1}\right)}= & p_{n} t \phi_{n, l+1}^{\left(i_{1}, i_{2}, \ldots, i_{r-1}\right)}+\sum_{m \neq n} p_{m} t \phi_{m 1}^{\left(i_{1}, i_{2}, \ldots, i_{r-1}\right)} \\
& n \neq i_{1}, \ldots, i_{r-1} ; l=1,2, \ldots, k_{n}-2, \\
& l=i_{n}, \\
\phi_{n, k_{n}-1}^{\left(i_{1}, i_{2}, \ldots, i_{r-1}\right)}= & p_{n} t x_{i_{1}, i_{2}, \ldots, i_{r-1}, n}+\sum_{m \neq n} p_{m} t \phi_{m 1}^{\left(i_{1}, i_{2}, \ldots, i_{r-1}\right)}, \\
& n \neq i_{1}, i_{2}, \ldots, i_{r-1},
\end{aligned}
$$

then the resulting system of equations becomes the system of equations for the $r$-th occurrence problem. Therefore, if we calculate $\phi^{\left(i_{1}, i_{2}, \ldots, i_{r-1}\right)}$ by solving the above added system of equations and replace every marker $x_{i_{1}, \ldots, i_{r-1}}$ in $\phi_{r-1}\left(t ; x_{i_{1}, i_{2}, \ldots, i_{r-1}}\right)$ by the solution, we obtain $\phi_{r}\left(t ; x_{i_{1}, i_{2}, \ldots, i_{r}}\right)$. We can indeed solve the above added part of the system independently and we have

$$
\phi^{\left(i_{1}, i_{2}, \ldots, i_{r-1}\right)}=\frac{\sum_{l \neq i_{1}, \ldots, i_{r-1}} G_{l}(t) x_{i_{1}, \ldots, i_{r-1}, l}+\phi^{\left(i_{1}, i_{2}, \ldots, i_{r-1}\right)} \sum_{j=1}^{r-1} G_{i_{j}}(t)}{1-t+\sum_{j=1}^{\infty} G_{j}(t)}
$$

and hence we obtain $\phi^{\left(i_{1}, i_{2}, \ldots, i_{r-1}\right)}=\psi_{i_{1}, i_{2}, \ldots, i_{r-1}}(t)$. This completes the proof.

## 5. A non i.i.d. case

Let $X_{1}, X_{2}, \ldots$ be a sequence of nonnegative integer valued random variables. As the previous sections, we are given a sequence $\left\{k_{j}\right\}_{j=0}^{\infty}$ of positive integers. Since we are interested in succession events such as runs of $j$ of length $k_{j}, j=$ $0,1,2, \ldots$, we think that the following probability law for the sequence must be most suitable. Let $\left\{p_{i}\right\}_{i=0}^{\infty}$ be a sequence of nonnegative real numbers satisfying $\sum_{i=0}^{\infty} p_{i}=1$. Further, we assume that for every $i=0,1,2, \ldots ; j=0,1, \ldots, k_{i}-1$ and $l=0,1,2, \ldots$, there exists a real number $p(i, j, l) \in[0,1]$ such that for every $i$ and $l, p(i, 0, l)=p_{l}$ holds and for every $i$ and $j, \sum_{l=0}^{\infty} p(i, j, l)=1$ holds. Suppose that the probability law of the sequence $X_{1}, X_{2}, \ldots$ are given by the following system of conditional distributions:

$$
\begin{aligned}
& P\left(X_{1}=l\right)=p_{l}, \quad l=0,1,2, \ldots, \\
& P\left(X_{x}=l \mid X_{x-1}=i, X_{x-2}=i, \ldots, X_{x-u}=i, X_{x-u-1}=i_{x-u-1}, \ldots, X_{1}=i_{1}\right) \\
& \quad=p(i, j, l)
\end{aligned}
$$

where $j=u-\left[u / k_{i}\right] \cdot k_{i} \quad$ and $\quad i_{x-u-1} \neq i$.

Remark 3. If for every $i, j$ and $l, p(i, j, l)=p_{l}$ holds, then $X_{x}$ and ( $X_{1}, \ldots, X_{x-1}$ ) are independent and the corresponding problem has already treated in the previous sections.

Remark 4. If we assume that $X$ 's are $\{0,1\}$-valued and let $k_{0}=1$ and $k_{1}=k$, then we get a binary sequence of order $k$ (cf. Aki (1985)).

Define $\left\{E_{j}\right\}_{j=0}^{\infty}, \phi, \phi_{i j}$ etc. as the previous sections. We shall investigate the distribution of the waiting time for the first occurrence of an event among $\left\{E_{j}\right\}_{j=0}^{\infty}$. From the definition, we see that $\phi$ and $\phi_{i j}, i=0,1,2, \ldots ; j=1, \ldots, k_{i}-1$ satisfy the system of equations:

$$
\begin{aligned}
& \phi=\sum_{j=0}^{\infty} p_{j} t \phi_{j 1}, \\
& \phi_{i j}=p(i, j, i) t \phi_{i, j+1}+\sum_{l \neq i} p(i, j, l) t \phi_{l 1} \\
& \quad i=0,1,2, \ldots ; j=1,2, \ldots, k_{i}-2, \\
& \phi_{i, k_{i}-1}=p\left(i, k_{i}-1, i\right) t x_{i}+\sum_{l \neq i} p\left(i, k_{i}-1, l\right) t \phi_{l 1} \\
& \quad i=0,1,2, \ldots
\end{aligned}
$$

As it is not easy to solve the system of equations, we assume that $X$ 's are $\{0,1,2, \ldots, m\}$-valued random variables, where $m$ is any fixed positive integer.

Then we can obtain the following equation from the above system of equations:

$$
B \cdot\left[\phi_{01}, \phi_{11}, \ldots, \phi_{m 1}\right]^{\prime}=\left[\begin{array}{c}
\left(\prod_{j=1}^{k_{0}-1} p(0, j, 0)\right) t^{k_{0}-1} x_{0} \\
\left(\prod_{j=1}^{k_{1}-1} p(1, j, 1)\right) t^{k_{1}-1} x_{1} \\
\vdots \\
\left(\prod_{j=1}^{k_{m}-1} p(m, j, m)\right) t^{k_{m}-1} x_{m}
\end{array}\right]
$$

where

$$
B=\left[\begin{array}{cccc}
1 & b_{01} & \cdots & b_{0 m} \\
b_{10} & 1 & \cdots & b_{1 m} \\
\vdots & \vdots & \vdots & \vdots \\
b_{m 0} & b_{m 1} & \cdots & 1
\end{array}\right]
$$

and

$$
b_{i j}= \begin{cases}1 & \text { if } i=j \\ -\sum_{l=1}^{k_{i}-1}\left(\prod_{n=1}^{l-1} p(i, n, i)\right) p(i, l, j) t^{l} & \text { if } i \neq j\end{cases}
$$

Consequently, we have
ThEOREM 5.1. The gpgf $\phi(t)$ of the distribution of the waiting time for the first occurrence is given by

$$
\phi(t)=\left(p_{0} t, \ldots, p_{m} t\right) B^{-1}\left[\begin{array}{c}
\left(\prod_{j=1}^{k_{0}-1} p(0, j, 0)\right) t^{k_{0}-1} x_{0} \\
\left(\prod_{j=1}^{k_{1}-1} p(1, j, 1)\right) t^{k_{1}-1} x_{1} \\
\vdots \\
\left(\prod_{j=1}^{k_{m}-1} p(m, j, m)\right) t^{k_{m}-1} x_{m}
\end{array}\right] .
$$

Similarly as in the i.i.d. case, we can get the gpgf of the distribution of the waiting time for the $r$-th occurrence.

In the rest of the section, we investigate the sooner and later problems for the binary sequence of order $k$ as an example of the non i.i.d. case. Here, $k$ is a fixed positive integer. Aki (1985) defined a binary sequence of order $k$ by extending Bernoulli trials. The sequence is suitable for considering succession events in practical situations where independence of the trials can not be assumed. The definition of the sequence is as follows:

Definition 1. A sequence $\left\{X_{i}\right\}_{i=0}^{\infty}$ of $\{0,1\}$-valued random variables is said to be a binary sequence of order $k$ if there exist a positive integer and $k$ real numbers $0<p_{1}, p_{2}, \ldots, p_{k}<1$ such that
(1) $X_{0}=0$ almost surely, and
(2) $P\left(X_{n}=1 \mid X_{0}=x_{0}, X_{1}=x_{1}, \ldots, X_{n-1}=x_{n-1}\right)=p_{j}$,
is satisfied for any positive integer $n$, where $j=r-[(r-1) / k] \cdot k$, and $r$ is the smallest positive integer which satisfies $x_{n-r}=0$.

Let $X_{1}, X_{2}, \ldots$ be a binary sequence of order $k$. We are interested in two events $E_{0}$ and $E_{1}$, where $E_{0}$ is the event that a run of " 0 " of length $r$ occurs and $E_{1}$ is the event that a run of " 1 " of length $k$ occurs in the sequence $X_{1}, X_{2}, \ldots$

First, we study the sooner waiting time problem. Let $y$ be the marker which represents the sooner (or the first) occurring event is $E_{0}$ and let $x$ be the marker which represents the sooner occurring event is $E_{1}$ in the sequence. Denote by $\phi=\phi(t)$ the gpgf of the distribution of the waiting time for the occurrence of the sooner event. Let $\phi_{i}$ be the gpgf of the conditional distribution of the waiting time given that we start with a run of " 1 " of length $i$ and let $\phi^{(j)}$ be the gpgf of the conditional distribution of the waiting time given that we start with a run of " 0 " of length $j$. From the definition, we have $\phi_{0}=\phi^{(0)}=\phi$. Then, $\phi_{0}, \phi_{1}, \ldots, \phi_{k-1}$, $\phi^{(1)}, \ldots$, and $\phi^{(r-1)}$ satisfy the following system of equations:

$$
\begin{array}{cc}
\phi_{0}=p_{1} t \phi_{1}+q_{1} t \phi^{(1)}, & \phi^{(1)}=p_{1} t \phi_{1}+q_{1} t \phi^{(2)}, \\
\phi_{1}=p_{2} t \phi_{2}+q_{2} t \phi^{(1)}, & \phi^{(2)}=p_{1} t \phi_{1}+q_{1} t \phi^{(3)}, \\
\vdots & \vdots \\
\phi_{k-2}=p_{k-1} t \phi_{k-1}+q_{k-1} t \phi^{(1)}, & \phi^{(r-2)}=p_{1} t \phi_{1}+q_{1} t \phi^{(r-1)}, \\
\phi_{k-1}=p_{k} t x+q_{k} t \phi^{(1)}, & \phi^{(r-1)}=p_{1} t \phi_{1}+q_{1} t y,
\end{array}
$$

where $q_{j}=1-p_{j}, j=1,2, \ldots, k$. By solving the above system of equations, we have

$$
\phi=\frac{p_{1} p_{2} \cdots p_{k} q_{1} t^{k+1} x \sum_{j=0}^{r-1}\left(q_{1} t\right)^{j}+q_{1}^{r} t^{r} y \sum_{i=1}^{k} p_{1} \cdots p_{i-1} q_{i} t^{i}}{\left(1-\sum_{j=0}^{r-1}\left(q_{1} t\right)^{j}\right)\left(\sum_{i=1}^{k} p_{1} \cdots p_{i-1} q_{i} t^{i}\right)+\sum_{j=1}^{r}\left(q_{1} t\right)^{j}}
$$

where we mean that $p_{1} \cdots p_{i-1}=1$ for $i=1$. Setting $x=y=1$ in the equation and letting $r \rightarrow \infty$, we obtain

$$
\phi \rightarrow \frac{p_{1} \cdots p_{k} t^{k}}{1-\sum_{i=1}^{k} p_{1} \cdots p_{i-1} q_{i} t^{2}}
$$

This limit agrees with the pgf of the extended geometric distribution of order $k$ (cf. Aki (1985)).

Next, we study the later waiting time problem. We will get the gpgf of the distribution of the waiting time for the later occurring event in the sequence $X_{1}, X_{2}, \ldots$ We denote by $y$ the marker which means that the event $E_{0}$ occurs later and we denote by $x$ the marker which means the event $E_{1}$ occurs later. Let $\phi=\phi(t)$ be the gpgf which includes the markers $x$ and $y$. For $i=0,1, \ldots, k-1$,
let $\phi_{i}$ be the gpgf of the conditional distribution of the waiting time given that we start with a run of " 1 " of length $i$. For $j=0,1, \ldots, r-1$, let $\phi^{(j)}$ be the gpgf of the conditional distribution of the waiting time given that we start with a run of " 0 " of length $j$. For $i=0,1, \ldots, k-1$, let $\psi_{i}$ be the gpgf of the conditional distribution of the waiting time given that the first occurring event is $E_{1}$ and $E_{1}$ has already occurred and we are currently in a run of " 1 " of length $i$. For $j=0,1, \ldots, r-1$, let $\psi^{(j)}$ be the gpgf of the conditional distribution given that the first occurring event is $E_{1}$ and $E_{1}$ has already occurred and we are currently in a run of " 0 " of length $j$. Further, for $i=0,1, \ldots, k-1$, let $\xi_{i}$ be the gpgf of the conditional distribution given that the first occurring event is $E_{0}$ and $E_{0}$ has already occurred and we are currently in a run of " 1 " of length $i$ and for $j=0,1, \ldots, r-1$, let $\xi^{(j)}$ be the gpgf of the conditional distribution given that the first occurring event is $E_{0}$ and $E_{0}$ has already occurred and we are currently in a run of " 0 " of length $j$. From the definition, we can note that $\phi=\phi_{0}=\phi^{(0)}$, $\psi_{0}=\psi^{(0)}, \xi_{0}=\xi^{(0)}$ and $\xi^{(0)}=\xi^{(1)}=\cdots=\xi^{(r-1)}$. For the moment, we assume that $k \geq 2$ and $r \geq 2$. Then, $\phi_{0}, \ldots, \phi_{k-1}, \phi^{(0)}, \ldots, \phi^{(r-1)}, \psi_{0}, \ldots, \psi_{k-1}$, $\psi^{(1)}, \ldots, \psi^{(r-1)}, \xi^{(0)}, \xi_{1}, \ldots, \xi_{k-1}$ satisfy the following equations:

$$
\psi_{1}=p_{2} t \psi_{2}+q_{2} t \psi^{(1)}
$$

$$
\begin{align*}
\phi_{0} & =p_{1} t \phi_{1}+q_{1} t \phi^{(1)} \\
\phi_{1} & =p_{2} t \phi_{2}+q_{2} t \phi^{(1)} \\
\phi_{2} & =p_{3} t \phi_{3}+q_{3} t \phi^{(1)}  \tag{5.1}\\
& \vdots \\
& \\
\phi_{k-2} & =p_{k-1} t \phi_{k-1}+q_{k-1} t \phi^{(1)} \\
\phi_{k-1} & =p_{k} t \psi_{0}+q_{k} t \phi^{(1)}
\end{align*}
$$

$$
\psi_{0}=p_{1} t \psi_{1}+q_{1} t \psi^{(1)}
$$

$$
\begin{equation*}
\psi_{2}=p_{3} t \psi_{3}+q_{3} t \psi^{(1)} \tag{5.2}
\end{equation*}
$$

$$
\psi_{k-2}=p_{k-1} t \psi_{k-1}+q_{k-1} t \psi^{(1)}
$$

$$
\psi_{k-1}=p_{k} t \psi_{0}+q_{k} t \psi^{(1)}
$$

$$
\begin{aligned}
\psi^{(1)} & =p_{1} t \psi_{1}+q_{1} t \psi^{(2)} \\
\psi^{(2)} & =p_{1} t \psi_{1}+q_{1} t \psi^{(3)}
\end{aligned}
$$

$$
\begin{align*}
\psi^{(r-2)} & =p_{1} t \psi_{1}+q_{1} t \psi^{(r-1)}  \tag{5.3}\\
\psi^{(r-1)} & =p_{1} t \psi_{1}+q_{1} t y
\end{align*}
$$

$$
\begin{align*}
\phi^{(0)} & =p_{1} t \phi_{1}+q_{1} t \phi^{(1)} \\
\phi^{(1)} & =p_{1} t \phi_{1}+q_{1} t \phi^{(2)} \\
\phi^{(2)} & =p_{1} t \phi_{1}+q_{1} t \phi^{(3)}  \tag{5.4}\\
& \vdots \\
\phi^{(r-2)} & =p_{1} t \phi_{1}+q_{1} t \phi^{(r-1)} \\
\phi^{(r-1)} & =p_{1} t \phi_{1}+q_{1} t \xi^{(0)}
\end{align*}
$$

$$
\begin{equation*}
\xi^{(0)}=p_{1} t \xi_{1}+q_{1} \xi^{(0)} \tag{5.5}
\end{equation*}
$$

$$
\begin{aligned}
& \xi_{1}=p_{2} t \xi_{2}+q_{2} t \xi^{(1)} \\
& \xi_{2}=p_{3} t \xi_{3}+q_{3} t \xi^{(1)}
\end{aligned}
$$

$$
\begin{align*}
\xi_{k-2} & =p_{k-1} t \xi_{k-1}+q_{k-1} t \xi^{(1)}  \tag{5.6}\\
\xi_{k-1} & =p_{k} t x+q_{k} t \xi^{(1)}
\end{align*}
$$

If we can solve these equations, we get the gpgf $\phi$ of the distribution. Here we show how to solve them. From (5.3), we have

$$
\begin{equation*}
\psi^{(1)}=\left(\sum_{i=0}^{r-2} q_{1}^{i} p_{1} t^{i+1}\right) \psi_{1}+q_{1}^{r-1} t^{r-1} y \tag{5.7}
\end{equation*}
$$

From (5.2) and (5.1), we get, respectively,

$$
\begin{equation*}
\psi_{0}=p_{1} \cdots p_{k} t^{k} \psi_{0}+\psi^{(1)}\left(\sum_{i=1}^{k} p_{1} \cdots p_{i-1} q_{i} t^{i}\right) \tag{5.8}
\end{equation*}
$$

and

$$
\begin{equation*}
\phi_{0}=p_{1} \cdots p_{k} t^{k} \psi_{0}+\phi^{(1)}\left(\sum_{i=1}^{k} p_{1} \cdots p_{i-1} q_{i} t^{i}\right) \tag{5.9}
\end{equation*}
$$

By substituting $\psi_{0}=p_{1} t \psi_{1}+q_{1} t \psi^{(1)}$ into the equations (5.8) and (5.9), we have, respectively,

$$
\begin{equation*}
\left(1-p_{1} \cdots p_{k} t^{k}\right)\left(p_{1} t \psi_{1}+q_{1} t \psi^{(1)}\right)=\psi^{(1)}\left(\sum_{i=1}^{k} p_{1} \cdots p_{i-1} q_{i} t^{i}\right) \tag{5.10}
\end{equation*}
$$

and

$$
\begin{equation*}
\phi_{0}=p_{1} \cdots p_{k} t^{k}\left(p_{1} t \psi_{1}+q_{1} t \psi^{(1)}\right)+\phi^{(1)}\left(\sum_{i=1}^{k} p_{1} \cdots p_{i-1} q_{i} t^{i}\right) \tag{5.11}
\end{equation*}
$$

By substituting the equation (5.7) into the equation (5.10), we can obtain
(5.12) $\quad \psi_{1}=$

$$
\frac{q_{1}^{r-1} t^{r-1} y\left\{\left(\sum_{i=2}^{k} p_{1} \cdots p_{i-1} q_{i} t^{i}\right)+p_{1} \cdots p_{k} q_{1} t^{k+1}\right\}}{\left(1-p_{1} \cdots p_{k} t^{k}\right) p_{1} t-\left\{\left(\sum_{i=2}^{k} p_{1} \cdots p_{i-1} q_{i} t^{i}\right)+p_{1} \cdots p_{k} q_{1} t^{k+1}\right\}\left(\sum_{i=0}^{r-2} q_{1}^{i} p_{1} t^{i+1}\right)}
$$

By (5.12) and (5.7), we see that

$$
\begin{align*}
& \quad \psi^{(1)}=q_{1}^{r-1} t^{r-1} y+  \tag{5.13}\\
& \frac{q_{1}^{r-1} t^{r-1} y\left\{\left(\sum_{i=2}^{k} p_{1} \cdots p_{i-1} q_{i} t^{i}\right)+p_{1} \cdots p_{k} q_{1} t^{k+1}\right\}\left(\sum_{i=0}^{r-2} q_{1}^{i} p_{1} t^{i+1}\right)}{\left(1-p_{1} \cdots p_{k} t^{k}\right) p_{1} t-\left\{\left(\sum_{i=2}^{k} p_{1} \cdots p_{i-1} q_{i} t^{i}\right)+p_{1} \cdots p_{k} q_{1} t^{k+1}\right\}\left(\sum_{i=0}^{r-2} q_{1}^{i} p_{1} t^{i+1}\right)}
\end{align*}
$$

On the other hand, from (5.6) and (5.4), we have, respectively,

$$
\begin{equation*}
\xi_{1}=p_{2} \cdots p_{k} t^{k-1} x+\xi^{(1)}\left(\sum_{i=2}^{k} p_{2} \cdots p_{i-1} q_{i} t^{i-1}\right) \tag{5.14}
\end{equation*}
$$

and

$$
\begin{equation*}
\phi^{(0)}=\left(\sum_{i=0}^{r-1} q_{1}^{i} p_{1} t^{i+1}\right) \phi_{1}+q_{1}^{r} t^{r} \xi^{(0)} \tag{5.15}
\end{equation*}
$$

Noting that $\xi^{(0)}=\xi^{(1)}$, from (5.14) and (5.5), we see

$$
\begin{equation*}
\xi^{(0)}=\frac{p_{1} \cdots p_{k} t^{k} x}{1-\sum_{i=1}^{k} p_{1} \cdots p_{i-1} q_{i} t^{i}} \tag{5.16}
\end{equation*}
$$

Consequently, we can calculate $\phi$ from equations $\phi_{0}=\phi^{(0)}, \phi_{0}=p_{1} t \phi_{1}+q_{1} t \phi^{(1)}$, (5.11), (5.12), (5.13), (5.15) and (5.16). In fact, by substituting the equation $\phi_{0}=p_{1} t \phi_{1}+q_{1} t \phi^{(1)}$ into (5.11) and (5.15), we get

$$
\begin{equation*}
p_{1} t \phi_{1}=p_{1} \cdots p_{k} t^{k}\left(p_{1} t \psi_{1}+q_{1} t \psi^{(1)}\right)+\left(\sum_{i=2}^{k} p_{1} \cdots p_{i-1} q_{i} t^{i}\right) \phi^{(1)} \tag{5.17}
\end{equation*}
$$

and

$$
\begin{equation*}
q_{1} t \phi^{(1)}=\left(\sum_{i=1}^{r-1} q_{1}^{i} p_{1} t^{i+1}\right) \phi_{1}+q_{1}^{r} t^{r} \xi^{(0)} \tag{5.18}
\end{equation*}
$$

Putting (5.17) and (5.18) together, we have

$$
\phi_{1}=\frac{p_{1} \cdots p_{k} t^{k}\left(p_{1} t \psi_{1}+q_{1} t \psi^{(1)}\right)+q_{1}^{r-1} t^{r-1}\left(\sum_{i=2}^{k} p_{1} \cdots p_{i-1} q_{i} t^{i}\right) \xi^{(0)}}{p_{1} t-\left(\sum_{i=2}^{k} p_{1} \cdots p_{i-1} q_{i} t^{i}\right)\left(\sum_{i=1}^{r-1} q_{1}^{r-1} p_{1} t^{i}\right)}
$$

Therefore, substituting into (5.15), we obtain
$\phi(t)=q_{1}^{r} t^{r} \xi^{(0)}+$

$$
\frac{\left(\sum_{i=0}^{r-1} q_{1}^{i} p_{1} t^{i+1}\right)\left\{p_{1} \cdots p_{k} t^{k}\left(p_{1} t \psi_{1}+q_{1} t \psi^{(1)}\right)+q_{1}^{r-1} t^{r-1}\left(\sum_{i=2}^{k} p_{1} \cdots p_{i-1} q_{i} t^{i}\right) \xi^{(0)}\right\}}{p_{1} t-\left(\sum_{i=2}^{k} p_{1} \cdots p_{i-1} q_{i} t^{i}\right)\left(\sum_{i=1}^{r-1} q_{1}^{r-1} p_{1} t^{i}\right)}
$$

where $\psi_{1}, \psi^{(1)}$ and $\xi^{(0)}$ were given by (5.12), (5.13) and (5.16), respectively.
Next, we consider the case that $r=1$. The corresponding equations to (5.1)(5.6) are as follows:

$$
\begin{gather*}
\phi_{0}=p_{1} t \phi_{1}+q_{1} t \xi^{(0)}, \\
\phi_{1}=p_{2} t \phi_{2}+q_{2} t \xi^{(0)},  \tag{5.19}\\
\vdots \\
\phi_{k-1}=p_{k} t \psi_{0}+q_{k} t \xi^{(0)}, \\
\psi_{0}=p_{1} t \psi_{1}+q_{1} t y, \\
\psi_{1}=p_{2} t \psi_{2}+q_{2} t y,  \tag{5.20}\\
\vdots \\
\psi_{k-1}=p_{k} t \psi_{0}+q_{k} t y, \\
\xi^{(0)}=p_{1} t \xi_{1}+q_{1} t \xi^{(0)},  \tag{5.21}\\
\xi_{1}=p_{2} t \xi_{2}+q_{2} t \xi^{(0)}, \\
\vdots \\
\xi_{k-1}=p_{k} t x+q_{k} t \xi^{(0)} .
\end{gather*}
$$

By (5.19), we get

$$
\begin{equation*}
\phi_{0}=p_{1} \cdots p_{k} t^{k} \psi_{0}+\xi^{(0)}\left(\sum_{i=1}^{k} p_{1} \cdots p_{i-1} q_{i} t^{i}\right) \tag{5.22}
\end{equation*}
$$

The equations (5.20) and (5.21) imply, respectively,

$$
\psi_{0}=\frac{y\left(\sum_{i=1}^{k} p_{1} \cdots p_{i-1} q_{i} t^{i}\right)}{1-p_{1} \cdots p_{k} t^{k}}
$$

and

$$
\xi^{(0)}=\frac{p_{1} \cdots p_{k} t^{k} x}{1-\sum_{i=1}^{k} p_{1} \cdots p_{i-1} q_{i} t^{i}} .
$$

Consequently, by substituting these equations into (5.22), we obtain

$$
\phi(t)=\frac{y p_{1} \cdots p_{k} t^{k}\left(\sum_{i=1}^{k} p_{1} \cdots p_{i-1} q_{i} t^{i}\right)}{1-p_{1} \cdots p_{k} t^{k}}+\frac{x p_{1} \cdots p_{k} t^{k}\left(\sum_{i=1}^{k} p_{1} \cdots p_{i-1} q_{i} t^{i}\right)}{1-\sum_{i=1}^{k} p_{1} \cdots p_{i-1} q_{i} t^{i}} .
$$
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