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A b s t r a c t .  Let X1, X2 , . . .  be a sequence of nonnegative integer valued ran- 
dom variables. For each nonnegative integer i, we are given a positive integer 
ki. For every i ---- 0, 1, 2 , . . . ,  Ei denotes the event that  a run o f / o f  length ki oc- 
curs in the sequence X1, X2, . . . .  For the sequence X1, X 2 , . . . ,  the generalized 
pgf's of the distributions of the waiting times until the r- th occurrence among 
the events {Ei}i~=0 are obtained. Though our situations are general, the results 
are very simple. For the special cases that  X ' s  are i.i.d, and {0, 1}-valued, the 
corresponding results are consistent with previously published results. 

Key words and phrases: Sooner and later problems, generalized probability 
generating function, discrete distributions, binary sequence of order k. 

I. Introduction 

Let X1, ) ( 2 , . . .  be  a sequence of nonnegat ive  integer valued r a n d o m  variables.  
For the  moment ,  we also assume tha t  the  r a n d o m  variables  are independent  and  
identically dis t r ibuted.  Let  Pi = P(X1 -- i), i -- 0, 1, 2, . . . .  Suppose t h a t  a 
sequence of posi t ive integers {ki}i~0 is given. For every i -- 0, 1, 2 , . . . ,  we denote  
by  Ei the  event  tha t  a run  of i of length ki occurs in the  sequence X1, X 2 , . . . .  
First ,  we s tudy  the  wai t ing t ime  until at  least one of the  events {Ei}i~=o occurs. 

• O¢)  Next,  we invest igate  the  wai t ing t ime for the  second occurrence among  {E,}i= o. 
Here, "the second occurrence" means  the  occurrence of ano ther  event except ing 

O 0  the  first event  among  the  events  {Ei}i=0. 

In general, the  d is t r ibut ion of the  wai t ing t ime  for the r - t h  occurrence of the  
event  a m o n g  {Ei}i~0 is considered. Further ,  we t rea t  the  corresponding problems 
when the  condit ion t ha t  the  r a n d o m  variables  are independent  and  identically 
d i s t r ibu ted  is widely relaxed. The  general formulas  for the generalized probabi l i ty  
genera t ing  functions of the  dis t r ibut ions of the  wai t ing t imes are obtained.  As a 
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special case, the problem corresponding to the binary sequence of order k (cf. Aki 
(1985)) is treated. 

Ebneshahrashoob and Sobel (1990) solved this type of problem when the se- 
quence X1, X2, . . .  is constructed from Bernoulli trials, that is, X's  are i.i.d, and 
{0, 1 }-valued random variables. They noted that the limiting distribution becomes 
the geometric distribution of order kl when k0 tends to infinity in the situation. 
For the discrete distributions of order k, see, for example, Philippou et al. (1983), 
Aki et al. (1984) and Philippou (1986). The discrete distributions of order k, which 
are related to a succession event such as consecutive k successes in Bernoulli tri- 
Ms, have interesting applications. For example, we can mention applications of the 
binomial and extended binomial distributions of order k to the reliability of the 
consecutive-k-out-of-n: F system (cf. Aki (1985) and Aki and Hirano (1989)). Our 
situations in the paper can treat not only the previous examples but also finite (or 
infinite) succession events simultaneously. Further, more practical approach can 
be done, because we do not necessarily require the underlying sequence (of trials) 
to be independent or identically distributed. Ling (1990) studied the distribution 
of the waiting time for the first occurrence among E's  when X's  are i.i.d, and finite 
valued random variables and all the k's have the same value. 

Our results in this paper are not only general and new but also very simple 
compared with the results in the previously published papers, though our situa- 
tions are extensively general. For the derivation of the main part of the results, 
we used the method of generalized pgf (cf. Ebneshahrashoob and Sobel (1990)). 

2. The first occurrence problem in the i.i.d, c a s e  

Let Xi,  X2, . . .  be a sequence of nonnegative integer valued i.i.d, random vari- 
k ables. The sequence { i}i=0 is a given sequence of positive integers. Let p~ and Ei 

for every i = 0, 1, 2 , . . .  be the probability and the event, respectively, described in 
Section 1. In this section, we consider the distribution of the waiting time for the 

E o¢ first occurrence of an event among { i}i=0. We derive a generalized probability 
generating function (gpgf) by adding markers xi, i = 0, 1, . . . .  Here, for each i, xi 
represents that the first occurring event among {Ej  }~=0 is Ei. Denote by ¢ = ¢(t) 
the gpgf of the distribution of the waiting time for the occurrence of the first event 
among {Ej}~= o. We set 

and 

c (t) = 
(pit) k' (1 - pit) 

i - 

- ( p , t )  k` 
F i ( t )  - 1 - ( p i t )  ' i = O, 1 ,  2 ,  . . . .  

THEOREM 2.1. The gpgf ¢(t) is given by 

E %o a (t)x  
¢(t)  = 
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PROOF. Let ¢ij be the gpgf of the conditional distribution of the waiting 
time given that  we start with a run of i of length j .  If we assume that k~ _> 2, 
i = 0, 1 ,2 , . . . ,  then ¢ and ¢ij, i = 0, 1 ,2 , . . . ;  j = 1 , 2 , . . . , k i - 1  satisfy the system 
of equations: 

o o  

¢ =- E p j t C j l ,  
j=0 

¢~j = p i t ¢ i , j + l  + E p # @ l  , i = 0 , 1 , 2 , . . . ;  j = l , 2 , . . . , k ~ - 2 ,  
l#i 

¢i,ki-À = p i t x i  + E p l t ¢ l l ,  i = O, 1, 2, . . . .  
l¢i 

From these equations, we have, for each i = 0, 1, 2 , . . . ,  

1 - (p i t )  k ' - I  
¢i l  = (Pit)ki-- lxi  + (¢ - -P i t¢ i l )  

1 - p i t  

These equations immediately imply 

( 1  - p # ) ( p i t )  k ' - I  1 - (p i t )  k ' - I  
@1 = 1 - ( p # ) k ,  x i  + 1 -- (p i t )  k, ¢ '  i = O, 1, 2, . . . .  

By summing both sides of the equations after multiplying p i t ,  we have 

(pit)~' (1 - pit) x ~ ,  p±t_ _--_ (p#)~, 
¢ = ~ 1 -  (pit)~ ~ + ¢ ~  1 -  (p#)~, " i=0 i=0 

This completes the proof. 

o ~  
Noting that t = Y~i=o p i t ,  we have that 

t - ~  p±t-(pit)k, _ ~ (pit)~,(1-pit) 
z._., 1 - (p i t )  k' - l ~ - ~ i t - ~  ' 
i = O  i = O  

and hence we can rewrite ¢(t) as 

E%0 v,(t)xi 
¢(t)  = 1 - - - ; ~ - ~ " ~ ( t ) "  

By setting xi = 1 for i = 0, 1 ,2 , . . .  in the equation in Theorem 2.1, we have the 
ordinary pgf of the distribution of the waiting time represented as 

E i ~ = o G i ( t )  
¢ ( t )  = 1 - E ~ % o  F i ( t ) "  
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Therefore, we can rewrite ¢ ( t )  as 

¢ ( t )  = 
t - E %o (t) 
1 - Ei~=o Fi (t) 

o r  
t - 1  

¢( t )  = 1 + 
1 - )-~.i~=o Fi(t)" 

PROPOSITION 2.1. The mean and variance of the distribution of the waiting 
time for the occurrence of the first event among {Ei}i~o are given, respectively, 
as 

and 

1 1 - E  p-i - p~' - ~ 7  
i=0 1 - Pi 

_p~k,  + (2k i  - l ) p  k , + l  _ (2k i  - 1 ) p ~ '  + P i  

i=0 ( 1 - P ~  ')2 

--~ t~i - -  lu i  

i = 0  I - -  Pi 

PROOF. By differentiating ¢( t )  w.r.t, t, we have 

¢ ' ( t )  = (1 - E ~ 0  Fi ( t ) )+  ( t -  1 ) E ~ o  Fi( t )  
(1 - )-~-~o Fi(t)) 2 

Lett ing t = 1 in the equation, we have the mean of the distr ibution given by 

1 

1 - Ei%o Fi(1) " 

By differentiating ~( t )  twice w.r.t, t and letting t = 1, we obtain 

2 F (1) ~"(1)  = )--~i=o 
(1 - Ei%0 Fi(1)) 2" 

If we calculate ¢"(1)  + ~ ( 1 )  - (¢~(1)) 2, we can easily derive the desired result. 
This completes the proof. 

Remark 1. Suppose that  the random variables X ' s  are {0, 1}-valued. Then, 
by sett ing Po = q, Pl -- P, Pi = 0 for i = 2, 3 , . . . ,  ko -- r and kl = s in the formula 
for the mean in Proposi t ion 2.1, we see that  the corresponding mean is given by 

1 (1 - pS)(1 - q~) 
p _ p S  q _ q r  p q [ l _ ( l _ p S _ l ) ( l _ q r _ l )  ] 

1 
1 - pS 1 - q~ 

This formula agrees with the formula in p. 303 of Feller (1957). 
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3. The second occurrence problem in the i.i.d, case 

In this section, we consider the gpgf of the distribution of the waiting time 
for the occurrence of the second event among {Ei}i~0. For each i and j satisfying 
i ~ j ,  xij denotes the marker which means that the first occurring event is Ei and 
the second occurring event is Ej among {Ei}~=0. Let ¢ = ¢(t) be the gpgf with 
markers {x~j } of the distribution of the waiting time. Let ¢~j be the gpgf of the 
conditional distribution of the waiting time given that  we start with a run of i of 
length j .  Let ¢(t) be the gpgf of the conditional distribution of the waiting time 
given that the first occurring event is Et and Et has just occurred. Further, let 

¢!() be the gpgf of the conditional distribution of the waiting time given that the ~3 
first occurring event is JEt and E1 has already occurred and we are currently in a 
run of i of length j .  

THEOREM 3.1. The gpgf ¢ of the distribution of the waiting time for the 
second occurring event can be written as 

(3.1) ¢(t) = 

t Gj(t)z j 

1 - t + E j = o  Gj (t) 

PROOF. Prom the definitions, ¢, ¢ij, ¢(t) and d~!( ) i = 0,1,2, ; 
l -- 0, 1, 2 , . . .  ; j = 1, 2 , . . . ,  ki - 1 satisfy the following system of equations; 

¢ = E P j t C j l ,  
j=O 

¢ i j  -~- pit¢i,j+x + E p t t C t l ,  i = 0, 1, 2 , . . .  ; j = 1, 2 , . . . ,  ki - 2, 

¢i,k~-i = pi t¢ (i) + E P ~ t C a ,  i = O, 1, 2 , . . .  , 
l ¢ i  

and 

oo 

m ~ 0  

j l  - -  Y3~wj,/+l + 
mCj 

¢(i) 
j,kj-1 = pj txi j  + E - "~(~) P m  bq) m i ' 

r~#y 
¢(~1 i,k~-i = Pit¢ (i) + E - ,a(i) t ) m  b q ) m l  , 

m ~ i  

i -- 0, 1,2, . . .  , 

i , j = O ,  1 , 2 , . . . ;  / = l , 2 , . . . , k j - 2 ,  

i = 0 , 1 , 2 , . . . ;  j ¢ i ,  

i - - 0 , 1 , 2 , . . . .  

The former half of the system of equations includes only ¢, ¢ij and ¢(i), i = 
0, 1, 2 , . . .  ; j = 1, 2 , . . . ,  ki - 1 and has the same form as that of the previous 
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which completes the proof. 

section if we replace ¢(i) by xi for each i. Therefore, by using Theorem 2.1, we 
have 

(3.2) ¢ = E,~=o G~(t)¢(0 
1 - t + E,~=o Gi(t)" 

The latter half of the system of equations includes only ,('), and x,j ,  i - -  

0, 1, 2 , . . .  ; j = 0, 1, 2 , . . .  ; 1 = 1, 2 , . . . ,  kj - 1 and has the same form as that in 

Section 1 if we replace ¢(i) and ¢(0 by ¢ and Cj,l, respectively. Hence, we have, j , l  
from Theorem 2.1, 

¢(i) = ~-~j#~ Gj(t)xij + Gi(t)¢ (/) 

1 - t + Ej=o cat) 
Thus, we obtain, for each i = 0, 1, 2 , . . . ,  

(3.3) ¢(~) = E j # i  Gj (t)xij 
1 - t + E j ~  Cj (t)' 

From equations (3.2) and (3.3), it holds that 

E j ~  c~ (t)x~ 
E,%o G,(t) 1 _ _ - ~ ¥ ~ ( t )  

1 - t + }-'~j=o Gj (t) 

Remark 2. In the equation (3.1), setting P0 = q, Pl ----  P, Pm = 0 for m = 
2, 3 , . . . ,  xij = 1, k0 = r and kl = s, we have the equation (11) of Ebneshahrashoob 
and Sobel (1990), which is the pgf of the waiting time for the later event in the 
case of Bernoulli trials. 

Since the pgf of the distribution is fortunately very simple, we can derive the 
mean waiting time for the second occurring event. 

PROPOSITION 3.1. 

resented as 

1 +  
i=0 

The mean waiting time for the second occurrence is rep- 

1 - P ~ '  ( ~ Pk_J(1--_PJ)~ j=o 1----pj ~j " 
- - - - -  ~-~j=o k~ - 1 

p/ (1 - pi) 1 - P 5  ] 

PROOF. By setting xij = 1 for every i ¢ j in (3.1), we have the pgf of the 
distribution given by 

E j ~  G~(t) 
}-~=o Gi(t) 1 - t + ~ j ~  Gj(t) 

¢(t) = 
1 - t + }--~j=o Gj (t) 
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Noting that the derivative of the numerator can be written as 

~ {  Ej,,, aj(t) 
~=° . a ; ( t )  1 - t + E~e~  Gj(t )  + a , ( t )  

(1 - t) E~, , ,  c~(t)  + E j ~ ,  a j ( t )  l ,  
(1 - - i +  E j # ~ a j ( t ) )  2 Y 

we obtain 

¢'(1) 

( ( G i ( I )  ) )  (j.,=~ 0 ) ( o c ) (  o o  
~=o ~ G:(1) + ~ G~(1) a~(1) - i__~oGi(1) -1 + j~=oGj(1)~/ 

( ) ~ G~(1) 1 + ~  ~ Gi(1) 
a~(1) 1 + E aj(----1) ~--0 E aj(1) a i ( l )  

0 Gj(1 ~ Gj(1) 
j=o 

This completes the proof. 

4. The r - th occurrence problem in the i.i.d, case 

Let r be a positive integer greater than one. We consider the distribution 
E c~ of the waiting time for the occurrence of the r-th event among { i}i=0. We use 

markers x i ,  x i j ,  x i j l , . . ,  as in the previous sections; for example, the marker x~jl 
means that the first occurring event is Ei, the second event is Ej and the third 
event is Ez. In this section, we denote by ¢1 = ¢ l ( t ; x i l , i l  = 0, 1,2,. . .)  the gpgf 

• C O  of the distribution of the waiting time for the first occurrence among {Ei}i=o. 
In general, ¢~ = ¢~(t;xi~# 2 ..... i ~ ; i l , . . . , i r  = 0,1,2, . . . )  denotes the gpgf of the 
distribution of the waiting time for the r-th occurrence among the events {Ei}i~0. 
From the meaning of our problem, if j ¢ l, then i j  7 L it holds. We set 

¢i~,is ..... ir_l(t; xi~,is ..... i~_~,l, l 7~ i l , i2 , . . . , i~-1)  
_ ~-,l#i~,i~ ..... ~_~ G l ( t ) x h # 2  ..... ~_~,l 

- 1 - t + ~#~,...#~_~ G~(t) 

Then, we have 

THEOREM 4.1. For  each in teger  r >_ 2, i t  holds that  

Cr(t;xil,~2 ..... ~ r , i l , ' ' ' , i r = 0 , 1 , 2 ' ' ' ' )  
= ¢~- l ( t ;x~ l ,~  ..... ~r-1 = ¢~1#s ..... ~r_l(t;x~,,~ ..... ~r-l,~))- 
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The  r ight  h a n d  s ide  o f  th is  equa t ion  m e a n s  
by rep lac ing  every  m a r k e r  xi~,i~ ..... i~_ ~ 

¢~,i~ ..... ~_~(t; x~,is ..... ~_~,~). 

the  f o r m u l a  w h ich  is ob ta ined  
in  ¢, -1  (t; xi~,i~ ..... i~_~) by 

PROOF. Let ¢ij,  ¢(1) and o5!1. ) be the gpgf's of the conditional distributions 

defined in the previous section. Further,  for each integer m < r, let ¢(i~,i2 ..... i~)  
be the gpgf of the conditional distribution given tha t  the n- th  occurring event is 

E i ,  for n -- 1, 2, , m and the event E m  has just  occurred. Let (b!~ ~'i~ ..... i,~) be 
the gpgf of the conditional distribution of the waiting t ime given tha t  the n- th  
occurring event is Ei~ for n = 1, 2 , • • • ,  m and the event Em has already occurred 
and we are currently in a run of i of length j .  For the ( r -  1)-st occurrence problem, 

consider the system of equations for ¢, ¢(~ ..... ira) (b!~.~ ..... i,~) m = 1, 2, , r - 1 ' ~ 3  ' " ' "  

and markers x i ,  x i j , . . .  ; the system of equations for r -- 3 was given in Section 3. 
If we replace every marker xi1,~2 ..... i~_~ by ¢(i~,i~ ..... i~_~) in the system of equations 
and add the following system of equations; 

¢ ( i l , i 2 , • . . , i r - 1  

¢(il,i2,..-,i~-1 
ij ,l 

¢(il,i2,...,i,_~ 
ij ,kij -- 1 

oo 
Z ÷rh(il'i2'""ir-1 ) 

PmoWml , 
m-~O 

- .  t~(i~,i~ ..... i ~_~ )  + 
-~ Pzj (Pij,l+l 

m ¢ i j  

j = 1 , . . . , r -  1; 

= Pi~ t¢(i~'i~ ..... i~-~) + Z 
m¢i j  

j = 1 , 2 , . . . , r -  1, 

÷,4(il ,i2,...,ir-1) 
Pm~Wml 

l = 1 , 2 , . . . , k i ~  - 2, 

÷rh(il,i2,...,i~-l) 
Prn ~Wm l 

¢(il,i2n,l ..... iv-1 "t)n-- td'(il'i2'"'#r-1)q)n,l+l + Z ÷rh(il 'i2'""i~-l) : Pm~Wrnl , 
m e n  

n # i l , . . .  , / r - l ;  I = 1 , 2 , . . .  ,kn - 2, 
¢(il,i2,...,i~-1 n , k ~ - i  pntXQ,i2, . . . , ir_l ,n  d- Z - t '~(i l ' i~'""ir-1) = "Pro q)ml , 

m;£n 

n # i 1 , i 2 , . . . , i r - 1 ,  

then  the resulting system of equations becomes the system of equations for 
the r - th  occurrence problem• Therefore, if we calculate ¢(i~,i2 ..... i~_~) by solving 
the above added system of equations and replace every marker xi~ ..... ir_l in 
C r - l ( t ; x i l , i 2  ..... i~-1) by the solution, we obtain Cr( t ; x i l , i 2  ..... i~). We can indeed 
solve the above added part  of the system independently and we have 

~ j = l  a~j (t) ¢(~1,~ ..... i~-1) = ~t#il , . . . , i~-i  Gl( t ) x i~  ..... i~_~,1 n t- ¢ ( i l , i 2  . . . . .  i t - l)  r--1 
o o  I - t + ~ = :  Gj(t) 

and hence we obtain ¢(i1#2 ..... i~_~) = ¢i l , i2  ..... i~_~ ( t) .  This completes the proof. 
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Let X1, X2, .  • • be a sequence of nonnegative integer valued random variables. 
As the previous sections, we are given a sequence {kj}~= 0 of positive integers. 
Since we are interested in succession events such as runs of j of length kj, j = 
0, 1, 2 , . . . ,  we think that  the  following probabil i ty law for the sequence must  be  
most  suitable. Let {Pi}~0 be a sequence of nonnegative real numbers  satisfying 

oo 
~-~i=oPi - 1. Further,  we assume tha t  for every i -- 0, 1, 2 , . . .  ; j -- 0, 1 , . . . ,  k / -  1 
and l = 0, 1, 2 , . . . ,  there exists a real number  p(i, j,  l) E [0, 1] such tha t  for every i 
and l, p(i, 0, l) = pt holds and for every i and j ,  ~-~l~o p(i, j ,  l) = 1 holds. Suppose 
that  the probabil i ty  law of the sequence X1, X 2 , . . .  are given by the following 
sys tem of conditional distributions: 

P(X1 = l) =pz ,  l = 0, 1 , 2 , . . .  , 

P(X= = l [ Xx-1  = i, Xx_2 = i,.  . . ,X=_u  = i, Xx_u_ l  -= i x -u -1 , .  . . , X 1  = il) 
= p ( i ,  j ,  1), 

w h e r e j = u - [ u / k i ] . k i  and i z - u - l ~ i .  

Remark 3. If  for every i, j and l, p ( i , j , l )  = pt holds, then Xx and 
( X I , . . . , X x - 1 )  are independent  and the corresponding problem has already 
t rea ted in the previous sections. 

Remark 4. If we assume that  X ' s  are {0, 1}-valued and let k0 = 1 and kl = k, 
then we get a binary sequence of order k (cf. Aki (1985)). 

E oO Define { J}j=0, ¢, ¢ij etc. as the previous sections. We shall investigate the 
distr ibution of the waiting t ime for the first occurrence of an event among {Ej }~=0. 
From the definition, we see that  ¢ and ¢ij ,  i = 0, 1, 2 , . . .  ; j = 1 , . . . ,  ki - 1 satisfy 
the sys tem of equations: 

oo 

¢ = ~ p j t C j l ,  
j=0 

¢ij = p(i, j,  i)t¢i,j+l + ~ p(i, j , /) t¢/1,  
lyti 

i = 0 , 1 , 2 , . . . ;  j =  l , 2 , . . . , k i - 2 ,  

= p ( i ,  - 1, i)tx  + p( i ,  - 1, 0 t C t l ,  
l¢i 

i = 0, 1, 2, . . . .  

As it is not easy to solve the sys tem of equations, we assume tha t  X ' s  are 
(0, 1, 2 , . . . ,  m}-valued random variables, where m is any fixed positive integer. 
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Then we can obtain the following equation from the 

B .  [¢01, ¢11,  • "" ,  ~)ml] t = 

above system of equations: 

Q;H=11p(O,j,O))tko--1Xo 

II p(1,j,1) 
j = l  

m))tk'~-lxm 
, k in -1  

H p(m,j, 
j = l  

where 

B = 

and 

I 1 bol " bOli} blo 1 ... b 

kb,~o bml "" 

{ 1  k~l(nl~_ 1 ) if i = j ,  bij = l-1 
- p( i ,  n , i )  p ( i , l , j ) t  I if i ¢ j. 

/ = 1  - -  

Consequently, we have 

THEOREM 5.1. The gpgf ¢(t) of the distribution of the waiting time .for the 
first occurrence is given by 

[kl-lH p(1, j, 1)) tkl-lxl 
¢ ( t )  = (pot,  , p m t ) B  - . . . .  j = l  

/ ,k . . , -1  

Similarly as in the i.i.d, case, we can get the gpgf of the distribution of the 
waiting time for the r-th occurrence. 

In the rest of the section, we investigate the sooner and later problems for the 
binary sequence of order k as an example of the non i.i.d, case. Here, k is a fixed 
positive integer• Aki (1985) defined a binary sequence of order k by extending 
Bernoulli trials. The sequence is suitable for considering succession events in 
practical situations where independence of the trials can not be assumed. The 
definition of the sequence is as follows: 
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DEFINITION 1. A sequence { X i } ~  0 of {0, 1}-valued random variables is said 
to be a binary sequence of order k if there exist a positive integer and k real 
numbers 0 < P l , P 2 , . . .  ,Pk <: 1 such that 

(1) Xo = 0 almost surely, and 
(2) P ( X n  = 11 x0 = xo,  X l  : X l , . . . ,  X n - 1  : X n - 1 )  : p j ,  

is satisfied for any positive integer n, where j = r - [(r - 1)/k] • k, and r is the 
smallest positive integer which satisfies Xn_ r : O. 

Let X1, ) (2 , . . .  be a binary sequence of order k. We are interested in two 
events Eo and El ,  where Eo is the event that a run of "0" of length r occurs and 
E1 is the event that a run of "1" of length k occurs in the sequence X 1 , X 2 ,  . . . .  

First, we study the sooner waiting time problem. Let y be the marker which 
represents the sooner (or the first) occurring event is E0 and let x be the marker 
which represents the sooner occurring event is E1 in the sequence. Denote by 
¢ = ¢(t) the gpgf of the distribution of the waiting time for the occurrence of the 
sooner event. Let ¢i be the gpgf of the conditional distribution of the waiting time 
given that we start with a run of "1" of length i and let ¢(J) be the gpgf of the 
conditional distribution of the waiting time given that we start with a run of "0" 
of length j .  From the definition, we have ¢o = ¢(0) = ¢. Then, ¢0, ¢1 , . . . ,  Ck-1, 
¢ 0 ) , . . . ,  and ¢(r-D satisfy the following system of equations: 

¢0 = p l t¢ l  + qlt¢ (1), 

¢1 = p2t¢2 + q2t¢ (1), 

Ck-2  = P k - l t C k - 1  + q k - l t ¢  0 ) ,  

¢k--1 = p k t x  + qkt¢ (1), 

(~(1) = p l t ¢ l  -t- qlt¢ (2), 

¢(2) _-- p l t¢ l  -t- qlt¢ (3), 

¢(r--2)  --~ p l t ¢ l  ~- q l t ¢  ( r - l ) ,  

¢(r-1) = p l t ¢ l  + q l t y ,  

where qj = 1 - p j ,  j = 1, 2 , . . . ,  k. By solving the above system of equations, we 
have 

_r t r .  k t i  ¢ = PIP2"" "Pkq l t k+ lX  ~-~:_](ql t )  j + ql Y • i = 1 P l ' "  " P i - l q i  , 

( 1  , ' - 1  • k - E~:o(ql t )3)  ( E i : l  Pl " • " p , - l q ,  t ' )  + E ; : l ( q l t ) 3  

where we mean that Pl"" "pi -1  = 1 for i - 1. Setting x = y = 1 in the equation 
and letting r --~ c~, we obtain 

Pl • • • p k t  k 
k 

1 - ~-~i=1 Pl  "" • P i - l q i t  i 

This limit agrees with the pgf of the extended geometric distribution of order k 
(cf. Aki (1985)). 

Next, we study the later waiting time problem• We will get the gpgf of the 
distribution of the waiting time for the later occurring event in the sequence 
X 1 , X 2 , . . . .  We denote by y the marker which means that  the event E0 occurs 
later and we denote by x the marker which means the event E1 occurs later. Let 
¢ = ¢(t) be the gpgf which includes the markers x and y. For i = 0, 1 , . . . ,  k - 1, 
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let ¢~ be the gpgf of the conditional distribution of the waiting time given that 
we start with a run of "1" of length i. For j = 0, 1 , . . . , r  - 1, let ¢(J) be the 
gpgf of the conditional distribution of the waiting time given that  we start with 
a run of "0" of length j. For i = 0, 1 , . . . ,  k - 1, let ~bi be the gpgf of the condi- 
tional distribution of the waiting time given that  the first occurring event is E1 
and Ea has already occurred and we are currently in a run of "1" of length i. For 
j -- 0, 1 , . . . ,  r - 1, let ¢(J) be the gpgf of the conditional distribution given that 
the first occurring event is E1 and E1 has already occurred and we are currently 
in a run of "0" of length j .  Further, for i = 0 ,1 , . . . ,  k - 1, let ~ be the gpgf 
of the conditional distribution given that  the first occurring event is Eo and E0 
has already occurred and we are currently in a run of "1" of length i and for 
j = 0, 1 , . . . ,  r - 1, let ~(J) be the gpgf of the conditional distribution given that 
the first occurring event is E0 and E0 has already occurred and we are currently 
in a run of "0" of length j .  From the definition, we can note that ¢ = ¢o = ~ b(°), 
l#o = ¢(0), ~o = ~(o) and ~(o) = ~(1) . . . . .  ~(r-1). For the moment, we as- 
sume that k > 2 and r > 2. Then, ¢o , . . . , ¢4 -1 ,  ¢(0) , . . . ,¢(r -1) ,  ¢ o , - . . , ¢ 4 - x ,  
¢(1) . . . ,  @r- l ) ,  ~(0), ~1,-. . ,  ~k-1 satisfy the following equations: 

(5.1) 

¢0 = plt¢l  + qlt¢ (1), 

¢1 = p2t¢2 + q2t¢ (1), 

¢2 = p3te3 + q3t¢ (1), 

¢k-2 = Pk-l tek-1 + qk-l t¢ (1), 

q~k-1 = p4t~)o -[- qkt¢ (1), 

(5.2) 

¢o = pl t¢l  + qat¢ (1), 

~bl = p2t~b2 -4- q2t~b (1) , 

~b2 = p3t~b3 q- q3t~b (1) , 

¢k-2 = P4-1tek-i  + qk- l t¢  (1), 

¢k-1 = p~t~bo + q4t¢ (1), 

(5.3) 

¢(1) = p¢¢1 + qlt¢ (2), 

¢(2) = pl t¢l  + qlt~b (3), 

@r-2) = pl t¢l  + ql t¢  (r-l),  

¢(r-1) = pit,b1 + qlty, 
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(5.4) 

¢(0) = p l t¢ l  + qlt¢ (1), 

¢0) = pl t¢l  + qlt¢ (2), 

¢(2) = p l t¢ l  + qlt¢ (3), 

¢(r-2) = pl t¢l  + qlt¢ (r-l) ,  

¢(~-1) = Plt¢l + qlt~ (°), 

(5.5) ~(o) = plt~l + ql((°), 

~i = p2t~2 + q2t~ (I), 

~2 = p3t~3 + q3t~ (1), 

(5.6) 

~k-2 = Pk-lt~k-1 + qk-lt~ (1), 

~k-1 = pktx + qkt~ (1). 

If we can solve these equations, we get the gpgf ¢ of the distribution. Here we 
show how to solve them. Prom (5.3), we have 

r - - 2  

(5.7) ¢(1} qlplt ¢1 = ~- ql ~ Y. 
" i = 0  

Prom (5.2) and (5.1), we get, respectively, 

/ \ k 
(5.8) ¢o = Pl " ' 'pktk¢o + ¢(1) ( E P l  "" "Pi-lqiti ) 

~ / x i _ _  1 

and 
k 

(5.9) ¢o = P l " " p k t k ¢ o +  ¢(1)(i._~.l P i _  " ' 'Pi- lq,  t i ) .  

By substituting ¢o = pl t¢ l  + qlt¢ (~) into the equations (5.8) and (5.9), we have, 
respectively, 

/ k \ 

(5.10) (1 - Pl"" "Pktk)(plt¢l + qlt¢ (1)) = ~ 2 ( 1 ) ( E p l , ,  .pi_lqit i )  
\ i = 1  

/ 

and 
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k 

(5.11) ¢o = Pl " " "pktk(plt~l -b qlt~b(1)) + ¢(1) (i~=lPl " " "Pi-lqiti ) • 

By substituting the equation (5.7) into the equation (5.10), we can obtain 

(5.12) ¢~ = 
k } 

By (5.12) and (5.7), we see that 

(5.13) ¢(1) = q~-lt,~-ly + 

q'l-ltr-lY{ (i~=2Pl " "P~-lq~ti) + Pl " "PkqCk+1} (i~=: q~plt~+l ) 

On the other hand, from (5.6) and (5.4), we have, respectively, 

k 

(5.14) ~1 : P2 " " " p k t k - l x  ~ ~(i) ( Z P 2  " ' ' P i - l q i t i - i  ) 
\i----2 

and 
f - -1  

Noting that ((o) = ((1), from (5.14) and (5.5), we see 

(5.16) ((o) = Pl "" "pkt kx 
k 

1 - Y~-i=I P l  " "  Pi- lq i  ti 

Consequently, we can calculate ~ from equations ~o = ¢(o), ¢0 = plt¢l + qlt¢ 0), 
(5.11), (5.12), (5.13), (5.15) and (5.16). In fact, by substituting the equation 
¢o = plt¢l + qlt¢ (1) into (5.11) and (5.15), we get 

k 

" i = 2  

and 
f - -1  
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Putting (5.17) and (5.18) together, we have 

r - - l t r - l  lx--~k Pl "" "Pktk(pl t¢l  + qlt¢ (1)) + ql (2_,i=2Pl "" "P~-lqiti)~ (°) 
¢1 = 

377 

k i r-1 pi - lq i t  ) (E i -1  q[- lp l t i )  p l t  - ()--]i=2 Pl" '"  

Therefore, substituting into (5.15), we obtain 

¢(t) = q[ t~(° )+  

q~plt i+1 P l " " p k t k ( p l t ¢ l  + qlt¢ (1)) ' r - l , r -1  .. t ql ~ Pl .pi_lq~t i ~(0) 
\i.=0 

Plt - <i~=2Pl " " P i - lq i t i )  C~=i q[- lPl  t i )  

where ¢1, ¢(1) and 4 °)  were given by (5.12), (5.13) and (5.16), respectively. 
Next, we consider the case that r = 1. The corresponding equations to (5.1)- 

(5.6) are as follows: 

(5.19) 

¢o = p l t¢ l  + qlt~ (°), 

¢1 = p2tC2 + q2t~ (°), 

¢ k - 1  = pkt¢o + qkt~ (°), 

(5.20) 

¢o = p l t ¢ l  + ql ty ,  

¢1 = p2t¢2 + q2ty, 

¢k-1 = Pkt¢o + qkty, 

(5.21) 

By (5.19), we get 

~(o) = plt~l + qlt~ (°), 

~1 = p2t~2 + q2t~ (°), 

~ k - 1  = pktx  + qkt~ (°). 

k 

(5.22) ¢0 = Pl " " p k t k ¢ o  -{- ~(O) Ii~_lPl " " P i - lq i t i  ) 

The equations (5.20) and (5.21) imply, respectively, 

¢0 : Y(Y~ik=l PI "" "Pi- lqi t  i) 
1 - Pl • • • Pkt k 

and 
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~(o) = P l  " ' "  p k t k x  

k 
1 - ~ = 1 P l " "  P i - l q i t  i 

Consequently, by substituting these equations into (5.22), we obtain 

¢(t) = y p l  " " " p k t  k (E~=I P l " ' "  P i - l q i t  i) 

1 - p l . . . p k t  k 

Xp l  " " " p k t  k (E/k=1 P l  " " " P i - 1  q~t i)  
+ 

k 
1 - ~)i=1 Pl  • • • ,- ~-~i-lai  t i  
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