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Abstract. Let X3, Xs,... be a sequence of nonnegative integer valued ran-
dom variables. For each nonnegative integer ¢, we are given a positive integer
k;. Foreveryi=0,1,2,..., E; denotes the event that a run of i of length k; oc-
curs in the sequence X, X3,.... For the sequence X1, Xs,..., the generalized
pgf’s of the distributions of the waiting times until the r-th occurrence among
the events {E;}32, are obtained. Though our situations are general, the results
are very simple. For the special cases that X’s are i.i.d. and {0, 1}-valued, the
corresponding results are consistent with previously published results.

Key words and phrases: Sooner and later problems, generalized probability
generating function, discrete distributions, binary sequence of order k.

1. [Introduction

Let X1, X>,... be a sequence of nonnegative integer valued random variables.
For the moment, we also assume that the random variables are independent and
identically distributed. Let p; = P(X; = ¢), ¢ = 0,1,2,.... Suppose that a
sequence of positive integers {k;}2, is given. For every i = 0,1,2,..., we denote
by E; the event that a run of i of length k; occurs in the sequence X, X, ....
First, we study the waiting time until at least one of the events {E;}$2, occurs.
Next, we investigate the waiting time for the second occurrence among {E;}%,.
Here, “the second occurrence” means the occurrence of another event excepting
the first event among the events {E;}3°,.

In general, the distribution of the waiting time for the r-th occurrence of the
event among {E;}2, is considered. Further, we treat the corresponding problems
when the condition that the random variables are independent and identically
distributed is widely relaxed. The general formulas for the generalized probability
generating functions of the distributions of the waiting times are obtained. As a
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special case, the problem corresponding to the binary sequence of order k (cf. Aki
(1985)) is treated.

Ebneshahrashoob and Sobel (1990) solved this type of problem when the se-
quence X1, Xs,... is constructed from Bernoulli trials, that is, X's are i.i.d. and
{0, 1}-valued random variables. They noted that the limiting distribution becomes
the geometric distribution of order k; when ko tends to infinity in the situation.
For the discrete distributions of order k, see, for example, Philippou et al. (1983),
Aki et al. (1984) and Philippou (1986). The discrete distributions of order k, which
are related to a succession event such as consecutive k successes in Bernoulli tri-
als, have interesting applications. For example, we can mention applications of the
binomial and extended binomial distributions of order k to the reliability of the
consecutive-k-out-of-n: F system (cf. Aki (1985) and Aki and Hirano (1989)). Our
situations in the paper can treat not only the previous examples but also finite (or
infinite) succession events simultaneously. Further, more practical approach can
be done, because we do not necessarily require the underlying sequence (of trials)
to be independent or identically distributed. Ling (1990) studied the distribution
of the waiting time for the first occurrence among E’s when X’s are i.i.d. and finite
valued random variables and all the &’s have the same value.

Our results in this paper are not only general and new but also very simple
compared with the results in the previously published papers, though our situa-
tions are extensively general. For the derivation of the main part of the results,
we used the method of generalized pgf (cf. Ebneshahrashoob and Sobel (1990)).

2. The first occurrence problem in the i.i.d. case

Let X, X3,... be a sequence of nonnegative integer valued i.i.d. random vari-
ables. The sequence {k;}32, is a given sequence of positive integers. Let p; and E;
for every 1 = 0,1,2,... be the probability and the event, respectively, described in
Section 1. In this section, we consider the distribution of the waiting time for the
first occurrence of an event among {E;}2,. We derive a generalized probability
generating function (gpgf) by adding markers z;, i = 0,1, .... Here, for each i, z;
represents that the first occurring event among {E;}52, is E;. Denote by ¢ = o(t)
the gpgf of the distribution of the waiting time for the occurrence of the first event
among {E;}52,. We set

it) ¥ (1 — pit
G = PR

and

it — (pit)™
R =BEZ®D g

1- (p,;t)k" !
THEOREM 2.1. The gpgf ¢(t) is given by

Ezo Gi(t)z;

o) =125 )
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PROOF. Let ¢;; be the gpgf of the conditional distribution of the waiting
time given that we start with a run of i of length j. If we assume that k; > 2,
i=0,1,2,..., thengand ¢;;,1=0,1,2,...; 5 =1,2,..., k; — 1 satisfy the system
of equations:

oo
¢= zpjt¢j1a
Jj=0
$is =Pitdiger+ Y _pitdn, i=0,1,2,...5 j=1,2. k-2,
I#i
Gik;i—1 = pitz; + Z;Dttcbu, t=0,1,2,....
1#i

From these equations, we have, for each i =0,1,2,...,

1 (pit)%!

i1 = (pit)* " lzi + (¢ — pitir) T—pit

These equations immediately imply

(1 — pit)(pst)= ! 1— (pit)*— .
z; + ¢, 1=0,1,2,....
1—(pt)s 7' 1—(pit)ks

¢ =

By summing both sides of the equations after multiplying p;t, we have

- (pat)* (1 —pit) o pit — (pit)*
o= P 1—( DI e

i=

This completes the proof.

Noting that t = 3.2 p;t, we have that

t—
i=0

plt — (pit) = (1 —Di )
1—(ps t)k Z 1 - (pzt)k ’

and hence we can rewrite ¢(t) as

Zi’io Gi(t)z;
L—t+ Y 2,Gi(t)

By setting z; =1 for ¢ = 0,1,2,... in the equation in Theorem 2.1, we have the
ordinary pgf of the distribution of the waiting time represented as

1= Y2 R(t)

o(t) =

P(t) =
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Therefore, we can rewrite (t) as

[ Zfio F’i(t)

w(t) N 1- Ezo Fz‘(t)

or
t—1
1= B

PROPOSITION 2.1. The mean and variance of the distribution of the waiting
time for the occurrence of the first event among {E;}52, are given, respectively,

Y(t) =1+

as
1 / (1 - i p"_‘p.i‘c_i>
= 1-p
and
i —p 4 (2k; — D)p Tt — (2K — 1)p¥ + p; / (1 = M>2_
=0 (1-pf)? S1-pp

PrOOF. By differentiating ¥(¢t) w.r.t. t, we have

(L= 22 Filt) + (t — 1) 320 Fi (¢)
(1- 320 Fi(#)? '

Letting t = 1 in the equation, we have the mean of the distribution given by

Y1) =

_ 1
1 - 320 F(1)

By differentiating (t) twice w.r.t. t and letting ¢ = 1, we obtain

220 Fi (1)
(1-XZFE)*

If we calculate 9(1) + ¢/(1) — (¥'(1))2, we can easily derive the desired result.
This completes the proof.

Y1) =

Remark 1. Suppose that the random variables X’s are {0, 1}-valued. Then,
by setting po = ¢, p1 =p, p; =0fori=2,3,..., kg = r and k1 = s in the formula
for the mean in Proposition 2.1, we see that the corresponding mean is given by

1 _ a-p)a-q)
(PP a-¢  pell-(1-p)(1-g )
1-—ps 1—g¢q"

This formula agrees with the formula in p. 303 of Feller (1957).
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3. The second occurrence problem in the i.i.d. case

In this section, we consider the gpgf of the distribution of the waiting time
for the occurrence of the second event among {E;}2°,. For each ¢ and j satisfying
© # j, ¢i; denotes the marker which means that the first occurring event is E; and
the second occurring event is E; among {E;}2,. Let ¢ = ¢(t) be the gpgf with
markers {x;;} of the distribution of the waiting time. Let ¢;; be the gpgf of the
conditional distribution of the waiting time given that we start with a run of 7 of
length j. Let ¢ be the gpgf of the conditional distribution of the waiting time
given that the first occurring event is E; and E; has just occurred. Further, let
qﬁg) be the gpgf of the conditional distribution of the waiting time given that the
first occurring event is E; and E; has already occurred and we are currently in a
run of 4 of length j.

THEOREM 3.1. The gpgf ¢ of the distribution of the waiting time for the
second occurring event can be written as

o E.?'?éi G‘j (t)IL‘ij
LGOI T a0
1-t4+ 372, G5(0)

(3.1) ¢(t) =

PROOF. From the definitions, ¢, ¢y, ¢ and ¢/, i = 0,1,2,...;
1=0,1,2,...; 5=1,2,...,k; — 1 satisfy the following system of equations;

o0
¢= ijt¢jl’
j=0
¢ij zpit¢i7j+1+zplt¢lla i=0,1,2,... ; ] = 1,2,...,]{72' —2’
I3
k-1 = pitd?) + meﬁu, 1=0,1,2,...,
1£i
and
. © .
¢W = met¢£:z)1v i=0,1,2,...,
m=0
¢§-§> :pjt¢§-fl)+1 + metqsgj)l, 4,5=0,1,2,...; 1=1,2,...,k -2,
mj
d);gj—l =pjtxij+ met¢£:1)1; 1=0,1,2,...; _]7&1,
m#j
¢§?}3:i—1 = pitp) + Z pmt¢£,?1, i=0,1,2,....
m#i

The former half of the system of equations includes only ¢, ¢;; and ¢, i =
0,1,2,...; 7 = 1,2,...,k; — 1 and has the same form as that of the previous
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section if we replace ¢(¥' by z; for each i. Therefore, by using Theorem 2.1, we
have

YR Gilt)yp®
(3.2) =14 +OZ;“;0 Gi(t)

The latter half of the system of equations includes only ¢®, ¢§il) and z;5, i =
0,1,2,...; 5 =0,1,2,...; 1 = 1,2,...,k; — 1 and has the same form as that in
Section 1 if we replace ¢ and d)y,) by ¢ and ¢;, respectively. Hence, we have,

from Theorem 2.1,

G) _ Zj;éz' Gi(t)zi; + Gi(t)e®
1-t+3272,G;(t)
Thus, we obtain, for each i =10,1,2,...,

Zj;éz‘ G;(t)zs
1—t+ 3, Gi(t)
From equations (3.2) and (3.3), it holds that

2w Git)zij
11+ Zj;éi Gj(t)
1-t+ 3752, Gj(t) '

¢

(3.3) ¢ =

Yino Gi(t)
¢ —

which completes the proof.

Remark 2. In the equation (3.1), setting pp = q, p1 = p, pm = 0 for m =
2,3,...,x; = 1, ko = r and k1 = s, we have the equation (11) of Ebneshahrashoob
and Sobel (1990), which is the pgf of the waiting time for the later event in the
case of Bernoulli trials.

Since the pgf of the distribution is fortunately very simple, we can derive the
mean waiting time for the second occurring event.

PRrROPOSITION 3.1. The mean waiting time for the second occurrence is rep-
resented as

oo

ks
1+ 1 S a
1 ph P (1-p;) 1-p7 |
i=0 _1—p; (Zoo D Dj ) _1 3=0 b;

(1 —p) \ 7

1—p§’

PROOF. By setting z;; = 1 for every ¢ # j in (3.1), we have the pgf of the
distribution given by

_ S G(0)
Ei:O Gi (t) 1-1¢ i%j;i Gj (t)
1-t+32,Gi(t)

P(t) =
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Noting that the derivative of the numerator can be written as

i{Gi(t)l 2y5s 55 +Gi(t)(1_t)z#i G3(t)+zf¢iGi(t)},

= —t+ 2,4 Gi(t) (I—=t+3,.Gi()?
we obtain
(1)
/ Gi(l) x _ = . _ ’
E: Gi(1) + ; ;M ; G;(l)) (g:o G1(1)>< 1 +J§ G](l))
5 60)
= X Gi(1) 1+ §°: = Gil)
(,;0 G’(1)> (1 " ,g J; G;(1) =0 EO G;(1) - Gi(1)
= 2 00
S¥e? G;(1
(Eew) £60

This completes the proof.
4. The r-th occurrence problem in the i.i.d. case

Let r be a positive integer greater than one. We consider the distribution
of the waiting time for the occurrence of the r-th event among {E;}2,. We use
markers z;, ;j, Ziji,--- as in the previous sections; for example, the marker z;;
means that the first occurring event is E;, the second event is E; and the third
event is E;. In this section, we denote by ¢1 = ¢1(¢;xi,,%1 = 0,1,2,...) the gpgf
of the distribution of the waiting time for the first occurrence among {F;}32,.
In general, ¢, = &.(t;2i, 55, 4,3%1,---,%r = 0,1,2,...) denotes the gpgf of the
distribution of the waiting time for the r-th occurrence among the events {F;}2,.
From the meaning of our problem, if j # I, then i; # 4, holds. We set

wihiz,...,ir-l (t; Ti1,ia,.ira1,b l 9& i1, ig, ceey ir—l)
— zl#’il,iz,...,ir_l Gl(t)m’ihin,_..,i,._l,t
1-t + Zl#il,ig,...,irml Gl(t)

Then, we have
THEOREM 4.1. For each integer v > 2, it holds that

¢‘I‘(t;$i1,i2,.-.,‘ira ’l;l, ey 1:,- = 0, 1, 2, . )

= ¢r—1(t; mil,iz,...,i,-_l = wil,ig,...,ir_1 (t; wil,iz,...,i,-_1,l))'
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The right hand side of this equation means the formula which is obtained
by replacing every marker i, ..., M Gr_1(ETiyg,. i) bY
wilyi%-'-’ir—l(t;x‘ilyinuyir—l’l)'

PROOF. Let ¢;j, #® and ¢>,E;) be the gpgf’s of the conditional distributions
defined in the previous section. Further, for each integer m < r, let @(it:i2:sim)
be the gpgf of the conditional distribution given that the n-th occurring event is
E; forn =1,2,...,m and the event E,, has just occurred. Let ¢§;‘*i2""”’") be
the gpgf of the conditional distribution of the waiting time given that the n-th
occurring event is E; for n =1,2,...,m and the event E,, has already occurred
and we are currently in a run of 7 of length j. For the (r—1)-st occurrence problem,
consider the system of equations for ¢, ¢@ét:im) ¢§;.1""”'"), m=12,...,r—1
and markers z;, Z;j, . . . ; the system of equations for 7 = 3 was given in Section 3.
If we replace every marker Tiy ig.ir_y Dy ¢l132-3-1) in the system of equations
and add the following system of equations;

(ilyi21 ol l) — (1117'2: - 1)
¢ pmtd’

¢(’Ll,12, ire1) :pijt(bg:l,_z:i...,zr—l) + Z pmt(b(u,zz, RS 1)

iz,
m#i;

j=1L..,r=11=12,... k, -2,
¢£:tl’ctj7—-1’lr—l) =pijt¢(i1,ig,...,ir_1) + Z pmtd)gll,’iz,..,,zr_l)’

m##i;
i=L12,...,7r—1,
d)(h,lz, Hir_1) =Pnt¢$:,lzi21’ wie_ 1) + Z pmtd)(h,lm ,1r-1)’

m#n
n;éz'l,...,ir_l; l=1,2,...,kn—2,
B it 3 Bt
m#n
n #1112, 5 0r-1,

then the resulting system of equations becomes the system of equations for
the r-th occurrence problem. Therefore, if we calculate ¢(i:2:+ir-1) by solving
the above added system of equations and replace every marker z; .. ; _, in
Gr—1(t; Tiy ip,...ir_, ) by the solution, we obtain ¢.(t; 2, 4,,...,i,)- We can indeed
solve the above added part of the system independently and we have

Zl#"’l’ Sir—1 Gl (t)le r—1,l + ¢(’L]y1«2, nir-1) ZT : G’L] (t)
1-t+3.72,G;(t) ’

¢(11,12,...,i,-_1)

and hence we obtain ¢(t122»ir-1) =qp; .. (t). This completes the proof.
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5. A noni.id. case

Let X1,Xs,... be a sequence of nonnegative integer valued random variables.
As the previous sections, we are given a sequence {k;}%2, of positive integers.
Since we are interested in succession events such as runs of j of length k;, j =
0,1,2,..., we think that the following probability law for the sequence must be
most sultable Let {p;}32, be a sequence of nonnegative real numbers satisfying
> ieoPi = 1. Further, we assume that for every i = 0,1,2,...; 5 =0,1,...,k — 1
and [ =0,1,2,..., there exists a real number p(3, j,1) € [0, 1] such that for every i
and [, p(4,0, l) = pi holds and for every ¢ and j, 3,2, p(4,,1) = 1 holds. Suppose
that the probability law of the sequence X3, X>,... are given by the following
system of conditional distributions:

PX;=1)=p, 1=0,1,2,...,

PXo=1l|Xe1=0,Xe2=14,..., Xo-u =0, Xpu1 =lzey_1,...,X1 = i1)
=p(i,j,l),

where j =u — [u/k;] - ki and iz q #i.

Remark 3. If for every i, j and !, p(i,5,]) = p; holds, then X, and
(X1,...,Xz-1) are independent and the corresponding problem has already
treated in the previous sections.

Remark 4. If we assume that X’s are {0, 1}-valued and let ko = 1 and k; = k,
then we get a binary sequence of order & (cf. Aki (1985)).

Define {E£;}%2,, ¢, ¢4; etc. as the previous sections. We shall investigate the
distribution of the waiting time for the first occurrence of an event among { E; 32
From the definition, we see that ¢ and ¢;;,4=10,1,2,...;5=1,...,k; —1 sat1sfy
the system of equations:

0o
¢ = pitdi,

j=0
¢zg = p(i, Js i)t¢i,j+1 + Zp(i’j’ l)t¢lla

I3
i=0,1,2,...; j=1,2,... k2,
Piki—1 = P(i, ki — 1, )t + D p(i, ki — 1, 1)tdn,
I#i
i=0,1,2,....

As it is not easy to solve the system of equations, we assume that X’s are
{0,1,2,...,m}-valued random variables, where m is any fixed positive integer.
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Then we can obtain the following equation from the above system of equations:

ko—1
( I[ »(0.5, 0))t“°‘1xo
Jj=1

k1—1
1,71 k1
B - [¢o1,P11,- -, Dm1] = <]I=11 p(1,j )) T, |

km—1 :
CE s e

| =1 ]
where
1 b - bom
EE A
and
! if i =j,
- ki—1 ,1-1
v _Z( P(i,n,i))p(i,l,j)t’ if i
=1 ‘n=1

Consequently, we have

THEOREM 5.1. The gpgf &(t) of the distribution of the waiting time for the
first occurrence is given by

ko—1 7
( 11 »,5, 0))t’°°‘1m0
7=1

ki1—1
. k1—1
#(t) = (pot, .., mt) B (I:I LD )

km—1 :
( H p(maj’ m))tkm—lmm
L~ J=1

Similarly as in the i.i.d. case, we can get the gpgf of the distribution of the
waiting time for the r-th occurrence.

In the rest of the section, we investigate the sooner and later problems for the
binary sequence of order k£ as an example of the non i.i.d. case. Here, & is a fixed
positive integer. Aki (1985) defined a binary sequence of order k by extending
Bernoulli trials. The sequence is suitable for considering succession events in
practical situations where independence of the trials can not be assumed. The
definition of the sequence is as follows:
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DEFINITION 1. A sequence {X;}32, of {0, 1}-valued random variables is said
to be a binary sequence of order k if there exist a positive integer and k real
numbers 0 < p1,p2,...,pr < 1 such that

(1) Xo = 0 almost surely, and

(2) P(Xn =1 l XO = .’L‘Q,X] =T1y..- 7Xn—1 = .’L‘n_l) = DPj,
is satisfied for any positive integer n, where j = v — [(r — 1)/k] - k, and r is the
smallest positive integer which satisfies z,_, = 0.

Let X3, Xa2,... be a binary sequence of order k. We are interested in two
events Fy and Ey, where Ey is the event that a run of “0” of length r occurs and
E,; is the event that a run of “1” of length k occurs in the sequence X3, Xo, . ...

First, we study the sooner waiting time problem. Let y be the marker which
represents the sooner (or the first) occurring event is Ey and let  be the marker
which represents the sooner occurring event is E; in the sequence. Denote by
¢ = ¢(t) the gpgf of the distribution of the waiting time for the occurrence of the
sooner event. Let ¢; be the gpgf of the conditional distribution of the waiting time
given that we start with a run of “1” of length i and let ¢\9) be the gpgf of the
conditional distribution of the waiting time given that we start with a run of “0”
of length j. From the definition, we have ¢o = ¢(®) = ¢. Then, ¢, 1, ..., Px—1,
#, ..., and ¢("~1) satisfy the following system of equations:

do = pitdr + qitoV, ¢V = pitd1 + qute?,
$1 = patds + gatdV, @ = pitgr + qutd®,

Gk—2 = Pr—1tdr_1 + qr—1td, ¢ = pitdy + gt Y,
dr—1 = prtx + grts"), ¢V = ity + quty,
where ¢; = 1—p;, j = 1,2,...,k. By solving the above system of equations, we

have
-1 ; k ;
_ w2 pequt* T e Y o (it + gty Yo pica gt

(1= 520 (@t)?) (T, pr -+~ pic1git?) + 35—y (qut)?

where we mean that p; ---p;—1 = 1 for ¢ = 1. Setting r = y = 1 in the equation
and letting r — 00, we obtain

¢

p1- et
T -
1- Z,-=1 D1 Pie1git?

¢ —

This limit agrees with the pgf of the extended geometric distribution of order &
(cf. Aki (1985)).

Next, we study the later waiting time problem. We will get the gpgf of the
distribution of the waiting time for the later occurring event in the sequence
X1,X2,.... We denote by y the marker which means that the event Ey occurs
later and we denote by x the marker which means the event E; occurs later. Let
¢ = ¢(t) be the gpgf which includes the markers z and y. For i = 0,1,...,k — 1,
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let ¢; be the gpgf of the conditional distribution of the waiting time given that
we start with a run of “1” of length i. For j = 0,1,...,r — 1, let ¢\9) be the
gpef of the conditional distribution of the waiting time given that we start with
a run of “0” of length j. For ¢ = 0,1,...,k — 1, let 9; be the gpgf of the condi-
tional distribution of the waiting time given that the first occurring event is F;
and E; has already occurred and we are currently in a run of “1” of length i. For
i =0,1,...,7r — 1, let \9) be the gpgf of the conditional distribution given that
the first occurring event is E; and E; has already occurred and we are currently
in a run of “0” of length j. Further, for : = 0,1,...,k — 1, let & be the gpgf
of the conditional distribution given that the first occurring event is Ey and Ey
has already occurred and we are currently in a run of “1” of length ¢ and for
§=0,1,...,7 — 1, let £0) be the gpgf of the conditional distribution given that
the first occurring event is Fy and Ey has already occurred and we are currently
in a run of “0” of length j. From the definition, we can note that ¢ = ¢g = ¢(®,
Yo = O, & = £@ and €O = ¢ = ... = =1 For the moment, we as-
sume that k > 2 and r > 2. Then, ¢o,...,dx-1, 6@, ..., 0D W, ... Ye_1,
PO ptr=D g0 g €y satisfy the following equations:

do = pitdr + qitdV,
$1 = patdg + gatoV,

¢2 = pstds + gstdV,
(5.1)

br—_2 = Pr_1tdr—_1 + qe_1t6Y,
Ok—1 = Pt + gtV

Po = prtyr + gty
P1 = pattp + oty
¥ = pstes + gstypD,
(5.2)
Vr—2 = Pr—1tPk—1 + qr—1tPV,
Pr—1 = Prttho + ety

»® = pitgy + qutp®@,

@ = pitgpy + ity
(53) .

D = pytehy + @t

YUY = pity + quty,
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9@ = pitgy + @it
P = pitdy + qitd?,
@ = pitdr + qito®,

(5.4)
"D = pitgy + @t Y,
¢ = pitd; + qt€@,

(5.5) ¢O = pit6 + 1€,

£ = patla + qutt™,
€2 = patés + gateD,

(5.6)

Er_2 = Pr_1ték—1 + qr—1tED,
k-1 = ptz + get€™.

If we can solve these equations, we get the gpgf ¢ of the distribution. Here we
show how to solve them. From (5.3), we have

r—2
(5.7) = (Z qi'plt”l)wl +q Tty
i=0
From (5.2) and (5.1), we get, respectively,
k
(5.8) Yo = p1- - prtFepg + PV <Z pr-- 'pi—IQitz)
i=1
and
k .
(5.9) o = p1--- prt*eho + oV (Zpl - 'pi—l‘Iitz)-
i=1

By substituting 9o = p1tyh1 + qi1£9(}) into the equations (5.8) and (5.9), we have,
respectively,

k
(5.10) (1 = p1 - pet?) (01t + qutypD) = OV (Zpl . 'pi—IQiti)

=1
and
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k
(511)  ¢o=p1-- pet*(mrtyn + utpD) + ¢ (Z - -pi_1q,-t") :

=1

By substituting the equation (5.7) into the equation (5.10), we can obtain

(5.12) Py =
k .
gty { (Z n- -pz--lqit‘) +p1- 'ka1tk+1}
=2
k T—2 . :
(1—p1---pet®)prt - { (22131 X 'pi—lqit’) +p1- ‘Pk<11t'°+1} (Zo Qiplt’“)
= =

By (5.12) and (5.7), we see that
(513) PV = g7y

k , =2
q’{’ltr"ly{ (Z p1-- -p¢_1qit') +p1 - Prqrth T } (Z Qiplt’“)

i=2 i=0
k r—2 ] ’
(1 =p1---petF)prt — { (Ezpl - 'Pi—lqz't‘) +p1- 'kaItk+1} (ZO Qiplt"”)
On the other hand, from (5.6) and (5.4), we have, respectively,
k .
(5.14) &=pz-pitt e+ €W (E pa-- -pi_lqit“l)
=2

and

r—~1 . .
(5.15) 3 = (Z qimt’“)“ +g{t7E©).

=0

Noting that £ = ¢()| from (5.14) and (5.5), we see

o prthz

(5.16) 0 = .
1- Ef:l P1 - Pic1git?

Consequently, we can calculate ¢ from equations ¢g = 60, ¢g = prtdy + g1t
(5.11), (5.12), (5.13), (5.15) and (5.16). In fact, by substituting the equation
b0 = p1td1 + q1te(V into (5.11) and (5.15), we get

k
(517)  pitgy =p1 - pit*(prtyy + qut) + (Zpl - 'Pi—l‘h’ti)¢(1)
i=2

and
r—1

(5.18)  qiteV) = (Z qiplt”l) ¢ + gfte.

i=1
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Putting (5.17) and (5.18) together, we have

p1- Pt (i + @t (W) + q;—ltr_l(Zfzzpl - pim1gitt)E@
% T S w— .
it — (3 P11 'Pi—lqz‘t’)(zizll g 'pit?)

Therefore, substituting into (5.15), we obtain

$(t) = gt +
r—1 . _ k ;

(Z%) qiplt’“) {pl - ot 1ty + qutp™) + g7 (Z pr- -pz--lqm—t’) «S(")}
= =2

k =1
it — (Z pL- ':Di—1qz't“> (Z q{‘lmt’)

where 1, (1) and ¢© were given by (5.12), (5.13) and (5.16), respectively.
Next, we consider the case that r = 1. The corresponding equations to (5.1)-
(5.6) are as follows:

¢ =

bl

do = pitdr + qute®,
b1 = patpy + qot€®,

(5.19)
br_1 = prtibo + qte®,
Yo = pityr + qity,
(5.20) 1 = patha + qoty,
5.
Yr_1 = prttho + qrty,
€O = pit&y + qute®,
(5.21) & = patlo + qat€®,
5.

k-1 = prtz + qite©.
By (5.19), we get

k
(5.22) bo = pr - putiso + €O (E . pi—-l‘]iti)-
=1
The equations (5.20) and (5.21) imply, respectively,

k .
o = Y iz P pim1aitt)
1—p1---pitk

and
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£ — p1---ptta
1- Zf:l p1- e Pic1gitt

Consequently, by substituting these equations into (5.22), we obtain

k ; ‘
b(t) = YL prt* (O p1- - pic1git?) LI PRt (T p1 e piaait?)
1—p;---pitk 1- Zi-c:l p1- - Pi1git?
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