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Abstract 
This paper reports a formative evaluation of auditory representations of cyber security threat indicators and cues, referred 
to as soni�cations, to warn users about cyber threats. Most Internet browsers provide visual cues and textual warnings 
to help users identify when they are at risk. Although these alarming mechanisms are very e�ective in informing users, 
there are certain situations and circumstances where these alarming techniques are unsuccessful in drawing the user’s 
attention: (1) security warnings and features (e.g., blocking out malicious Websites) might overwhelm a typical Internet 
user and thus the users may overlook or ignore visual and textual warnings and, as a result, they might be targeted, 
(2) these visual cues are inaccessible to certain users such as those with visual impairments. This work is motivated by 
our previous work of the use of soni�cation of security warnings to users who are visually impaired. To investigate the 
usefulness of soni�cation in general security settings, this work uses real Websites instead of simulated Web applica-
tions with sighted participants. The study targets soni�cation for three di�erent types of security threats: (1) phishing, 
(2) malware downloading, and (3) form �lling. The results show that on average 58% of the participants were able to 
correctly remember what the soni�cation conveyed. Additionally, about 73% of the participants were able to correctly 
identify the threat that the soni�cation represented while performing tasks using real Websites. Furthermore, the paper 
introduces “CyberWarner”, a soni�cation sandbox that can be installed on the Google Chrome browser to enable auditory 
representations of certain security threats and cues that are designed based on several URL heuristics.

Article highlights 

1. It is feasible to develop soni�ed cyber security threat 
indicators that users intuitively understand with mini-
mal experience and training.

2. Users are more cautious about malicious activities in 
general. However, when navigating real Websites, they 

are less informed. This might be due to the appearance 
of the navigating Websites or the overwhelming issues 
when performing tasks.

3. Participants’ qualitative responses indicate that even 
when they did not remember what the soni�cation 
conveyed, the soni�cation was able to capture the 
user’s attention and take safe actions in response.
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1 Introduction

Data breaches are of growing concern to organizations. 
According to the Symantec Annual Threat Report pub-
lished in 2017 [1], over 7.1 billion identities have been 
exposed as a result of data breaches. Targeted attacks on 
organizations went up by 10% in 2017. Due to increase 
of cyber attacks, there was a significant rise in spear-
phishing emails (about 71%) and new malware variants 
(87.7%) in 2018 [2]. As per Thales Global Security report 
published in 2018 [3], about 36% of major organizations 
in the world experienced some form of a data breach, 
while United States alone had over 46% of data breaches 
in the past year - the highest in the world.

1.1  Motivation: the role of human errors 
and security fatigue

According to the IBM Threat Intelligence Index Report 
published in 2018, close to two billion records were 
exposed as a result of human errors due to incorrect 
configurations or permissions [4]. The incidents caused 
by human mistakes vary from being a victim of phishing 
attacks to visiting malicious Websites, spreading viruses, 
and information disclosure of sensitive information.

Current Internet browsers offer a good number of 
functional features to effectively represent security 
warnings. Most of the newest versions of major brows-
ers, such as Internet Explorer (IE), Firefox, Safari, and 
Google Chrome aim to protect users not only against 
traditional security vulnerabilities but also malware and 
phishing attacks. These browsers also enable users to 
browse the Internet anonymously and in private sessions 
and even block known malicious Websites.

Security warning messages have been re-phrased 
and simplified to inform users about potential risks and 
dangers. In addition to the textual description and com-
munications, some visualization approaches have also 
been introduced to offer adequate information for users 
without overwhelming them with unnecessary technical 
details [5]. However, despite such built-in measures, the 
Internet remains a rife place for cyber attacks.

A recent study conducted by National Institute of 
Standard and Technology (NIST) [6] analyzed the online 
behavior of users in making security decisions. The study 
postulates that “Security Fatigue” is a phenomenon that 
causes people to make irrational security decisions as a 
result of constantly trying to be careful online. The par-
ticipants of study expressed their frustration and anger 
of having to keep track of a multitude of security meas-
ures to avoid being locked out of their accounts and the 
constant alerts from the firewalls and antivirus software 

installed on their systems. As people become constantly 
overwhelmed with warnings and notifications, they 
become desensitized to important alerts and start find-
ing workarounds that could lead to catastrophic errors 
or incidents. This can be explained due to the fact that 
continuous decision-making can be taxing to the cog-
nitive capabilities of humans to process everything at 
the same time and thus when it reaches saturation or 
threshold, it leads to “burnout”[7].

One of the lead causes of security fatigue is the need 
for strict compliance with security policies of the organi-
zations [8, 9]. Some of the examples include encryption, 
automatic updates, and adhering to access-control poli-
cies [10]. Additionally, unsafe behaviors caused by security 
fatigue are exacerbated by an individual’s perceived level 
of risk and risk-avoidance [11]. While researchers have tried 
to measure and model security fatigue [7, 9], the mitiga-
tion of security fatigue is even more challenging.

Security warning messages are usually conveyed to 
users through their visual senses. While communication 
through visual perception is still the primary means for 
exchanging and conveying information, it is also possible 
that users may be overwhelmed with the huge number of 
visual e�ects and textual descriptions. Thus, some of the 
critical messages might be overlooked or missed by the 
users, and thus the underlying system and its users might 
be in danger or exposed to serious risk.

1.2  Contributions

In their earlier work (i.e., a formative evaluation) the 
authors introduced the idea of representing cyber threats 
and cues through auditory indicators, and thus utilizing 
the hearing sense as a new channel to communicate secu-
rity risks to end-users [12, 13]. In that work, the authors 
introduced a systematic approach to sonify security threat 
indicators for a small set of security attacks namely phish-
ing, downloading, and form-�lling. To do so, the authors 
created a set of natural sounds to represent each security. 
For instance, the sound of a �shing rod was used to repre-
sent phishing attacks; whereas a sound e�ect for dropping 
a bomb warned users about a malware download.

The motivation for the authors’ earlier work [12, 13] 
was centered on the problem of Internet navigation for 
users who are visually impaired. Users with visual impair-
ment may need better assistive technologies to help them 
navigate the Internet safely. Given the fact that users with 
visual impairments utilize their hearing senses in commu-
nication heavily, auditory warnings about security threats 
and cues were designed and tested. The results indicated 
the e�ectiveness of such an approach for making security 
was more usable for this kind of user.
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In the present work, we conducted a formative evalu-
ation of the use of sonifications with sighted participants 
(i.e., users without visual impairments) and hypothesize 
that the introduced technology can be useful and effec-
tive not only for visually impaired users but also for Inter-
net users who do not have visual impairments. It should 
be noted that the current evaluation is not intended as 
a replacement to visual warnings but rather these two 
modalities may be used in tandem to offer more secure 
systems to the end-users. The key contributions of this 
paper are as follows: 

1. Investigating the e�ectiveness of representing security 
threats and cues using natural sounds (i.e., auditory 
icons).

2. Conducting a formative evaluation of sonification 
artifacts to examine whether the users who are with-
out visual impairment a) could correctly identify the 
cyber security threat that a given indicator was meant 
to convey, b) felt that each indicator sounded pleasant, 
urgent, and distinctive from background sounds, and 
c) could distinguish the best indicators for each cyber 
security threat from one another.

3. Introducing a sonification sandbox, called Cyber-

Warner, that implements the security soni�cation for 
a number of security threats and cues. The tool ena-
bles other researchers to replicate the case studies and 
validate other forms of soni�cations. The tool can be 
installed on the Google Chrome browser and alarm 
users about potential danger and risks associated with 
some major cyber threats and indicators.

It should be noted that the introduced sandbox, is a 
work-in-progress prototype to test and demonstrate the 
feasibility of the proposed methodology and the sonifi-
cations used in the study. Through the use of the sand-
box, we try to represent major security events through 
sounds to reduce cognitive workload by drawing users’ 
attention.

The rest of this paper is organized as follows: Sect. 2 
provides the state-of-the art of text warning and use of 
soni�cation in warning users. Section 3 reports the results 
of a formative evaluation in which the designed soni�ca-
tions were tested with Internet users who were not visually 
impaired. Section 4 introduces CyberWarner, which is an 
automated soni�cation sandbox prototype tool developed 
for enabling soni�cation on the Google Chrome browser. 
Section 5 presents the results of the current formative 
evaluation and highlights commonalities and di�erences 
across the two sets of participants, i.e., users who were 
and were not visually impaired. Section 6 discusses the 
conclusions drawn from the research and highlights future 
research directions.

2  State-of-the-art: security warning 
and soni�cation

This section presents an overview of the state-of-the-art 
in security warning and sonification literature.

2.1  Text-based security warnings

Cambridge dictionary defines a warning as a “notice of a 
possible danger or problem so that it can be prevented or 
avoided.” A security warning is an alarm about something 
that may harm or compromise the protection of a sys-
tem. Researchers have been studying the users’ behavior 
and response to the security warnings in Web browsers 
to improve its effectiveness. Apart from the general tech-
nical problems such as date/time mismatch and antivirus 
alerts [14], security warnings can be triggered by visiting 
malicious Websites that may download malware or cause 
phishing attacks by spoofing popular Websites.

Egelman et al. [15] designed an experiment to study 
participants’ behavior when presented with security 
warnings in the browser caused by spear-phishing 
attacks. Participants were not informed about the true 
nature of the study but were rather recruited to par-
ticipate in a study about online shopping. The authors 
concluded that many of the participants ignored the 
warnings mainly because either they had encountered 
a similar-looking warning message before on a trusted 
Website or that they believed the warning was shown in 
error because of the temporal context of receiving the 
email shortly after placing the order. As an implication of 
the study, security warnings should look significantly dif-
ferent from general browser warnings and they should 
interrupt user’s current tasks and ask them about their 
choice, thereby grabbing their attention.

Researchers have also studied if there is a significant 
difference in users’ behavior when responding to secu-
rity warnings across different Web browsers. Particu-
larly, researchers have found that users tend to ignore 
browser warnings in Google Chrome more than Firefox 
[16]. The main reasons for differences in users’ behavior 
are due to 1) better design of the warnings in Firefox 
browser [17] and also, 2) because Google Chrome has 
more users than Firefox [18]. Researchers have found 
that users often ignore the SSL warning messages in 
the browser when visiting Websites that look familiar 
to them. Based on their previous experience with these 
Websites, users tend to develop a sense of trust over 
time and thus ignore the warnings as they believe it 
must have occurred in error [18]. This behavior is dan-
gerous as an attacker may easily spoof a Website and 
thus, a user may reveal confidential information when 
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interacting with the malicious Website thinking into 
believing that the malicious Website was real despite 
any SSL warnings issued by the browser.

In addition to looking into users’ behavior across dif-
ferent Web browsers, researchers have also analyzed the 
e�ect of di�erent security cues, icons, background colors, 
text description, gender, and age in security warnings. 
Egelman et  al. [19] conducted a study to analyze the 
e�ects of adding a di�erent text and a border color com-
pared to the default security warnings in the Microsoft 
Internet Explorer. The authors found that even though 
the participants spent signi�cantly more time reading the 
modi�ed versions of the security warnings, these changes 
did not have any e�ect on the user’s decision to heed to 
warning. The authors attribute this observation to the 
nature of lab studies that cause the participants to indulge 
in more risky behaviors than they normally would as the 
participants deem the lab environment to be “safer” as is 
also reported by a similar study [20].

To mitigate the inaction due to the habituation of secu-
rity warnings, researchers have proposed the use of secu-
rity warnings that dynamically change their appearance 
or animate to force the user to pay attention and choose 
the appropriate response to the warning presented. These 
warnings are known as polymorphic warnings [21–23]. 
Besides polymorphic warnings, Raja et al. [24] demon-
strated the use of metaphors to visualize �rewall warnings 
to improve comprehension to encourage safe behavior 
among users. The authors use images of a burglar trying 
to break into a house as a warning when an adversary is 
trying to break into the network. Although, visualization 
may improve the understanding of the immediate secu-
rity problem, choosing appropriate images that convey 
the intended meaning is a challenging task. If not chosen 
carefully, the warning may be misunderstood by the users. 
Habituation remains a challenging issue when it comes to 
the security warning.

2.2  The use of sonification in warning

Soni�cation is the use of non-speech sounds to notify that 
some event has occurred. The use of soni�cation has been 
applied to a myriad of application domains. As a warning 
system in the domain of computer science, soni�cation 
�nds its applications in son�ying anomalies by monitor-
ing the network tra�c [25–29] and improving situational 
awareness [30]. In addition, it has also been used in pro-
cess monitoring to sonify malicious processes [31] and also 
in intrusion detection systems [32, 33] to alert the network 
administrators of any imminent threats.

Minakawa et al. [34] proposed a custom security warn-
ing system that uses an image of an animated puppy with 

a bark sound to capture users’ attention in dialog boxes. 
The authors reported that the Kawaii e�ect was able to 
capture users’ attention, however, it necessarily did not 
stop them from visiting the malicious links. The authors 
attribute this to the bias in the study as the participants 
suspected the true nature of the study as discovered in 
the exit interviews.

While the use of abstract/synthetic sounds, also known 
as “earcons” [35–37] and speech sounds, has been widely 
studied for interface design in Human-Computer Interac-
tion (HCI) and computer networking domain, the use of 
natural sounds or “auditory icons” [38] has not received 
enough attention in the cyber security domain. In this 
paper, we conducted a formative evaluation of the use 
of auditory icons (sounds that are natural and easily rec-
ognizable) with sighted participants who are not visually 
impaired to analyze the feasibility of such an approach in 
the cyber security domain (described in Sect. 3).

3  A formative evaluation of soni�cation 
for sighted users

According to a technical report published by the Univer-
sity of Wisconsin (2008) [39], some of the assistive tech-
nologies speci�cally designed for people with disabilities 
could be useful both for people with and without disabili-
ties. For instance, according to the researchers at the Uni-
versity of Wisconsin, “students with hearing, visual, physi-
cal, psychiatric, learning or other disabilities can use screen 
magni�ers, and other assistive technologies to help them 
be more successful academically.”

To perform a formative evaluation of soni�cations for 
users who are not visually impaired the following ques-
tions arise:

– Do users without visual impairment, who utilize both 
visual and hearing senses, interpret the soni�cation 
technology and the representative sounds similar to 
users who are visually impaired?

– Does visiting real Websites and di�erent application 
domains that were used for users with visual impair-
ment change the perception of soni�cation for security 
threats? Research indicates that people rely on periph-
eral cues to assess the credibility of Websites [40]. It will 
be useful to study whether the appearance of Websites 
to users who are or not visually impaired may change 
the impact of security decision.

These motivating questions encouraged the authors to 
develop a sonification sandbox prototype tool, called 
CyberWarner (See Sect. 4). The soni�cation tool examines 
the use of auditory icons in grabbing the users’ attention 
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with the presence of distractor tasks—which do not lead 
to any soni�cations being played. This is described in the 
following sections.

3.1  Participant recruitment and study design

The evaluation involved 26 college students (18 males 
and 8 females) who were not visually impaired. 61.5% of 
the participants’ rated themselves to be 19 years old or 
younger, while 38.5% participants’ reported being in the 
20–29 years age group. 23.1% of the participants rated 
their knowledge of using computing devices (such as 
computers, smartphones, etc.) as very good, while 46.2% 
and 30.8% rated their knowledge to be good and average, 
respectively.

Based on our formative evaluation, the testing con-
sisted of two phases: (1) Out of Context, and (2) In Context. 
The “Out of Context” testing involves participants listen to 
sounds (i.e., soni�cation) designed for each cyber threat 
without considering any context or functional scenarios; 
whereas, “In Context” testing involves testing soni�ca-
tion in some business and functional tasks (e.g., visiting a 
banking Website) where the soni�cation is triggered upon 
observing a cyber threat. The participants were asked to 
sign an IRB-approved consent form prior to the study. Fur-
thermore, each session with a participant lasted for about 
45–60 minutes.

3.2  Testing procedure and instructions

Hostetler investigated 300 security incidents to identify 
cyber attacks [41]. The report identi�es human error as 
the leading cause of incidents (37%), followed by phish-
ing attacks and malware downloads (25%), external theft 
(22%), and employee theft (16%). A report claims that 
many costly cyber attacks could be prevented with bet-
ter people-management protocols [42] including training, 
awareness, self-phishing simulations, and utilizing e�ec-
tive security utilities. Most successful cyber attacks are 
those in which external attackers target individuals and 
prey on their weakness with the goal of luring them to 
expose private information or act maliciously on behalf of 
the adversaries. A simple and easy avenue for launching 
such attacks is through phishing and social engineering 
attacks. Phishing is still considered to be a very e�ective 
means for launching cyber attacks [43, 44]. Reports show 
that around 91% of all cyber attacks start with some kind 
of phishing through emails and social engineering manip-
ulation. The primary reason is the relative ease of social 
engineering attempts and phishing emails to obtain sensi-
tive information. Given the prevalence of and risks associ-
ated with cyber-attacks, Internet users must be aware of 
when they are being attacked and be informed e�ectively. 

As a result, for this study, we created sounds for phishing, 
malvertising, and form �lling incidents to simulate sce-
narios where certain threats were injected.

3.2.1  Metrics for formative evaluation

The formative evaluation presented in the paper reports 
both qualitative and quantitative data across the two test-
ing phases Out of context and in context. More speci�cally, 
the criteria for evaluation of the soni�cation approach 
described in the paper consists of following: 

1. Correct identi�cation and remembrance of sounds 
and their intentions: This metric measures whether 
the participants were able to correctly identify what 
the soni�cation conveys and the associated security 
threat.

2. Average pleasantness and urgency caused by listen-
ing to each sound: This measures the participants 
responses of soni�cation in terms of how pleasant 
the sound is and whether or not it draws participant’s 
attention measured of a likert-scale.

3. Best sound rating: This measure was included to gauge 
if there emerged any patterns among the participants 
when associating a soni�cation that best �ts a security 
threat. The formative evaluation aims to test natural 
sounds that the users can remember easily without 
requiring any signi�cant training.

4. Heard the alert: It is essential to measure if the par-
ticipants heard the alert when a security threat arises. 
This is useful to measure if the soni�cations chosen can 
grab participant’s attention while performing tasks.

The two phases are described in detail in the following 
sections.

3.2.2  The three stages of “Out of Context” formative 

evaluation

During the evaluation, a research assistant read the 
description of three security threats as described in Table 1 
for each participant. There were no distractors in this study 
and the research assistant read the description of the three 
focused threats for the participants (i.e., Phishing, Malware 
Downloading, and Form-Filling). The participants were 
instructed that they could ask to repeat the descriptions 
as many times as they would like if the descriptions were 
unclear to them. The evaluation was divided into three 
stages:

 Stage 1. Measuring Identifiability, Pleasantness, and 

Urgency. In this stage, each participant was asked to 
rate nine sounds produced for our previous study 
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[12, 13]. Each of the three security threats had three 
soni�cations associated with it. Thus, there were a 
total of nine sounds. The order of playing each sound 
was randomized for each participant to avoid possi-
ble biases. After playing each sound, the participants 
were �rst asked to describe what security situation 
the sound conveyed (i.e., Identi�ability) out of the 
three threat descriptions that were read to them ear-
lier. Then, they were asked to rate each sound based-
on the Pleasantness, and Urgency of each sound. 
More speci�cally:

– Identifiability Participants were asked to select the 
cyber-threat that they thought the soni�cation was 
meant to convey

– Pleasantness Participants were asked to rate each 
sound based on its pleasantness on a 5-point Likert 
scale – with 1 being ‘extremely unpleasant’ and 5 being 
‘extremely pleasant.’

– Urgency Participants were asked to rate each sound 
based on how urgent the sound was to them in terms 
of a 5-point Likert scale – with 1 being ‘I would de�nitely 

ignore it’ , and 5 being ‘I would de�nitely react to it.’.

According to the sonification handbook [45], a sound 
designer needs to carefully make decisions about what 

approach to sonification works best for a system. For 
example, a pleasant sound may be easier to recognize 
but it may not be e�ective in conveying the intended 
meaning. Therefore, factors such as sound’s pleasantness, 
urgency may play important characteristics while design-
ing soni�cations for cyber security threats. Additionally, 
choosing sounds familiar to the users reduce training time 
and thus chances of error [46].

The responses were then recorded for each of the nine 
sounds. If participants were unable to identify the cor-
rect security threat pertaining to each sound, they were 
informed about the correct option. 

Stage2 Selecting the Best Sonification for Each Security 

Threat. In this stage, participants were asked to select 
each sound that they thought best conveyed the 
intended security threat. The participants selected 
one sound from each security set with three sounds 
produced for each. The order in which the soni�cation 
was presented was also randomized to avoid biases. 
In addition, we also asked the participants to brie�y 
explain the rationale behind their choice for each 
threat.

Stage3 Measuring Memorability. In the �nal stage, partici-
pants re-listened to the soni�cations in random order 
and then were asked to recall what security situation 
each sound was supposed to convey. The key idea was 

Table 1  The �nal set of soni�cations and brief explanations for why those sounds were chosen

Attack Soni�cation and Brief Rationales

Phishing (1) Soni�cation. Casting a Fishing Reel

Rationale. Users should recognize it as a �shing reel and then connect that with a phishing attack.

(2) Soni�cation. Breaking Glass

Rationale. Phishing attacks often involve attempts to steal information, which is somewhat analogous to a burglary, 
and it was thought that this sound would have a negative connotation.

(3) Soni�cation. Opening a Rusty Door

Rationale. Phishing attacks often involve attempts to steal information, which is somewhat analogous to a burglary, 
and thus, this sound would suggest such a negative connotation.

Malware Downloading (1) Soni�cation. Dropping a Bomb

Rationale. Malware downloading can wreak havoc on one’s computer system, and it was thought that this sound 
would have a negative connotation.

(2) Soni�cation. Pouring Water into a Container

Rationale. Water �lling the container was thought to be analogous to the process of downloading a �le.

(3) Soni�cation. Siren Sound

Rationale. Malware downloading can wreak havoc on one’s computer system, and it was thought that this sound 
would have an urgent connotation.

Form-Filling (1) Soni�cation.  Typing on a Keyboard

Rationale. Typing on a keyboard is often a component of �lling out an online form.

(2) Soni�cation. Bubbling Water

Rationale. The bubbling was thought to be analogous to an ongoing process such as �lling out a form.

(3) Soni�cation. Playing a Slot Machine

Rationale. The threat during form-�lling is exposing sensitive information, which often involves money.
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to see if the participants would be able to recall the 
intended meaning of soni�cation after just one expo-
sure to the sound without any guidance. Measuring 
memorability after just one exposure would help to 
understand whether the use of natural sounds would 
help participants remember the associated threat. It is 
important to note that we did not study the e�ect of 
the repeated exposure to sounds in memorability.

3.2.3  The “In Context” formative evaluation

For the in context formative evaluation, the participants 
used the CyberWarner, a Google Chrome extension that 
the research team developed for the purpose of this study 
(see Sect. 4 for details). We considered four di�erent sce-
narios to sonify each of the threats described in Table 1. 
This evaluation required participants to work with real 
Websites. For example, in the case of Phishing, we chose 
to sonify two di�erent aspects of phishing - namely vis-
iting a Website with an invalid certi�cate and the other 
one being a Website whose URL would suggest that users 
should suspect a phishing attack.

The three soni�cations chosen were 1) casting a �shing 

reel, 2) sounding a siren, and 3) typing on a keyboard. The 
scenarios were developed in such a way that two of them 
would generate a sound alert, i.e., task-relevant, while 
one of them would not, i.e., non-task relevant. A task is 
de�ned as an activity that the participant were asked to 
perform while visiting each Website (e.g., registration on 
the Website).

The order of the application domain and the scenarios 
was randomized so that the participant would not know 
which task would generate a certain sound alert. Addition-
ally, by randomizing the order, we aimed to ensure that 
e�ects such as learning and fatigue could not confound 
the tasks (e.g., tasks at the beginning being privileged with 
low fatigue vs. tasks at the end being hindered by fatigue). 
Moreover, the evaluation presented in this work is con-
cerned with exploring whether the participants were able 
to remember what the soni�cations conveyed rather than 
an individual’s remembering ability. The descriptions of 
these scenarios are given in Tables 2 and 3.

For each of the scenarios, we asked participants as 
before - to explain their rationale behind their choices 
and what action they would have taken in response to the 
sound if they were not told to stop after hearing the alert. 
This was important so that we could analyze whether the 
participants would take the necessary actions in response 
to the threats.

4  CyberWarner: a soni�cation sandbox 
for alarming threats

To enable easy replications of the experiments conducted 
and reported in this work, the research team developed a 
soni�cation sandbox for alarming cyber threats and cues, 
called CyberWarner. The current version of the sandbox 
primarily soni�es threats related to downloading, various 
forms of Website phishing and spoo�ng, and form �lling. 
The tool is developed using the Google Chrome Exten-
sion1. CyberWarner uses heuristics derived from the exist-
ing literature to warn users using sounds in the event of 
security threats. It is di�erent from other extensions or 
plugins as it functions at the “browser level” rather than 
being application-dependent or content-dependent such 
as in the case of Page Monitor [47], Gmail Audio Alerts [48], 
Wachete [49], Noti�cation Sound [50], and Noise [51]. It is 
important to note that these soni�cations would be played 
only when a security threat is detected, and thus, we do 
not expect them to be overwhelming because they should 
only occur periodically.

4.1  Google chrome extensions: a review

Google Chrome Extensions o�ers a whole gamut of fea-
tures to extend the functionality of the Google Chrome 
browser. Extensions enable everything from changing the 
look and feel of the browser to providing additional func-
tionality in the browser to aid day-to-day tasks [52, 53]. 
Chrome provides security by running each component of 
the extension in a sandboxed environment, which ensures 
each process runs in an isolated environment and can have 
access to only those APIs that are explicitly mentioned in 
the manifest �le of the extension code [54, 55]. Essentially, 
Google extensions are made up of two components [56]: 

(1) User-Interface Components. These components are 
simple HTML and CSS (Cascading Style Sheets) fea-
tures that are responsible for managing the look and 
feel of the extension.

(2) Scripting Components.  These components can be fur-
ther divided into two parts:

(a) Background Event Pages: It is the heart of any chrome 
extension, where the main core logic of the extension 
resides. Background pages can be either persistent 
or event-based. A persistent page requires the back-
ground page to keep running during the entire time 

1 The soni�cation sandbox can be downloaded through the follow-
ing link: https:// github. com/ asiam ina/ Cyber Warner

https://github.com/asiamina/CyberWarner
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the extension is up and running while an event page 
is triggered when a certain action(s) occurs and after 
performing its designated action it returns the con-
trol to the dormant state. Unless it is required to run 
the extension logic on all the pages, at all times, it is 
recommended that developers refrain from using the 
background pages as it may a�ect the load time of a 
page in the browser. Background pages have com-
plete and full access to standard JavaScript libraries 
and also chrome extension APIs.

(b) Content Scripts: These scripts are used when the 
extension needs to interact with certain Web pages 
in the browser. It works by injecting a speci�c code 
(e.g., JavaScript) to the source code of the page to 
enforce the intended action when the page is loaded. 
These scripts are primarily used for “message passing” 

or interacting with the background page. Content 
scripts are designed to run with the least-privilege 
mechanism to ensure security [54]. They have com-
plete access to the page’s DOM (Document Object 
Model) objects but limited access to Google Chrome 
APIs [57]. Google Chrome APIs consists of libraries of 
functions that an extension can use to modify the dif-
ferent aspect of Web pages such as downloads and 
open tabs [58]. Document Object Models or DOMs 
are a tree-like hierarchical representation of all Web 
pages in the browser. Developers can use this hier-
archical structure to manipulate the HTML dynami-
cally by adding or removing elements from a Web 
page or changing certain properties of the visual 
elements on the Web page, e.g., background colors. 
If it is required by the extension to use the chrome 

Table 2  The scenarios used in the study (Part 1)

Threat, Scenarios, and Tasks

Threat: Phishing

Task 1. Finding Top Job Positions Available.

1. Visit www. nsa. gov

2. Click the link on the top that reads “Career & Programs.” Then, �nd the link where it says “IntelligenceCareers.gov/NSA” and then click 
“Careers” on the following page.

3. Copy and paste the �rst 3 job categories listed on the page in the notepad �le.

Task 2. Finding Resources for Educating People about Security.

1. Visit www. nsa. gov

2. Click “Resources For” link on the top and then select Educators → Centers of Academic Excellence in cyber security → Cyber Defense.

3. In the next page, click the link that says: “For a current list of NSA/DHS CAE institutions.”

Task 3. Finding Information about NSA’s CSfC Program.

1. Visit www. nsa. gov

2. Click “Resources For ...” link on the top and then select Educators → Commercial Solutions for Classi�ed Program.

3. On the next page, scroll down and �nd the link that says, “Click here to go to the CNSS Website.” and then click it.

Threat: Form Filling

Task 1. Searching for Favorite Music Video.

1. Visit www. youtu be. com and search for your favorite music video in the search box.

Task 2. Change Account Information.

1. Open www. gmail. com

2. On the sign in page, enter udemo57@gmail.com as the email address and click Next.

3. Enter password exactly as following “dummypassword”, without quotes.

4. In the top right, click “Settings.”

5. Click the Accounts and Import Tab.

6. In the “Send mail as” section, click “edit info”. Add the name you want to show when you send messages. At the bottom, click Save 
Changes.

Task 3. Findings video with maximum no. of views.

1. Visit www. youtu be. com

2. Click Sign in button.

3. On the sign in page, enter udemo57@gmail.com as the email address and click Next.

4. Enter password exactly as following “dummypassword” (without quotes).

5. On the left hand side, click “Favorite” under Playlist tab.

6. Based on the list of videos on your list, �nd the one that has the maximum number of views. By visiting each video one by one. Note 
down the video title in the notepad.

http://www.nsa.gov
http://www.nsa.gov
http://www.nsa.gov
http://www.youtube.com
http://www.gmail.com
http://www.youtube.com
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APIs (i.e., chrome.* API), the content script interacts 
with the background page through message passing 
and the background page can then use the requested 
API(s).

4.2  The security sonification integrated 
in the sandbox

The current version of CyberWarner, the soni�cation sand-
box, implements three types of security threats and cues: 
(1) various forms of phishing attacks through Web brows-
ers, (2) �le downloading, and (3) form �lling.

4.2.1  Security threat/cue: potential phishing attacks

There are many variations of how phishing attacks can take 
place. CyberWarner implements the soni�cation of two 
forms of phishing attacks: (1) visiting an unsafe Web page, 
whose certi�cate is expired or is invalid, and (2) visiting a 
suspicious Web page, whose URL’s pattern is inspected to 
determine and detect a potential phishing Website:

(1) Invalid/Expired Secure Socket Layer (SSL) Certi�cate. 
Secure Socket Layer (SSL) protocol is designed to 
ensure secure and con�dential communication on 
the Internet. When a user requests a Web page, it is 
the responsibility of the browser to verify the Web 
page’s identity by checking its SSL certi�cate. SSL cer-
ti�cates are usually signed by a trusted third party 
called the Certi�cation Authority (CA). The signed cer-
ti�cates are matched with the details advertised by 
the Web page. In the case of a mismatch, the user is 
given a warning as shown in Fig.  1, alarming that the 
connection to the Website may not be safe. Although 
in theory, this warning should be su�cient in alarm-
ing the users to refrain from visiting the unsafe Web-
site. However, as shown by many studies, most users 
decide not to heed the warning and proceed to the 
subsequent page anyway, making them vulnerable to 
phishing attacks [17, 59, 60]. The soni�cation sandbox 
incorporates a soni�cation for this facet of phishing 
attacks to further alarm users, in addition to visual 
alarming and let them be aware of potential phishing 
attacks.

Table 3  The scenarios used in the study (Part 2)

Threat, Scenarios, and Tasks

Threat: File Downloading

Task 1. Looking for a List

1. Choose a Journal of your choice and open it in your browser.

2. Copy and paste the list of most read papers on the main page in the notepad �le.

Task 2. Downloading a Research Paper

1. Open a new tab and enter the URL of your favorite journal.

2. Search for a topic of your journal in the search box.

3. Download the paper of your choice by right clicking and selecting “Save Link as..”

Task 3. Downloading a Citation of a Paper

1. Open a new tab and visit http:// journ als. sagep ub. com/ home/ hfs

2. In the Search Box, search for the following research paper by Frank A. Drews: “Human factors in critical care medical environment”

3. Click on the link to the paper in the search results.

4. In the box on the right side, click Cite and then Download Citation

Threat: Phishing Using URL Heuristics

Task 1. Looking for News

1. In a new tab, type in eng.customs.ru and press enter.

2. Copy and paste the Top 3 News headlines in the notepad�le.

Task 2. Looking for Personal Names

1. In a new tab, type in eng.customs.ru and press enter

2. In the ABOUT section, click on the link that says Management.

3. Copy and paste the names of the �rst two people on the list in the notepad �le.

Task 3. Looking for Individual Customs Declaration

1. In a new tab, type in eng.customs.ru and press enter.

2. Scroll down to the FOR INDIVIDUALS section on the left, click on the link that says: “Passenger customs declaration.”

3. Click the �rst link that says: “Procedure of �lling in the passenger customs declaration” and note down the date in the notepad �le.

http://journals.sagepub.com/home/hfs
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(2) URL Patterns and Heuristics. URL heuristics are used 
to determine whether a URL address is likely to be a 
phishing Website. Many heuristic techniques involve 
the use of complex machine learning or data mining 
algorithms to estimate if a Website is likely to be a 
phishing Website. A typical URL structure is made of 
(1) protocol, (2) sub-domain, (3) primary domain, and 
(4) top-level domain (TLD) followed by an optional 
path domain. An example of a typical URL is shown 
in Fig. 2.

Given that we wanted to limit our scope to heuristics that 
could be programmed using JavaScript and would give 
the desired results, CyberWarner implemented the fol-
lowing heuristics based on our literature review of URL 
heuristics [61–68]: 

 (i). Number of Dots in the Domain When the number 
of dots in a domain exceeds a certain threshold, 
then the URL is probably suspicious. Based on our 
experimentation and study, we decided to keep the 
threshold in CyberWarner, i.e., the number of dots 
in the path, as 5. A study reports that the number 
of dots in a suspicious URL is usually more than 4 
[69]. To reduce the number of false positives, we 

consider the number of dots allowed in the given 
URL to be 5.

 (ii). Length of the URL URL length of more than 75 char-
acters is considered to be suspicious. According 
to a study, normal length of the URL should not 
exceed 54 characters [61]. In order to reduce the 
number of possible false positives, we consider 75 
characters. Nevertheless, this value can be changed 
while installing CyberWarner.

 (iii). Suspicious Characters The presence of symbols like 
“@” or “ ∖′ ’ is another indicator that the URL might 
be suspicious.

 (iv). Presence of an IP Address Unless a user is accessing 
any Intranet Website, the presence of an IP address 
in the URL is an indicator of the Website being mali-
cious.

 (v). Known Malicious TLDs Some phishing Websites are 
known to use certain top-level domains (TLD) that 
make them labeled as being a phishing Website 
(e.g., a URL with .bz domain). CyberWarner incor-
porates 18 most common malicious TLD’s compiled 
from various sources.

 (vi). No Use of HTTPS Although the use of the HTTPS 
protocol is not mandatory in many legitimate Web-
sites, almost all phishing Websites use only simple 
HTTP. Therefore, the use of simple HTTP is one of 
the heuristics to mark a URL as suspicious.

In CyberWarner, each of these URL heuristics was assigned 
a certain weight. Every visited URL is analyzed using these 
heuristics in real-time. If there is a match between certain 
characteristics of the URL and the heuristics, its corre-
sponding weight w 

i
 is added to a summation variable W.

When the value of the count variable W exceeds a cer-
tain threshold (�) , we estimate that URL to be suspicious 
and thus play the corresponding sound alert to the end-
user. After some experimentation and preliminary testing, 
we kept an overall threshold � value as 4. The choice of 4 
was based on our review of the existing literature on URL 
heuristics with their focus on utilizing quantitative meas-
ures to identify phishing Websites.

We also inspected several malicious URL’s from www. 
phish tank. com to have some insights regarding this 
threshold value. The weight assigned for each of these 
heuristics in our extension is shown in Table 4. A similar 
approach for measuring the weights of heuristic fea-
tures and their contributions to the overall prediction 
of spamicity of a given URL is presented by Jo et al. [63] 
where a simple logistic regression is used to predict the 
spamicity of URLs. Here, we did not perform any regres-
sion analysis. Instead, we performed some pilot stud-
ies and adjusted the weights accordingly. As an exam-
ple, a malicious URL using only http [weight + 1] and a 

Fig. 1  An invalid certi�cate warning in Google Chrome

Fig. 2  Structure of a typical URL address

http://www.phishtank.com
http://www.phishtank.com
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malicious Top-level-domain (TLD) such as “.bz” [weight 
+ 2] and length of URL [weight + 1] would add up to a 
total weight of 4. Note that the URL may contain more 
URL heuristics that could help to identify it as a malicious 
domain. However, once it exceeds the threshold, it indi-
cates the presence of a malicious URL. Based on the pilot 
study, we increased the value to 4 from the initial value 
of 3 in order to reduce false positives and thus have a 
more sensitive value for identifying a malicious URL.

The summation variable W can be represented math-
ematically in the form of following equation:

where, i = 1,2,....6 is the URL heuristic.
Thus, If: W ≥ � ; URL is malicious
Else: URL is safe
This process is illustrated in the form of a �owchart as 

depicted in Fig. 3.

4.2.2  Security threat/cue: form-filling

It is often observed that some users are not very careful 
about their surroundings when they are entering their 
credentials (e.g., password) or sensitive information (e.g., 
credit card number) in a Web form. Although when a user 
enters their password in a form �eld, a series of dots or 
asterisks are displayed on-the screen. There is, however, no 
guarantee that someone standing in the near vicinity of 
the user is not paying attention to the keys that the user is 

(1)W =

6
∑

i=1

w
i

Table 4  URL Heuristics and their assigned weight

URL Heuristic Assigned 
Weight(W

i

)

1 Number of Dots in Domain 1

2 Length of URL geq 75 1

3 Suspicious Characters ‘@’, ‘ ∖’ 3

4 Presence of IP address 3

5 Known malicious TLD 2

6 Using only HTTP 1

Fig. 3  URL-based heuristics
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typing on the keyboard. This situation is most likely to be 
observed on shared computers or while using a computer 
system in a public place, e.g., a library. The sandbox imple-
ments a sound alert for such situations. When users are 
about to type in their passwords or sensitive information, 
CyberWarner would alert them by playing a sound so that 
they can be more careful of their environment and thus to 
keep their passwords protected from prying eyes.

4.2.3  Security threat/cue: file downloading

Malicious software encompasses programs that have the 
potential to harm a computer system, a user, or the net-
work. Despite the widespread use of anti-virus software, 
malware still manages to be installed on the local host 
computers through downloads. While malware detection 
on the �y is not only challenging but di�cult to hard code 
in the Chrome extension, we tried to create a sound alert 
to notify the user that they may be downloading a poten-
tially dangerous �le and thus proceed with caution while 
handling it. Although the most common malware that 
can be found are executable �les, there are several other 
�le formats such as *.doc and *.pdf �les that can contain 
malware. These types of �les are known to carry malicious 
code through virus or malicious code (e.g., Java scripts) 
that can be integrated into these portable �les. The cur-
rent version of CyberWarner alarms users whenever there 
is a downloading activity. In practice, not all downloaded 
�les are malicious. A feature that can be added to Cyber-
Warner is to integrate it with some anti-virus software to 
make sure that only malicious �les are causing the alarm 
sounds to be played.

5  Analysis and results

5.1  Results for the “Out of Context” formative 
evaluation

The result of the out of context formative evaluation is 
depicted in Fig. 4 and Table 5. It is apparent from Fig. 4 
that the participants preferred sounds that were semanti-
cally close to the security threat. For instance, 58% of the 
participants rated “casting a �shing reel” soni�cation as the 
best to represent phishing, while 89% of the participant 
rated “typing on a keyboard”as the best soni�cation for 
representing the form-�lling cue. In the case of malware 
downloading, 50% of the participants rated “sounding a 
siren” as the best representation followed closely by “drop-
ping a bomb” by 46%.

The results are generally consistent with our ear-
lier formative evaluation with users who were visually 

impaired. Sounding a siren was rated as the best sound 
in both cases. However, dropping a bomb stood close 
to sounding a siren compared to participants who were 
visually impaired, who rated dropping a bomb sound (1 
out of 5 participants) and sounding a siren (4 out of 5) 
respectively.

Figures 5 and 6 illustrate the normalized z-scores and 
unnormalized likert scores for pleasantness and urgency, 
respectively. As illustrated in Fig. 5b, the pleasantness 
z-score values for sonification of fishing rod, break-
ing glass, and rusty doors are mostly in the range of 
[−1.5,+0.5] standard deviation of the mean; whereas, as 
shown in Fig. and 5d, the pleasantness z-scores of the soni-
�cation for dropping a bomb, siren, and pouring water are 
in the range of [−1.5,+1.5] standard deviation of the mean. 
Moreover, as shown in Fig. 5f, the pleasantness scores of 
soni�cation for typing on a keyboard, boiling water, and 
slot machine are in the range of [−1.00,+2.00] standard 
deviations above the mean indicating that these sounds 
are considered more pleasant than the sounds designed 
for soni�cation of those shown in Figs. 5b, d.

Similarly, Fig. 6a illustrates the urgency z-scores for 
phishing soni�ciation (i.e., �shing rod, breaking glass, and 
rusty dorr). The urgency z-score computed for the break-
ing glass soni�cation is roughly 1.5 standard deviations 
above the mean compared to �shing rod and rusty door 
sounds, indicating that breaking glass draws participants’ 
attention more than the other two sounds. Figure  6c, 
shows the urgency z-scores for soni�cation of malware 
download. As observed in �gure, the urgency of drop-
ping a bomb and the siren sounds are higher compared to 
pouring water sound. This means that the urgency ratings 
is higher (draws more attention) for the �rst two sounds 
compared to the pouring water sound. Finally, in Fig. 6e 

Table 5  Results of “out-of-context” study for participants who were 
not visually impaired

Soni�cation %Correctly %Rated

Identi�ed Remembered Best

Phishing

Casting a �shing reel 46 73 58

Breaking glass 31 69 23

Opening a rusty door 31 69 19

Malware downloading

Dropping a bomb 81 88 46

Sounding a siren 39 77 50

Pouring water 35 58 4

Form-�lling

Typing on a keyboard 92 96 89

Bubbling water 12 54 4

Playing a slot machine 27 62 8
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all of the three sounds designed for form-�lling soni�ca-
tion have a z-score rating of around 2 standard deviations 
below the mean indicating that these sounds were not 
considered as urgent by the participants in drawing their 
attention.

5.2  Results for the “In Context” study

According to Fig. 7 (Table 6), in all cases, the participants 
heard the alerts when navigating the target Website. The 
percentage of participants who correctly identi�ed each 
threat was between 73% and 100%. The percentages are 
somewhat greater than those captured for users who are 
visually impaired from our previous study. This is because, 
unlike the case for the visually impaired, we did not use 
any distractors in the study performed with participants 
who were not visually impaired. In other words, there is 
only a 33% chance that the participants would randomly 
guess the correct threat. We believe this number is suf-
�ciently low. Adding distractors would further reduce the 
probability and also risk the study running too long.

The other evaluation criteria measured for users who 
are visually impaired (i.e., task-relevant and non-task rel-
evant) were not applicable for users without visual impair-
ment, as users without visual impairment use the mouse 
for navigation through the form and do not typically use 
the keyboard and in particular, the TAB button to navigate 
a form (i.e., the TAB button is usually used by users who are 
visually impaired to navigate a form �eld by �eld; whereas, 
the TAB button is the most important button for users who 
are visually impaired for navigation purposes.

5.3  Discussion

5.3.1  Participants responses/comments

Table 7 shows some of the responses from the in-context 

study with sighted participants about what they would 
have done if not told to stop upon hearing the sound. The 
study described in this paper is not only to evaluate the 
soni�cations but also to gauge if the participants would 

Fig. 4  The Out-of-Context formative evaluation for users who are not visually impaired
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Fig. 5  The Unnormalized and Normalized scores for Pleasantness rating
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Fig. 6  The Unnormalized and Normalized scores for Urgency rating
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Table 6  Results of “in-context” 
study for participants who 
were not visually impaired

The aspect soni�ed Soni�cation Alert % heard 
the

the Threat 
identi�ed % 
correctly

Phishing

Invalid SSL Certi�cate Casting a �shing reel 100 77

Malicious website 100 73

Malware

Potentially dangerous �les based on the 
�le extension (e.g. .exe, .swf etc.)

Sounding a Siren 100 92

Form-�lling

Password input �eld on Web forms Typing on a keyboard 100 100

Fig. 7  The In-Context study for 
sighted participants

Table 7  Participants responses for the “In-context Study”

Cyber-threat Participants comments Correctly 
Identi�ed 
Threat?

Phishing (Invalid Web 
page Certi�cate)

- Go back and see if what I did caused the sound and look further into that Y

- Would’ve Exited my browser Y

- Looked it up on my phone what the sound meant Y

- I was going on a non-secure Website, I would have stopped N

- Because I was trying to go to another site and my information wasn’t private, I would’ve clicked “go 
back to safety” button when it popped up

N

Phishing (URL Heuristics) - I would be concerned and stop and �gure out what happened. Maybe go back and click on link again Y

- Would’ve double-checked the Website to see if I was mislead somewhere else Y

- Would have just clicked on one of the people because it is a federal service Website N

- Would’ve closed the page. Thought something is wrong with the Website N

Form-Filling - Would have stopped typing Y

- Would be more aware of who was around me Y

- Continued signing in Y

- Probably would’ve continued. No elaboration what’s wrong - just the noise Y

Malware Downloading - Closed all my tabs and turn o� pop-ups and not download the �le again Y

- It downloaded something, may have some code in it. Probably would’ve deleted the �le immediately Y

- I would still download since it is just a citation but try to �gure out what went wrong Y

- I would’ve stopped this step. Noise grabs attention N
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stop their tasks if they heard the sounds during the simu-
lated scenarios.

For the phishing (invalid certi�cate) scenario, the par-
ticipants exhibited a rational choice of exiting or closing 
the browser window even if they were not able to identify 
the phishing threat through the soni�cation.

For the form-�lling scenario, all the participants were 
able to correctly identify what the soni�cation (typing 
keyboard sound) conveyed and indicated that they would 
have been more careful of their surroundings when enter-
ing their passwords in the Web page.

Similarly, the participants denoted that they would 
delete or cancel the �le for the malware downloading 
scenario. These responses indicate that even though the 
participants did not always remember what threat the son-
i�cation conveyed, the participants stipulated a rational 
action in response to the sound in real-world situations.

It should be noted that as we did not use actual mal-
ware and phishing Websites out of the security concerns of 
the participants and to avoid any unpredictability during 
the formative evaluation. As a result, a few of the partici-
pants stated that they would have ignored the soni�ca-
tion warning or would have preferred a textual warning 
in addition to the soni�cation, to comprehend the situ-
ation and make an informed decision. For example, in 
phishing (URL heuristic) scenario, one of the participants 
pointed out that the Website appeared to be a legitimate 
federal Website and as a result, the participant would have 
continued browsing the Website despite the soni�cation 
warning:

“(I) would have just clicked on one of the people because 

it is a federal service Website.” 

5.3.2  Comparison: participants who were not vs. were 

visually impaired

In Sect. 3, we listed several motivational questions regard-
ing the usefulness and formative evaluation of the soni�-
cations for general Internet users. To reiterate, our previous 
work [12, 13] contained 5 participants who were visually 
impaired whereas the current work presented in the paper 
reports the results with 26 participants who are not visu-
ally impaired (sighted participants).

Both groups of participants agreed on rating (i.e., Rated 
Best) the sounds created for phishing, malware download-
ing, and form-�lling as casting a �shing reel, sounding a 
siren, and typing on a keyboard respectively. However, in 
the case of the sighted participants, sounding the siren 
(rated best 50%) came marginally close to dropping a 
bomb (rated best 46%) as compared to sounding the 
siren (rated best 80%) and dropping a bomb (rated best 
20%) in case of visually impaired participants. Both groups 

of participants agreed on the pleasantness levels of the 
sounds (i.e., Average Pleasantness) that were created for 
the soni�cations. There are some slight variations such as 
the pleasantness of “pouring water” increasing from 52.4% 
to 64% for participants without and with visual impair-
ment respectively. Both groups of participants agreed on 
the urgency level of the sounds (i.e., Average Urgency). 
Specifically, both groups agreed that Breaking Glass, 
Sounding a Siren, and Playing a Slot Machine, convey the 
most urgency.

Some differences were observed when participants 
were asked whether they remembered the soni�cation. 
The number of participants with visual impairment who 
remembered the soni�cation correctly was greater than 
those without visual impairment. This is an interesting 
observation implying that individuals who are visually 
impaired tend to remember events and corresponding 
sounds that occurred in the surrounding environment 
better than those without visual impairment. There are 
a couple of exceptions where participants without visual 
impairments remembered the sounds correctly (i.e., “bub-
bling water” and “playing a slot machine”; 80% of partici-
pants who were not visually impaired remembered the 
meaning of those soni�cations correctly).

There is a complete consistency between the two 
groups of participants in hearing the alarms while navi-
gating the Web applications and Websites. On the other 
hand, there are some variations to correctly identifying 
the threats. The di�erences might be because of the Web 
applications that were used for participants who are visu-
ally impaired were fake and created by our research team; 
whereas, the Websites that we used for the formative eval-
uation for visually sighted participants were real enabled 
with CyberWarner installed on their browsers. Intuitively, 
if participants are given a super�cial and fake Web appli-
cation to navigate they would expect some strange or 
unexpected issues. However, a key takeaway lesson is that 
the soni�cations were able to catch the participants’ atten-
tion regardless of whether they were visually impaired or 
not. Thus, it seems that the soni�cation is e�ective and 
informative regarding informing the users about imminent 
threats.

6  Conclusion and future work

This research explored whether soni�ed cyber security 
threat indicators could be used to e�ectively warn users 
without visual impairments about cyber security attacks. 
The results of the formative evaluation conducted were 
promising. Speci�cally, the results suggested that it is pos-
sible to develop soni�ed cyber security threat indicators 
that users intuitively understand or, more commonly, that 
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users can understand with minimal experience. More spe-
ci�cally, the current formative evaluation was conducted 
with participants without visual impairments in order to 1) 
how soni�cation is generally acceptable? and 2) how dif-
ferent users with and without visual impairments perceive 
the developed soni�cation?. We observed that both sets 
of participants perceived the designed soni�cation posi-
tively. The authors also tested the designed soni�cation 
in realistic tasks where the users were asked to navigate a 
real Website. We observed some changes as follows: in the 
case of dealing with fake Websites, users are more cautious 
informed about malicious activities; whereas, when navi-
gating real Websites, they are less informed. This might be 
due to the appearance of the navigating Websites. Fogg 
et al. [40] report that people usually rely on peripheral 
cues, such as appearance, for assessing the credibility of 
Websites.

Further, qualitative results suggested ways to improve 
the soni�cations to better represent the various cyber 
security threats which will guide future development. The 
results suggest that soni�ed cyber security threat indica-
tors could be part of a solution to the problem of how to 
warn users about cyber security threats, and that such son-
i�cations warrant further research. The paper also intro-
duced CyberWarner, a soni�cation sandbox for cyber secu-
rity that can be downloaded and installed for researchers 
and general Internet users. Replication is important to 
advance the state-of-the-art of empirically-driven obser-
vations and then transform these observations into knowl-
edge. We developed this adds-on extension to help other 
researchers replicate similar studies easier. CyberWarner 
enables soni�cation for Google Chrome and also it is very 
easy to replace the sound integrated into the tool. Cyber-
Warner is also hosted on GitHub and thus accessible to all 
researchers to replicate the studies or change the sounds 
or use as it is in similar studies or settings.

The soni�cations were found useful to draw users’ atten-
tion and thereby, aid them in making an informed deci-
sion. It should be noted that soni�cations are not meant 
to replace visual warnings but rather can be used com-
plementary to each other. This is due to the limitations of 
the human anatomy as there are ten times more cortical 
neurons for visual processing compared to hearing and 
thus, soni�cations may not always precise compared to 
visual warnings [70]. E.g., soni�cation can be used along 
with visual warnings to warn users’ of a weak password 
during account registration [71]. Soni�cation can o�er 
an additional modality to warn users of imminent cyber 
security threats. E.g., soni�cation can useful in security 
operation centers (SOC) where security fatigue can arise 
due to a large number of alerts generated on daily basis 
or while the security practitioners are away from SOC [72]. 
While we did not explicitly ask the participants if they 

would use CyberWarner on their systems, we believe the 
use of soni�cation such as the one described in the paper 
may augment existing security infrastructure to offer 
better security to the users. Future research should for-
mally examine how a soni�cation’s utility and usability are 
in�uenced by its pleasantness, urgency, and conspicuity. 
Moreover, the e�ectiveness of soni�cation after repeated 
or multiple exposure should be explored more formally via 
experimentation. The present results indicate that 73% of 
the participants were able to correctly identify the cyber 
threat after just one exposure, indicating that the use of 
natural sound does improve memorability. Having a better 
understanding of those relationships would facilitate the 
future development of e�ective soni�cations.

Finally, future research should also explore ways to 
optimize various facets of the soni�cation development 
process. For example, the process of �nding and select-
ing candidate soni�cations was cumbersome; it would 
be advantageous to develop e�ective ways to automate, 
at least certain parts, of that process. It is also important 
to identify a representative subset of cyber threats for 
soni�cation since it is practically infeasible for end-users 
to remember a large number of sounds and their impli-
cations. Although the use of soni�cation may have unin-
tended side e�ects such as an added demand on users’ 
attention to try to remember what the soni�cations con-
vey. It should be noted that the soni�cations themselves 
would only play in the event of cyber threats. The Cyber-
Warner can be further �ne-tuned to avoid false positives.

It is also important to note that cyber security is a socio-
technical problem. Similarly, privacy concerns are socio-
technical issues. Hence, while there might be some tech-
nical solutions for technical problems, there is no silver 
bullet approach to address the socio part of cybersecu-
rity. In this work, we targeted English-speaking users and 
thus came up with a set of soni�cation that re�ects their 
culture and habits for the soni�cation (e.g., Phishing vs. 
�shing). There is a need to perform similar studies for non-
English speaker users, and thus di�erent soni�cation may 
be created to re�ect di�erent perceptions and cognition 
in�uenced by cultural di�erences. One of the limitations of 
the work presented in the paper is the lack of older partici-
pants. Future work should consider replicating the evalu-
ations with a representative sample consisting of adults 
from diverse age groups.
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