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Abstract

Turning the current experimental plasma accelerator state-of-the-art from a promising technology into mainstream
scientific tools depends critically on high-performance, high-fidelity modeling of complex processes that develop over a
wide range of space and time scales. As part of the U.S. Department of Energy’s Exascale Computing Project, a team
from Lawrence Berkeley National Laboratory, in collaboration with teams from SLAC National Accelerator Laboratory
and Lawrence Livermore National Laboratory, is developing a new plasma accelerator simulation tool that will harness
the power of future exascale supercomputers for high-performance modeling of plasma accelerators. We present the
various components of the codes such as the new Particle-In-Cell Scalable Application Resource (PICSAR) and the
redesigned adaptive mesh refinement library AMReX, which are combined with redesigned elements of the Warp code,
in the new WarpX software. The code structure, status, early examples of applications and plans are discussed.

Keywords: Particle-In-Cell, Particle accelerators, Plasma based accelerators, Laser wakefield accelerator, Plasma
simulations, Relativistic plasmas

1. Introduction

Particle accelerators are a vital part of the DOE-
supported infrastructure of discovery science and
university- and private-sector applications, and have a
broad range of benefits to industry, security, energy, the
environment and medicine. To take full advantage of
their societal benefits, however, we need game-changing
improvements in the size and cost of accelerators. Plasma-
based particle accelerators stand apart in their potential
for these improvements. Turning this from a promising
technology into mainstream scientific tools depends
critically on high-performance, high-fidelity modeling of
complex processes that develop over a wide range of space
and time scales.

As part of DOE’s Exascale Computing Project [1], a
team from Lawrence Berkeley National Laboratory, in col-
laboration with teams from SLAC National Accelerator
Laboratory and Lawrence Livermore National Laboratory,
is developing a new powerful plasma accelerator simulation
tool. The new software will harness the power of future
exascale supercomputers for the exploration of outstand-
ing questions in the physics of acceleration and transport
of particle beams in chains of plasma channels. This will
benefit the ultimate goal of compact and affordable high-
energy physics colliders, and many spinoff applications of
plasma accelerators along the way.

Email address: jlvay@lbl.gov (J.-L. Vay)

During this project, we are combining three major soft-
ware components (Warp, AMReX and PICSAR) into a
new software tool (WarpX) that will be tuned for running
efficiently at scale on exascale supercomputers. Warp [2] is
a framework for the modeling of plasma, beam and particle
accelerators using state-of-the-art parallel Particle-In-Cell
(PIC) methods. The Adaptive Mesh Refinement (AMR)
library AMReX [3] is a robust implementation of the AMR
methodology for various applications. The novel library
PICSAR [4], developed in collaboration with researchers
from CEA Saclay in France, implements the elementary
PIC operations with extensive optimizations for many-core
architectures.

The code structure, status, early examples of applica-
tions and plans are discussed in the following sections.

2. Code structure description

A UML diagram of the WarpX application is given in
Fig. 1. The application contains three packages (Warp
[2], AMReX [3] and PICSAR [4]) that are orchestrated
together with WarpX’s source code (‘WarpX-Source’), as
follows:

• Warp [2] is a pre-existing PIC code with a Python
interface and FORTRAN subroutines for fast number
crunching. Warp’s extensive collection of functional-
ities can be leveraged by WarpX, when running with
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Figure 1: UML diagram of WarpX. In addition to WarpX’s own
source code (‘WarpX-Source’), functionalities are provided by three
packages: AMReX for the handling of AMR, communication and
load balancing, PICSAR for the low level individual PIC functional-
ities, and Warp (optional) for extra physics packages, alternate user
interface and control.

Python as the front-end (optional): the Warp frame-
work provides a Python interface with modules for
code control, user steering and additional physics (not
included in WarpX-Source, AMReX or PICSAR) and
diagnostic packages.

• The PICSAR library [4] contains FORTRAN subrou-
tines (originally from Warp) for elemental Particle-In-
Cell operations at the innermost loop on grid and par-
ticle data, i.e. charge and current deposition from the
particles to the grid, Maxwell solver, field gather from
the grid to the particles and particle pusher. These
subroutines have been (and continue to be) highly op-
timized for new multicore architectures such as Intel
KNL.

• The PICSAR subroutines are called within interme-
diate loops for each set of grids and particles of the
AMR hierarchy by the AMReX library (C++) [3],
which also handles intra-node (OpenMP) and inter-
node (MPI) parallelism, load balancing and parallel
I/O on those data.

• WarpX-Source is a set of C++, FORTRAN and
Python subroutines for interfacing Warp, AMReX
and PICSAR. WarpX-Source does not just stitch to-
gether the three other components, but orchestrates
the workflow at the core of the main loop level.
WarpX-Source contains an alternate C++ driver for
convenience in development, testing, profiling, and
running on systems where Python support is prob-
lematic. It also contatins some recoded pre-existing
Warp functionalities, as needed for compatibility with
AMReX.

3. Status

During the first year of development, the three pre-
existing components (Warp, AMReX, PICSAR) were com-
bined, and the new code was benchmarked against Warp,
first on simple test problems (e.g. Langmuir oscillations,
relativistic plasma drift inducing numerical Cherenkov,
etc), then on the modeling of particle beam-driven plasma
accelerator (BPA) and laser-driven plasma accelerator
(LPA). Fig. 2 shows a slice of the longitudinal electric field
Ez in the y = 0 plane, from WarpX and Warp 3-D sim-
ulations. The driver beam (laser or electrons) propagates
towards the right and drives a wake with strong electric
fields. WarpX andWarp results are in excellent agreement.

Mesh refinement was then implemented in WarpX, fol-
lowing the method that had been implemented and val-
idated in Warp [5], based on the following principles: i)
avoidance of spurious effects from mesh refinement, or min-
imization of such effects; ii) user controllability of the spu-
rious effects’ relative magnitude; iii) simplicity of imple-
mentation. The two main generic issues that were identi-
fied in earlier work are: a) spurious self-force on macropar-
ticles close to the mesh refinement interface [6, 7]; b) re-
flection (and possible amplification) of short wavelength
electromagnetic waves at the mesh refinement interface [8].
The two effects are due to the loss of translation invariance
introduced by the asymmetry of the grid on each side of
the mesh refinement interface. The implementation that
was adopted in WarpX mitigates both spurious effects.

The mesh refinement implementation was first tested
on simple test cases (single particle dynamics with self-
field, synchrotron radiation emission, beam oscillations),
and then on the modeling of BPA and LPA accelerators,
as described below.

4. Application to the modeling of plasma-based ac-

celerators with mesh refinement.

This subsection presents results demonstrating the first
WarpX simulations with mesh refinement of particle beam-
driven plasma accelerator (BPA) and laser-driven plasma
accelerator (LPA), in 2-D and 3-D. The main physical and
numerical parameters are summarized in Table 1.

In all the simulations presented in this section, the den-
sity of the witness electron beam is high enough to gener-
ate self-fields with magnitudes that are comparable to the
fields generated by the wake of the driver particle or laser
beam. Since the dimensions of the witness beam are much
smaller than the ones of the wake, the grid resolution that
is needed to capture those self-fields accurately is higher
than what is needed to resolve the wake. Hence mesh re-
finement can be used effectively to increase the resolution
in the volume immediately surrounding the witness beam.

Simulations of BPA and LPA plasma accelerators were
performed in 2-D and 3-D, with a base spatial grid res-
olution that was increased progressively by a factor of 2
along each dimension, with and without mesh refinement.
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Table 1: Main physical and numerical parameters of the WarpX simulations of BPA and LPA plasma accelerators.

Plasma

Plasma density 1025 m−3

Witness electron beam

Witness beam charge (BPA/LPA) −10/−20 pC
Witness beam profile Gaussian
Witness beam X R.M.S. size 0.1 µm
Witness beam Y R.M.S. size 0.1 µm
Witness beam Z R.M.S. size 0.2 µm
Witness beam initial energy 10 MeV

Driver electron beam

Driver beam charge −100 pC
Driver beam profile Gaussian
Driver beam X R.M.S. size 3 µm
Driver beam Y R.M.S. size 3 µm
Driver beam Z R.M.S. size 0.2 µm
Driver beam initial energy 500 GeV

Driver laser beam

Laser beam max field 14 TV
Laser beam profile Gaussian
Laser beam waist 10 µm
Laser beam duration 5 fs
Laser wavelength 0.8 µm

Numerical parameters

Spatial base # grid cells BPA 32× 32× 192
Spatial base # grid cells LPA 32× 32× 512
Simulation box size BPA 30× 30× 15 µm3

Simulation box size LPA 40× 40× 20 µm3

Averaged # macroparticles/cell in plasma in main grid 2× 2× 2
Averaged # macroparticles/cell in plasma in refinement patch 1× 1× 1
# macroparticles in witness electron beam 10000
# macroparticles in driver electron beam 10000
Particle shape factor Cubic
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Figure 2: Electric Ez field in a laser-driven (left) and particle-driven (right) plasma accelerator simulations using WarpX (top) or Warp
(bottom)

Figure 3: Results from the BPA simulations in 3D showing: (top)
snapshot of the longitudinal electric field map, with overlaid beam
particle drive (black dots), witness electron beam (red dots), and lim-
its of the mesh refinement patch (orange lines); (bottom) evolution
of the witness electron beam emittance as a function of propagation
distance for simulations at various resolutions with and without mesh
refinement (curves are labeled according to the number of transverse
grid points).

For the cases with mesh refinement, the resolution is twice
the one of the parent grid along each dimension. The time
step is set at the Courant limit of the smallest grid cell in
the simulation.

Results from the 3-D simulations are presented in Fig.
3 and Fig. 4. Simulations without mesh refinement show
that, as expected, the witness electron beam emittance (a

Figure 4: Results from the LPA simulations in 3D showing: (top)
snapshot of the longitudinal electric field map, with overlaid witness
electron beam (red dots), and limits of the mesh refinement patch
(orange lines); (bottom) evolution of the witness electron beam emit-
tance as a function of propagation distance for simulations at various
resolutions with and without mesh refinement (curves are labeled ac-
cording to the number of transverse grid points).

measure of beam quality, the lower the better for a particle
collider) increases with resolution, as the beam field, which
is much more localized than the wake from the driver beam
(laser or electrons), goes from under-resolved to increas-
ingly well resolved. On the other hand, in the quasi-linear
regime that was chosen here, the wake from the driver
beam is fairly smooth and should be fairly well resolved,
even at the lowest resolution. Simulations with a mesh
refinement patch surrounding the witness beam (at twice
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the resolution of the parent grid along each dimension)
can reproduce the results of simulations without mesh re-
finement at twice the resolution, reinforcing that: (a) the
mesh refinement patch is very effective at increasing the
resolution locally for the very localized witness electron
beam self-fields, and (b) the smooth wake generated by the
driven beam seems well resolved at moderate resolution,
since relaxing the resolution everywhere except around the
witness beam does leave the result practically unchanged.

5. Plans

The code continues to be developed, with additional
Maxwell field solvers, such as ultrahigh-order pseudo-
spectral analytical time-domain (PSATD) [9–13], multiple
levels of mesh refinement, tunnel and impact ionization,
etc, as required for the modeling of plasma accelerators
and other possible applications. The code will be open
source and made available to the public toward the end of
2018.
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