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WAS ULAM RIGHT? I:

BASIC THEORY AND SUBNORMAL IDEALS

TANMAY INAMDAR AND ASSAF RINOT

Abstract. We introduce various colouring principles which generalise the so-
called onto mapping principle of Sierpiński to larger cardinals and general
ideals. We prove that these principles capture the notion of an Ulam matrix
and allow to characterise large cardinals, most notably weakly compact and
ineffable cardinals. We also develop the basic theory of these colouring prin-
ciples, connecting them to the classical negative square bracket partition rela-
tions, proving pumping-up theorems, and deciding various instances of theirs.
We also demonstrate that our principles provide a uniform way of obtaining
non-saturation results for ideals satisfying a property we call subnormality in
contexts where Ulam matrices might not be available.
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1. Introduction

Throughout this paper, κ denotes an infinite cardinal and θ denotes a cardinal
with 2 ≤ θ ≤ κ. Some additional conventions are listed in Subsection 1.3 below.

The set-theoretic study of strong colourings traditionally centres around the
study of all pairs of cardinals (κ, θ) for which the partition relation κ9 [κ]2θ holds:

Definition 1.1 ([EHR65, §18]). κ 9 [κ]2θ asserts the existence of a colouring
c : [κ]2 → θ such that, for every B ∈ [κ]κ, c“[B]2 = θ.

The most prominent open questions in this vein are:

(1) Does λ+ 9 [λ+]2λ hold for every singular cardinal λ?
(2) How large must an inaccessible cardinal κ be for κ9 [κ]2κ to not hold?
(3) Does κ9 [κ]2ω hold for every regular κ > ℵ0 that is not weakly compact?1

Since these questions have been outstanding for very long now, it is natural to
identify closely-related questions that may be more approachable yet have a similar
web of applications. For this, we formulate here a family of colouring principles
along these lines and study their validity. Our first example is the following.

Definition 1.2. For an ideal J over κ, unbounded(J, θ) asserts the existence of a
colouring c : [κ]2 → θ that is upper-regressive (i.e., c(α, β) < β for all α < β < κ)
such that, for every B ∈ J+, there is an α < κ such that otp(c[{α}⊛B]) = θ.

Let Jbd[κ] stand for the ideal of bounded subsets of κ, let NSκ stand for the
ideal of nonstationary subsets of κ, and let NSκ ↾ S := NSκ ∩ P(S). We prove:

Theorem A. (1) unbounded(Jbd[λ+], λ) holds for every singular cardinal λ;
(2) If κ is a regular uncountable cardinal for which unbounded(Jbd[κ], κ) fails,

then κ is greatly Mahlo;
(3) unbounded(Jbd[κ], ω) holds iff κ is not weakly compact;
(4) If κ = cf(κ) > ω, then unbounded(NSκ↾S, ω) holds iff S ⊆ κ is not ineffable.

As these findings are close in spirit to the classical open questions, the possibility
arises that they could serve as hints towards their eventual solution. More broadly,
there is a general bootstrapping phenomenon in which strong colouring theorems for
a cardinal κ0 give rise to strong club-guessing theorems for a cardinal κ1 > κ0 that
then give rise to strong colouring theorems for a cardinal κ2 > κ1. To demonstrate,
let us briefly review a relatively recent construction of a colouring that is strong in
the traditional sense.

In [Rin14a, §3], a colouring witnessing a strong form of κ 9 [κ]2κ denoted
Pr1(κ, κ, κ, χ) was constructed from �(κ) and the oscillation oracle Pℓ6(χ

+, ω, χ).
As made clear by the proof of [Rin14b, Theorem 2.3], for an infinite θ, the existence
of a club-guessing sequence that may be partitioned into θ many active pieces gives
rise to Pℓ6(χ

+, θ, χ). Whether every club-guessing sequence may be partitioned
is an open problem. Prior to our research project, the best results appearing in
the literature were due to Shelah [She97, §3] where a variety of methods was used.
While working on the paper [IR21a], we realised that the following strengthening
of the unbounded(. . .) principle is sufficient for partitioning club-guessing sequences
in a uniform way.

1Throughout this article we adopt the convention that ℵ0 is not weakly compact.
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Definition 1.3. For an ideal J over κ, onto(J, θ) asserts the existence of a colouring
c : [κ]2 → θ such that, for every B ∈ J+, there is an α < κ with c[{α}⊛B] = θ.

Let us now step back to the simpler problem of partitioning sets which are posi-
tive with respect to an ideal. The classical elementary method uses Ulam matrices
[Ula30]. These apply to successor cardinals, and Hajnal [Haj69] has generalised
them to cardinals which admit a stationary set not reflecting at regulars. Another
method is the one used to give an elementary proof (see [Jec03, §8]) of the famous
theorem of Solovay [Sol71] that every stationary subset of a regular cardinal κ can
be decomposed into κ-many pairwise disjoint stationary subsets. The original in-
spiration for our definition of unbounded(. . .) and onto(. . .) was the onto mapping
principle of Sierpiński [Sie34], but upon further investigation we realised that these
two principles and their variants have sufficient generality to capture — and hence
to compare — these and other methods for proving results about the non-weak-
saturation properties of ideals. We emphasise though that our focus, which comes
from our desired application, is on providing a uniform method of obtaining these
results. For that reason, constructions such as those appearing in [BHM75, BR19]
relying on a recursive process are not applicable even though they are in some cases
stronger results when seen purely from the point of view of weak saturation. We
elaborate more on this at end of Subsection 2.3.

As suggested by Clauses (3) and (4) of Theorem A, the principles under discus-
sion also provide a characterisation of large cardinal properties. It is easy to see
that

• κ is ineffable iff onto(NSκ, 2) fails, and that
• κ is almost ineffable iff onto(Jbd[κ], 2) fails.

We prove here:

• κ > ℵ0 is weakly compact iff onto(Jbd[κ], 3) fails;
• κ ≥ 2ℵ0 is weakly compact iff onto(Jbd[κ],ℵ0) fails.

In Gödel’s constructible universe L, many of our principles coincide, but in gen-
eral it is possible to distinguish between them. First, onto(Jbd[ℵ1],ℵ0) holds, and
a result of Larson [Lar07] shows that onto(NSℵ1 ,ℵ1) may consistently fail. Second,
using large cardinals, additional patterns of failure may be obtained:

Theorem B. Assuming the consistency of large cardinals, each of the following
are consistent with κ being a regular uncountable limit cardinal:

(1) κ = 2θ, but unbounded(NSκ, θ) fails;
(2) ℵ0 < θ < κ, onto(Jbd[κ], θ) holds, but unbounded(NSκ, θ

+) fails;
(3) sup{θ < κ | onto(Jbd[κ], θ) holds} = κ, but unbounded(NSκ, κ) fails;
(4) onto(NSκ, κ) holds, but unbounded(J

bd[κ], ω) fails.

We shall prove pump-up theorems for deriving strong forms of onto(J, θ) from
unbounded(J, θ′), typically with θ < θ′. We also prove theorems for getting onto(J, θ)
by other means. Here is a list of corollaries.

Theorem C. (1) If κ is a successor cardinal, then onto(Jbd[κ], θ) holds for

every regular cardinal θ < κ, and |
•
(κ) implies onto(Jbd[κ], κ);

(2) For every stationary S ⊆ κ, there exists a stationary S′ ⊆ S such that
onto(NSκ ↾ S′, θ) holds for every regular cardinal θ < κ;

(3) If ♦∗(κ) holds, then so does onto(NSκ, κ);
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(4) If ♦(T ) holds for some stationary T ⊆ κ that does not reflect at regulars,
then onto(Jbd[κ], κ) holds.

The proof of Clause (4) goes through the colouring principle unbounded∗(. . .)
having the property that, for normal ideals I and J , unbounded∗(J, I+) allows
to derive onto(I, θ) from onto(J, θ). What’s more, we shall prove that for every
stationary T ⊆ κ, there exists a club C ⊆ κ such that for T ′ := T ∩ C:

unbounded∗(Jbd[κ], {T ′}) holds ⇐⇒ κ carries a triangular Ulam matrix with
support T ′ ⇐⇒ T does not reflect at regulars.

It thus follows from Clause (2) of Theorem A that the principle unbounded(Jbd[κ],
κ) is weaker than the existence of a triangular Ulam matrix at κ yet unbounded(NSκ,
θ) implies that any positive set of any normal ideal J over κ may be partitioned
into θ-many pairwise disjoint J-positive sets. Here is a concise summary of what is
known about onto(NSκ, θ).

Theorem D. If onto(NSκ, θ) fails for a pair of infinite regular cardinals θ < κ,
then:

(1) κ is greatly Mahlo;
(2) ♦∗(Reg(κ)) fails;
(3) Refl(κ, κ,Reg(κ)) holds. In particular:
(4) �(κ,<µ) fails for all µ < κ.
(5) κ9 [κ]2θ fails. In particular, there are no κ-Souslin trees.

1.1. Organization of this paper. In Section 2 we introduce the colouring prin-
ciples, some of which we have already seen and other variants, that we will be
studying in this paper and we give the basic application that motivated us, that of
partitioning positive sets of an ideal into many disjoint positive sets.

In Section 3 we introduce the ideal SAκ which is strongly tied to the weak-
compactness of κ. In L, the ideal SAκ is nontrivial if and only if κ is weakly
compact. In general, if κ is weakly compact, then SAκ is nontrivial, and if SAκ is
nontrivial then κ is weakly compact in L. We also show that unbounded(Jbd[κ], κ)
holds exactly when SAκ is trivial, and provide some facts connecting forcing with
these ideals. The proof of Clause (2) of Theorem A will be found there.

In Section 4 we introduce the ideal Aκ which is strongly tied to ineffability of κ.
If κ is ineffable, then Aκ is nontrivial. In L, the converse holds as well. We show
that unbounded(NSκ, κ) holds exactly when Aκ is trivial, and then we provide some
consistency strength lower bounds for when this does not happen. Again, we end
with some facts connecting forcing with these ideals.

In Section 5 we prove that one of the strongest principles we formulate, the
unbounded∗ principle, captures exactly the notion of an Ulam matrix as formulated
by Ulam and its generalisation due to Hajnal. This also allows us to give explicit
evidence that the unbounded principles we have formulated are a more applicable
method of partitioning positive sets of various ideals.

Section 6 is the most technical of our sections. The theme here is to obtain
implications between the various instances of our colouring principles as well as the
classical negative square bracket principles. In particular we prove pumping-up the-
orems for the principles we have introduced as well as establish various monotonicity
results between them. To do this we use a variety of guessing principles some of
which are available in ZFC and some of which are not. The proof of Theorem D
will be found there.
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In Section 7 we prove ZFC results about our principles bolstered by the results
of the previous sections, most strongly those of Section 6 which allow us to draw
stronger conclusions. In particular we consider the case of singular cardinals and
their successors, as well as cardinals below the continuum. The proofs of Clause (1)
of Theorem A, and Clause (2) of Theorem C will be found there. This section is
concluded with an affirmative answer to a weak form of Fodor’s question.

In Section 8 we consider various aspects of the onto principles with the maxi-
mum number of colours. In particular we obtain them in certain instances from
guessing principles and we establish pump-up theorems between them and some of
the classical principles. The proofs of Clauses (1),(3) and (4) of Theorem C will be
found there.

In Section 9 we collect together various failures and consistent failures of our
colouring principles, some of them obtained by inspecting Kunen’s model [Kun78,
§3] demonstrating the resurrection phenomena of large cardinals. We also prove
that the instance of unbounded++, let alone onto++, with the maximum number of
colours always fails. The proof of Theorem B will be found there.

In Section 10 we prove Clause (3) of Theorem A and some related results which
allow us to characterise weakly compact cardinals using our principles.

In Section 11 we prove Clause (4) of Theorem A and some related results which
allow us to characterise ineffable cardinals using our principles.

In the Appendix, we provide a diagram which summarises our results as they
relate to the characterisation of weakly compact and ineffable cardinals.

1.2. So was Ulam right? As previously mentioned, while working on the pa-
per [IR21a] about club-guessing and after having proved particular applications of
many of the theorems in this paper, we realised that the onto mapping principle of
Sierpiński suggests a common framework for capturing almost all the partitioning
results we were able to prove except for the ones proved using Ulam matrices. Later
with the introduction of unbounded∗ we were able to capture Ulam matrices as well.

So which is the correct way to partition positive sets of a κ-complete ideal over κ?
For a large class of ideals J which we call subnormal (see Definition 2.9 below), the
new principle unbounded(J, θ) turns out to be sufficient. For the general case, Ulam
matrices are still superior, though there is a narrow variant of unbounded(J, θ) that
does the job, as well. Narrow colourings will be the subject matter of a sequel to
this paper [IR21b].

1.3. Notation and conventions. Let Reg(κ) denote the collection of all infinite
regular cardinals below κ. Let Eκ

θ := {α < κ | cf(α) = θ}, and define Eκ
≤θ, E

κ
<θ,

Eκ
≥θ, E

κ
>θ, E

κ
6=θ analogously. For a set of ordinals A, we write ssup(A) := sup{α+1 |

α ∈ A}, acc+(A) := {α < ssup(A) | sup(A ∩ α) = α > 0}, acc(A) := A ∩ acc+(A),
and nacc(A) := A \ acc(A). For a stationary S ⊆ κ, we write Tr(S) := {α ∈ Eκ

>ω |
S ∩ α is stationary in α}. For the iterated trace operations Trα, see Definition 3.6
below. A cardinal κ is greatly Mahlo iff Trα(Reg(κ)) is stationary for every α < κ+.
The principle Refl(κ, S, T ) asserts that for every sequence 〈Si | i < κ〉 of stationary
subsets of S, there exists δ ∈ T such that δ ∈

⋂

i<δ Tr(Si). For A,B sets of ordinals,

we denote A ⊛ B := {(α, β) ∈ A × B | α < β} and we identify [B]2 with B ⊛ B.
In particular, we interpret the domain of a colouring c : [κ]2 → θ as a collection
of ordered pairs. In scenarios in which we are given an unordered pair p = {α, β},
we shall write c({α, β}) for c(min(p),max(p)). We also agree to interpret c({α, β})
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as 0, whenever α = β. For θ 6= 2, [κ]θ stands for the collection of all subsets of κ
of size θ. Similar to Definition 1.1, κ 9 [µ; ν]2θ asserts the existence of a colouring
c : [κ]2 → θ such that, for all A ∈ [κ]µ and B ∈ [κ]ν , c[A⊛B] = θ.

2. Colouring principles and applications

In this section we introduce the basic objects that are the subject of this paper.
To start, in Definitions 2.1 and 2.3 we state in full generality the colouring principles
we will study. Proposition 2.5 which follows is a prototype of the results of Sec-
tion 6. In Subsection 2.1 we define the titular class of ideals we shall focus on, the
subnormal ideals and gather some elementary facts about them. In Subsection 2.2
we remind the reader of some basic facts about weakly compact and ineffable car-
dinals with which, as succinctly captured by the diagram in the Appendix, our
colouring principles are naturally connected. We also prove some new results here
which can be read independently of the rest of the paper but which, together with
the results of Sections 10, provide new characterisations of weakly compact cardi-
nals. In subsection 2.3 our focus is on demonstrating non-weak-saturation results
using our colouring principles. In particular, we justify our focus on subnormal
ideals by showing how they allow us to upgrade colouring principles of the form we
have already seen in Definitions 1.2 and 1.3 to stronger principles which explicitly
imply non-weak-saturation results. We finish with two more applications. The first,
in Subsection 2.4, is to partitioning club-guessing. The second, in Subsection 2.5,
to give another proof of Kunen’s Inconsistency Theorem.

Definition 2.1. For a family A ⊆ P(κ), an ideal J over κ, and a set S ⊆ κ:

• onto++(A, J, θ) asserts the existence of a colouring c : [κ]2 → θ with the
property that, for every A ∈ A and every sequence 〈Bτ | τ < θ〉 of elements
of J+, there is an η ∈ A such that {β ∈ Bτ \ (η+1) | c(η, β) = τ} ∈ J+ for
every τ < θ;

• onto+(A, J, θ) asserts the existence of a colouring c : [κ]2 → θ with the
property that, for all A ∈ A and B ∈ J+, there is an η ∈ A such that, for
every τ < θ, {β ∈ B \ (η + 1) | c(η, β) = τ} ∈ J+;

• onto(A, J, θ) asserts the existence of a colouring c : [κ]2 → θ with the
property that, for all A ∈ A and B ∈ J+, there is an η ∈ A such that

c[{η}⊛B] = θ;

• onto−(S, θ) asserts the existence of a colouring c : [κ]2 → θ with the prop-
erty that, for every club D ⊆ κ and for every regressive map f : S∩D → κ,
there are η0, η1 < κ such that

c[{η0}⊛ {β ∈ S ∩D | f(β) = η1}] = θ.

If we omit A (as in Definition 1.3), then we mean that A := {κ}.

Remark 2.2. (i) It is clear that the principles onto++(A, J, θ), onto+(A, J, θ),
and onto(A, J, θ) are decreasing in strength in the sense that a colouring
witnessing a principle occurring earlier also witnesses a principle later in
this order. As well, if J is a normal ideal extending NSκ ↾S for a stationary
subset S ⊆ κ, then any colouring witnessing onto(J, θ) is a witness to
onto−(S, θ).
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(ii) The principle onto({ℵ0}, Jbd[ℵ1],ℵ1) is better known as Sierpiński’s onto
mapping principle (see Fact 8.1 below) which gives rise to the notion of a
narrow colouring, that is, a colouring witnessing a principle p(A, J, θ) in
which there is an A ∈ A with |A| < |

⋃

J |. The instance onto([κ]κ, Jbd[κ], θ)
is better known as the partition relation κ 9 [κ⊛κ�1⊛κ]2θ (see Proposi-

tion 6.6 below). For additional connections to other well-studied concepts,
see Propositions 6.4 and 8.5 below.

(iii) As was just demonstrated, the principle onto(. . .) is in line with traditional
strong colouring principles, where one wishes to realise many colours on
every positive set of an ideal. On the other hand, the principle onto+(. . .)
is more catered towards decomposing positive sets of an ideal into many
disjoint positive sets. Nevertheless, as we shall see in Section 2.3, if the
ideal satisfies some extra properties, most importantly for this paper that
of subnormality (see Definition 2.9), then one can upgrade a colouring wit-
nessing onto(. . .) to one witnessing onto+(. . .). In some cases in fact the
same colouring witnesses the stronger principle.

We now consider a weakening of the above principles by relaxing the requirement
of realising the full range to one of realising the maximal ordertype. As we will see
in Theorem 2.30, this is often enough for certain applications. Recall that for θ ≤ κ
a colouring c : [κ]2 → θ is upper-regressive if c(α, β) < β for all α < β < κ.

Definition 2.3. For families A, T ⊆ P(κ) and an ideal J over κ:

• unbounded++(A, J, θ) asserts the existence of an upper-regressive colouring
c : [κ]2 → θ with the property that, for every A ∈ A and every sequence
〈Bτ | τ < θ〉 of elements of J+, there is an η ∈ A and an injection h : θ → θ
such that, for every τ < θ, {β ∈ Bτ \ (η + 1) | c(η, β) = h(τ)} ∈ J+;

• unbounded+(A, J, θ) asserts the existence of an upper-regressive colouring
c : [κ]2 → θ with the property that, for all A ∈ A and B ∈ J+, there is an
η ∈ A such that

otp({τ < θ | {β ∈ B \ (η + 1) | c(η, β) = τ} ∈ J+}) = θ;

• unbounded
∗(A, J, T ) asserts the existence of an upper-regressive colouring

c : [κ]2 → κ with the property that, for all A ∈ A and B ∈ J+, there is
T ∈ T , such that, for every τ ∈ T , there are η ∈ A ∩ τ and β ∈ B \ (τ + 1)
such that c(η, β) = τ ;

• unbounded(A, J, θ) asserts the existence of an upper-regressive colouring
c : [κ]2 → θ with the property that, for all A ∈ A and B ∈ J+, there is an
η ∈ A such that

otp(c[{η}⊛B]) = θ.

If we omit A (as in Definition 1.2), then we mean that A := {κ}.

Remark 2.4. (i) For θ a finite cardinal, unbounded(A, J, θ) is equivalent to
onto(A, J, θ), and unbounded+(A, J, θ) is equivalent to onto+(A, J, θ).

(ii) The principle unbounded∗(A′, J, T ) implies unbounded∗(A, J ′, T ′) whenever
A ⊆ A′ and J ⊆ J ′ and T ⊆ T ′.

(iii) For κ regular uncountable, unbounded∗(A, J, (NSκ)
+) implies unbounded(A,

J, κ). A reasonable conjecture would assert that unbounded∗(A, J, (NSκ)
∗)

implies onto(A, J, κ), but this conjecture is refuted by Facts 5.1 and 9.2.
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Proposition 2.5. For A ⊆ P(κ), an ideal J over κ, and a (possibly finite) cardinal
θ < κ:

(1) If onto(A, J, κ) holds, then it may be witnessed by an upper-regressive map;
(2) If onto(A, J, κ) holds, then so does unbounded∗(A, J, {κ \ ǫ | ǫ < κ});
(3) If J ⊇ Jbd[κ] and 2θ ≤ κ, then unbounded++(J, θ) implies onto++(J, θ),

and likewise unbounded
+(J, θ) implies onto+(J, θ).

Proof. (1) Suppose that c : [κ]2 → κ is a colouring witnessing onto(A, J, κ). Fix a
surjection f : κ → κ such that the preimage of any singleton has size κ. Define a
colouring d : [κ]2 → κ by letting, for all η < β < κ, d(η, β) := f(c(η, β)) provided
that f(c(η, β)) < β; otherwise, let d(η, β) := 0. Clearly, d is upper-regressive.

Now, given A ∈ A and B ∈ J+, fix η ∈ A such that c[{η}⊛B] = κ. To see that
d[{η}⊛B] = κ, let τ < κ be arbitrary. As the set {β ∈ B | f(c(η, β)) = τ} has size
κ, it contains an element β∗ above max{η, τ}, so that d(η, β∗) = τ .

(2) Any upper-regressive witness to onto(A, J, κ) witnesses unbounded
∗(A, J,

{κ \ ǫ | ǫ < κ}).
(3) Assuming 2θ ≤ κ, fix a bijection π : κ ↔ κ × θθ. Now, given a colouring

c : [κ]2 → θ, derive a colouring d : [κ]2 → θ via d(η, β) := h′(c{η′, β}) where
π(η) = (η′, h′). It is easy to see that if J ⊇ Jbd[κ], then d witnesses onto++(J, θ)
whenever c witnesses unbounded++(J, θ), and that d witnesses onto+(J, θ) whenever
c witnesses unbounded+(J, θ). �

2.1. Subnormal ideals. For a set of ordinals S, Jbd[S] stands for the ideal of
bounded subsets of S. For ν an infinite cardinal, let

J κ
ν := {J | J is a ν-complete ideal over κ extending Jbd[κ]}.

In particular, J κ
ω is the set of all ideals J over κ extending Jbd[κ]. For κ of

uncountable cofinality, NSκ stands for the ideal of nonstationary subsets of κ, and
NSκ ↾ S stands for NSκ ∩ P(S).

For any ideal J over S, we denote its dual filter by J∗ := {S \X | X ∈ J}, and
its collection of positive sets by J+ := P(S) \ J . An ideal J is trivial iff J+ = ∅.
Note that all the principles of Definitions 2.1 and 2.3 hold vacuously for trivial J ’s,
and that any nontrivial ideal over a singular cardinal κ extending Jbd[κ] is not
cf(κ)+-complete, let alone κ-complete.

Convention 2.6. In case S is a cofinal subset of a cardinal κ, it is customary to
identify an ideal J over S with the ideal Ĵ = {X ∪ Y | X ∈ J, Y ∈ P(κ \ S)}
over κ, since they have the same collection of positive sets. In particular, when we
talk about ideals over κ extending Jbd[κ] this also covers the cases of ideals over a
cofinal subset S of κ extending Jbd[S].

Definition 2.7 (folklore). An ideal J over κ is said to be normal if for every
sequence 〈Eη | η < κ〉 of sets from J∗, its diagonal intersection

a
η<κEη := {β < κ |

β ∈
⋂

η<β Eη} is in J∗.

Note that if κ is singular, then there is no nontrivial normal ideal over κ extending
Jbd[κ]. The following is well-known.

Fact 2.8. Suppose that κ is regular uncountable, and that J is a normal ideal over
some stationary set S ⊆ κ. If J extends Jbd[S], then:

(1) J is κ-complete;
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(2) J extends NSκ ↾ S.

We now introduce a variation of normality that we call subnormality. Every
normal ideal is subnormal, but so is Jbd[κ] for every infinite cardinal κ.

Definition 2.9. An ideal J over κ is said to be subnormal if for every sequence
〈Eη | η < κ〉 of sets from J∗, the following two hold:

(i) for every B ∈ J+, there exists B′ ⊆ B in J+ such that, for every (η, β) ∈
[B′]2, β ∈ Eη;

(ii) for all A,B ∈ J+, there exist A′ ⊆ A and B′ ⊆ B with A′, B′ ∈ J+ such
that, for every (η, β) ∈ A′ ⊛B′, β ∈ Eη.

Proposition 2.10. Suppose that J is an ideal over κ, and f : κ → κ is some
function. Denote f∗(J) := {X ⊆ κ | f−1[X ] ∈ J}.

(1) If J is subnormal and f is order-preserving on a set in J∗, then f∗(J) is
subnormal;

(2) If f is order-preserving, then for every principle p ∈ {onto, onto+, onto++,
unbounded, unbounded+, unbounded++}, p(J, θ) implies p(f∗(J), θ).

Proof. For notational simplicity, denote I := f∗(J).
(1) Suppose that C ∈ J∗ is a set such that f ↾ C is order-preserving. So, for

every pair α < β of ordinals from f [C], if ᾱ, β̄ ∈ C are such that f(ᾱ) = α and
f(β̄) = β, then it is the case that ᾱ < β̄.

Suppose that J is subnormal. To verify that I is subnormal, let 〈Eη | η < κ〉 be
a sequence of sets from I∗. Note that for every η < κ the set Ēη := f−1[Ef(η)] is
in J∗.

(i) Given B ∈ I+, the set B̄ := C ∩ f−1[B] is in J+, and so by subnormality
of J , we may pick B̄′ ⊆ B̄ in J+ such that β̄ ∈ Ēη̄ for every (η̄, β̄) ∈ [B̄′]2.
Evidently, B′ := f [B̄′] is a subset of f [C] ∩B lying in I+.

Let (η, β) ∈ [B′]2 be arbitrary. Fix η̄, β̄ ∈ B̄′ such that f(η̄) = η and
f(β̄) = β. Then (η̄, β̄) ∈ [B̄′]2, so that β̄ ∈ Ēη̄ = f−1[Ef(η̄)] = f−1[Eη] and

β = f(β̄) ∈ Eη, as sought.
(ii) Given A,B ∈ I+, pick Ā′ ⊆ C ∩ f−1[A] and B̄′ ⊆ C ∩ f−1[B] both in J+

such that β̄ ∈ Ēη̄ for every (η̄, β̄) ∈ Ā′ ⊛ B̄′. Evidently A′ := f [Ā′] is a
subset of f [C] ∩ A, B′ := f [B̄′] is a subset of f [C] ∩B, and A′, B′ ∈ I+.

Let (η, β) ∈ A′ ⊛ B′ be arbitrary. Fix η̄ ∈ Ā′ and β̄ ∈ B̄′ such that
f(η̄) = η and f(β̄) = β. Then (η̄, β̄) ∈ Ā′ ⊛ B̄′, so that β̄ ∈ Ēη̄. It follows
that β = f(β̄) ∈ f [Ēη̄] = f [f−1[Ef(η̄)]] = Ef(η̄) = Eη, as sought.

(2) Suppose that f is order-preserving, and that c : [κ]2 → θ is a colouring
witnessing that p(J, θ) holds for a principle p as above. For every δ ∈ Im(f),
let δ̄ denote the unique ordinal in κ to satisfy f(δ̄) = δ. Then, pick a colouring
d : [κ]2 → θ such that d(α, β) = c(ᾱ, β̄) for every (α, β) ∈ [Im(f)]2. Note that
since f is order-preserving, if c is upper-regressive, then we may also require d to
be upper-regressive.

Finally, for any B ∈ I+, B̄ := f−1[B] is in J+, and for every subset X̄ ⊆ B̄ lying
in J+, X := f [Ā] is a subset of B lying in I+, and for every η < κ, c[{η} ⊛ X̄] =
d[{f(η)}⊛X ]. It thus follows that d witnesses p(I, θ). �

Lemma 2.11. Suppose that J ∈ J κ
κ is subnormal, and that 〈Eη | η < κ〉 is a

sequence of sets from J∗.
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(i) For every B ∈ J+, there exists B′ ⊆ B in J+ such that, for every (α, β) ∈
[B′]2, β ∈

⋂

η≤α Eη;

(ii) For all A,B ∈ J+, there exist A′ ⊆ A and B′ ⊆ B with A′, B′ ∈ J+ such
that, for every (α, β) ∈ A′ ⊛B′, β ∈

⋂

η≤αEη.

Proof. For each α < κ, let E′
α :=

⋂

η≤αEη which by the κ-completeness of J is in

J∗. Now, invoke the subnormality of J on the sequence 〈E′
α | α < κ〉. �

Lemma 2.12. Suppose that J ∈ J κ
ω is subnormal, B ∈ J+ and D is some cofinal

subset of κ. Then there exists B′ ⊆ B in J+ which is D-separated, that is, for
every (η, β) ∈ [B′]2, there is δ ∈ D with η < δ < β.

Proof. For every η < κ, set δη := min(D \ (η + 1)). As J extends Jbd[κ], for every
η < κ, Eη := κ \ (δη + 1) is in J∗. As J is subnormal, fix B′ ⊆ B in J+ such
that, for every (η, β) ∈ [B′]2, β ∈ Eη. Then for every pair η < β of points from B′,
η < δη < β. �

2.2. Large cardinals, colourings and C-sequences. In this subsection, we con-
sider a couple of large cardinal notions.

Definition 2.13 ([ET61, Tar62, KT64]). A cardinal κ is weakly compact if it
is strongly inaccessible and there are no κ-Aronszajn trees. Equivalently, if it is
uncountable and κ9 [κ]22 fails.

Remark 2.14. Note that we have adopted the convention that ℵ0 is not weakly
compact even though ℵ0 → [ℵ0]

2
2 does hold.

Shortly after Jensen found a construction of a Souslin tree in L [Jen68], he
extracted from it a combinatorial principle named diamond. The standard formu-
lation of ♦, as appears in [Jen72], is very close to Jensen’s original principle, but
nevertheless is due to Kunen. It didn’t take long until Silver squeezed more out of
the proof and formulated ♦∗, and then the three of them came up with the stronger
principle that the proof gave, known as ♦+. These strong combinatorial principles
along with related large cardinals notions were then studied in the Jensen-Kunen
manuscript [JK69].

Definition 2.15 ([JK69]). For κ a regular uncountable cardinal, a subset S ⊆ κ is
an ineffable (resp. almost ineffable) subset of κ if for every sequence 〈Aβ | β ∈ S〉,
there is an A ⊆ κ such that the following set is stationary (resp. cofinal) in κ:

{β ∈ S | Aβ ∩ β = A ∩ β}.

We say that an uncountable cardinal κ is ineffable if it is regular and it is an
ineffable subset of itself. If it is clear from the context, then we will simply call a
subset S ⊆ κ an ineffable set without making a reference to κ.

Fact 2.16 (Kunen, [JK69]). For κ an uncountable regular cardinal, a subset S ⊆ κ
is ineffable iff for every colouring c : [κ]2 → 2, there exists a stationary B ⊆ S such
that c is constant over [B]2 (i.e., κ9 [Stat(S)]22 fails).

Fact 2.17 (implicit in [JK69]). Suppose c : [κ]2 → θ is a colouring with 0 < θ < κ.

(1) For every S ineffable in κ, there exists a stationary B ⊆ S, such that, for
every η < κ, |c[{η}⊛B]| = 1;

(2) For every S almost ineffable in κ, there exists a cofinal B ⊆ S, such that,
for every η < κ, |c[{η}⊛B]| = 1.
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We complement this with a related result about weakly compact cardinals.

Proposition 2.18. Suppose that c : [κ]2 → θ is a colouring with 0 < θ < κ.
If κ = ℵ0 or if κ is weakly compact, then there is a cofinal subset B ⊆ κ such

that, for every η < κ, |c[{η}⊛B]| ≤ 2.

Proof. Suppose that κ → [κ]22 holds. It follows that κ is regular and there exists a
function f : κ→ θ with the property that for every α < κ there is a β ≥ α such that
f ↾ α ⊆ c(·, β). The least such β will be denoted by β(α). Recursively construct
an increasing sequence of ordinals 〈αξ | ξ < κ〉 such that, for all ξ < ζ < κ,
αξ < β(αξ) < αζ < β(αζ) < κ. In particular, B := {β(αξ) | ξ < κ} is cofinal in κ.
Towards a contradiction, suppose that there is some η < κ such that c[{η}⊛B] ≥ 3.
Pick a triple β0 < β1 < β2 in B \ (η+1) such that |{c(η, βi) | i < 3}| = 3. For each
i < 3, pick αi ∈ {αξ | ξ < κ} such that βi = β(αi). Evidently,

η < β0 < α1 < β1 < α2 < β2.

For i < 2, since f ↾αi+1 ⊆ c(·, βi+1) and η < αi+1, c(η, βi+1) = f(η). So, c(η, β1) =
c(η, β2), contradicting the choice of β1 and β2. �

Remark 2.19. In Corollary 10.8, Proposition 11.1 and Remark 11.2, we establish
the converse results.

Recall that a C-sequence over a set of ordinals S is a sequence ~C = 〈Cβ | β ∈ S〉
such that, for every β ∈ S, Cβ is a closed subset of β with sup(Cβ) = sup(β). In
particular, α ∈ Cα+1 for all α < κ. Each of the large cardinal properties under
discussion admit a characterisation in the language of C-sequences, as follows.

Fact 2.20 ([Tod87, Theorem 1.8]). A strongly inaccessible cardinal κ is weakly

compact iff for every C-sequence ~C = 〈Cβ | β < κ〉, there exists a club D in κ such
that, for every α < κ, for some β ∈ [α, κ), D ∩ α = Cβ ∩ α.

Fact 2.21 ([BZ21, §5]). A strongly inaccessible cardinal κ is ineffable iff for every

C-sequence ~C = 〈Cβ | β < κ〉, there exists a club D in κ such that {β < κ |
D ∩ β = Cβ} is stationary in κ.

Remark 2.22. A similar proof shows that a strongly inaccessible cardinal κ is almost

ineffable iff for every C-sequence ~C = 〈Cβ | β < κ〉, there exists a club D in κ such
that {β < κ | D ∩ β = Cβ} is cofinal in κ.

We now obtain a result in the same spirit for weakly compact cardinals.

Proposition 2.23. If κ is weakly compact, then for every C-sequence ~C = 〈Cβ |
β < κ〉, there exists a club D in κ such that {β < κ | D ∩ β ⊆ Cβ} is cofinal in κ.

Proof. Suppose that κ is weakly compact. In particular, κ is strongly inaccessible.

Now, given a C-sequence ~C = 〈Cβ | β < κ〉, using Fact 2.20, let us fix a club D ⊆ κ
such that, for every α < κ, for some β ∈ [α, κ), D∩α = Cβ ∩α. For each ǫ < κ, let
βǫ denote the least ordinal β such that ǫ < β < κ and D ∩ (ǫ + 1) = Cβ ∩ (ǫ + 1).
Now, consider the club E := {δ ∈ D | ∀ǫ < δ (βǫ < δ)}.

Claim 2.23.1. Let ǫ ∈ E. Then E ∩ βǫ ⊆ Cβǫ
.

Proof. As E∩(ǫ+1) ⊆ D∩(ǫ+1) ⊆ Cβǫ
, it suffices to prove that E∩ [ǫ+1, βǫ) = ∅.

Let δ be any element of E above ǫ, then, by the definition of E, δ > βǫ, as sought. ⊣
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So {β < κ | E ∩ β ⊆ Cβ} covers {βǫ | ǫ ∈ E}, which is a cofinal subset of κ. �

Models constructed by Kunen [Kun78] show that the preceding property does
not characterise weakly compact cardinals even when the cardinal is strongly inac-
cessible.

Corollary 2.24. (1) Assuming the consistency of a weakly compact cardinal,
it is consistent that κ is a strongly inaccessible cardinal which is not weakly

compact but for every C-sequence ~C = 〈Cβ | β < κ〉, there exists a club D
in κ such that {β < κ | D ∩ β ⊆ Cβ} is cofinal in κ;

(2) Assuming the consistency of an ineffable cardinal, it is consistent that κ is
a strongly inaccessible cardinal which is not weakly compact but for every

C-sequence ~C = 〈Cβ | β < κ〉, there exists a club D in κ such that {β < κ |
D ∩ β ⊆ Cβ} is stationary in κ.

Proof. Recall that in Kunen’s model V R from [Kun78, §3], κ is a strongly inacces-
sible cardinal that is not weakly compact, but there exists a κ-cc forcing T such
that:

• if V |= “κ is weakly compact”, then V R,T |= “κ is weakly compact”;
• if V |= “κ is ineffable”; then V R,T |= “κ is ineffable”.

As T is κ-cc, for every club D ⊆ κ in V R,T, there exists a club D′ ⊆ κ in V R such
that D′ ⊆ D. The conclusion now follows from Fact 2.21 and Proposition 2.23. �

2.3. Non-weak-saturation of ideals. In this short subsection, κ stands for a
regular uncountable cardinal, and all ideals are understood to be nontrivial. An
ideal J is weakly θ-saturated iff for every sequence 〈Bi | i < θ〉 of J+-sets there
exists (i, j) ∈ [θ]2 with Bi ∩Bj 6= ∅. In this subsection we show that our colouring

principles unbounded(. . .) and onto(. . .) may often be boosted to unbounded
+(. . .)

and onto+(. . .), thus, inducing uniform decompositions witnessing that an ideal
J is not weakly θ-saturated. In some cases in fact any colouring witnessing the
weaker principle witnesses as well the stronger principle. See Remark 7.9 below for
a contrasting situation.

In order to not burden the reader’s memory, we only require familiarity with
the definition of the onto(. . .) and unbounded(. . .) principles in this subsection. In
particular, instead of using the onto+(. . .) and unbounded+(. . .) notation we use
their expanded definitions.

Proposition 2.25. Suppose that S ⊆ κ is stationary.

(1) Suppose that unbounded(NSκ ↾ S, θ) holds. Then there exists a colouring
c : [κ]2 → θ such that, for every normal ideal J over S extending Jbd[S],
for every B ∈ J+, there is an η < κ such that for θ-many τ < θ,

{β ∈ B \ (η + 1) | c(η, β) = τ} ∈ J+.

(2) Suppose c is a colouring witnessing that onto(NSκ ↾ S, θ) holds. Then, for
every normal ideal J over S extending Jbd[S], for every B ∈ J+, there is
an η < κ such that for every τ < θ,

{β ∈ B \ (η + 1) | c(η, β) = τ} ∈ J+.

Proof. (1) The case θ = κ is covered by Lemma 4.4, so suppose that θ < κ. Fix a
colouring c : [κ]2 → θ witnessing unbounded(NSκ ↾ S, θ). Towards a contradiction,
suppose that J is a normal ideal over S extending Jbd[S] and B ∈ J+ together
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form a counterexample. Denote Bτ
η := {β ∈ B \ (η + 1) | c(η, β) = τ}. By the

choice of B, for every η < κ, the set Tη := {τ < θ | Bτ
η ∈ J+} has size < θ. By

Fact 2.8, J is θ+-complete, so Eη := S \
⋃

τ∈θ\Tη
Bτ

η is in J∗. As J is normal,

also E :=
a

η<κEη is in J∗. As B′ := B ∩ E is in J+, Fact 2.8 implies that B′ is

stationary, so, since c witnesses unbounded(NSκ ↾ S, θ), there is an η < κ such that
c[{η}⊛B′] has ordertype θ. In particular, we may pick τ ∈ c[{η} ⊛B′] \ Tη. Pick
β ∈ B′ above η such that c(η, β) = τ . As β ∈ B′ and β > η, we have that β ∈ Eη,
and as τ ∈ θ \ Tη, Eη ∩Bτ

η = ∅. This is a contradiction.
(2) Left to the reader. �

We remind the reader before they read the following result that by our convention
θ is always a cardinal, and if θ is in fact an infinite cardinal then θ + θ = θ.

Proposition 2.26. Suppose that J is a subnormal ideal over κ extending Jbd[κ].
For a colouring c : [κ]2 → θ, B ∈ J+, and η < κ, denote:

T c
η (B) := {τ < θ | {β ∈ B \ (η + 1) | c(η, β) = τ} ∈ J+}.

(1) Suppose that c witnesses unbounded(J+, J, θ). If θ is infinite, suppose also
that θ < κ and that J is θ+-complete.

Then, for all A,B ∈ J+, there is an η ∈ A such that |T c
η (B)| = θ.

(2) Suppose that c witnesses onto(J+, J, θ).
Then, for all A,B ∈ J+, there is an η ∈ A such that T c

η (B) = θ.
(3) Suppose that J is κ-complete, θ < κ, c witnesses unbounded(J, θ + θ), and

π : θ + θ → θ is some 2-to-1 surjection.
Then, for every B ∈ J+, there is an η < κ such that |T π◦c

η (B)| = θ.
(4) Suppose that J is κ-complete, c witnesses onto(J, θ+ θ), and π : θ + θ → θ

is some 2-to-1 surjection.
Then, for every B ∈ J+, there is an η < κ such that T π◦c

η (B) = θ.

Proof. Due to constraints of space, we settle for proving Clause (3) as the proof con-
tains all the ideas required to prove all the other clauses. Towards a contradiction,
suppose that B ∈ J+ forms a counterexample. Denote Bτ

η := {β ∈ B \ (η + 1) |
π(c(η, β)) = τ}. By the choice of B, for every η < κ, the set Tη := {τ < θ |
Bτ

η ∈ J+} has size < θ. As J is κ-complete, Eη := κ \
⋃

τ∈θ\Tη
Bτ

η is in J∗ for

every η < κ. By Lemma 2.11, we may find B′ ⊆ B in J+ such that, for every
(α, β) ∈ [B′]2, β ∈

⋂

η≤αEη.

By the choice of c, there is an η < κ such that the order-type of c[{η} ⊛ B′] is
the cardinal θ + θ. Let α := min(B′ \ (η + 1)). Note that the sets {η} ⊛ B′ and
{η}× (B′ \ (α+1)) differ on at most one element. As π is a 2-to-1 map from θ+ θ
to θ, π[c[{η} × (B′ \ (α+ 1))]] has order-type θ.

Pick τ ∈ π[c[{η}×(B′\(α+1))]]\Tη. Pick β ∈ B′ above α such that π(c(η, β)) =
τ . As η < α < β and (α, β) ∈ [B′]2, it is the case that β ∈ Eη, and as τ ∈ θ \ Tη,
Eη ∩B

τ
η = ∅. This is a contradiction. �

Corollary 2.27. Suppose that J is a subnormal ideal over κ extending Jbd[κ].
In any of the following cases, every element of J+ can be split into θ-many

disjoint elements of J+:

(1) θ is finite and unbounded(J+, J, θ) holds;
(2) θ < κ is infinite, J is θ+-complete and unbounded(J+, J, θ) holds;
(3) θ < κ, J is κ-complete and unbounded(J, θ) holds;
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(4) J is κ-complete and onto(J, θ) holds.

Proof. (1) and (2) are covered by Proposition 2.26(1).
(3) This follows from Proposition 2.26(3).
(4) This follows from Proposition 2.26(4). �

We end this subsection by commenting on the uniform manner in which our
principles provide non-weak-saturation results, and on the advantage of this aspect.
We focus for concreteness on the principle onto+(J, θ), so let c : [κ]2 → θ be a
colouring witnessing it. For each η < κ and τ < θ, define Uη,τ := {β < κ |
c(η, β) = τ}. The resulting matrix 〈Uη,τ | η < κ, τ < θ〉 has the property that for

every B ∈ J+, for some η < κ, the row ~Uη = 〈Uη,τ | τ < θ〉 itself serves to shatter B
into θ-many disjoint elements in J+. In particular, the colouring c guarantees that
there is a κ-list of candidates such that any element of J+ is partitioned into θ-many
disjoint pieces, all in J+, by at least one of the candidates. This is convenient in
local-to-global considerations such as in [LR20, §3], where one wants to stabilise on
a large set the ‘code’ for a successful local partition. To compare, when invoking
Ulam matrices (see Section 5), it is not necessarily the case that every element of

the row ~Uη has a positive intersection with B; instead, θ many elements of ~Uη have
positive intersection with B. In such a case, the code for a successful partition
would have to be larger in that it also records which elements of the row to keep
(see also the differences between the two clauses of the forthcoming Theorem 2.30).

The possibility of stabilisation arising from the small pool of candidates is an ad-
vantage that our colouring principles enjoy over unrestricted processes for obtaining
non-weak-saturation results as in [BHM75, BR19]. For instance, the approach of
[BR19] involves so-called postprocessing functions, but the number of such functions

is 22
<κ

and there is no uniform representation of those.
However, the uniformity comes at a price, as will be made clear by comparing

the positive result in [BHM75, §5.2] with the negative result in Proposition 9.11
below.

2.4. Partitioning club-guessing. In this section we mention some applications
of our colouring principles to partitioning the club guessing which will appear in
the forthcoming [IR21a]. We state our results in the simplest forms in order to ease
the burden of notation on the reader. In [IR21a], we consider stronger forms of
guessing such as guessing more points, guessing on a fixed set, as well as guessing
with respect to ideals different from the bounded ideals.

Definition 2.28. Suppose S ⊆ κ, and ~h = 〈hδ : Cδ → κ | δ ∈ S〉 is a sequence for

which ~C := 〈Cδ | δ ∈ S〉 is a C-sequence.

• ~C is ξ-bounded iff otp(Cδ) ≤ ξ for all δ ∈ S;

• ~C guesses clubs iff for every club D ⊆ κ there is a δ ∈ S such that
sup(nacc(Cδ) ∩D) = δ;

• ~h θ-guesses clubs iff for every club D ⊆ κ there is a δ ∈ S such that, for
every τ < θ, sup({β ∈ nacc(Cδ) ∩D | hδ(β) = τ}) = δ.

Fact 2.29 (Shelah). For regular cardinals θ < θ+ < κ, there exists a θ-bounded

C-sequence ~C = 〈Cδ | δ ∈ Eκ
θ 〉 that guesses clubs in the following strong sense. For

every club D ⊆ κ, there is δ ∈ Eκ
θ such that Cδ ⊆ D.
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Theorem 2.30 ([IR21a]). Suppose that ξ < κ are infinite regular cardinals, and
S ⊆ Eκ

ξ is stationary set that carries a C-sequence which guesses clubs.

(i) For every cardinal θ < ξ such that unbounded(Jbd[ξ], θ) holds, there exists
a coloured C-sequence 〈hδ : Cδ → θ | δ ∈ S〉 that θ-guesses clubs;

(ii) For every cardinal θ ≤ ξ such that onto(Jbd[ξ], θ) holds, there exists a
coloured C-sequence 〈hδ : Cδ → θ | δ ∈ S〉 that θ-guesses clubs.

Note that when θ < ξ, unbounded(Jbd[ξ], θ) has the exact same powerful effect
as its stronger sibling onto(Jbd[ξ], θ). In particular, in the case that ξ = θ+ for θ
singular, while the chain of implications

ξ 9 [ξ]2θ =⇒ onto(Jbd[ξ], θ) =⇒ unbounded(Jbd[ξ], θ)

shows that unbounded(. . .) is a double weakening of the classical partition relation,
it turns out that the result of Theorem A(1) suffices for the desired application.

We end this subsection by stating two corollaries that will appear in [IR21a].

Corollary 2.31 ([IR21a]). Suppose that ξ < κ are regular uncountable cardinals.
In any of the following cases, there exists a coloured C-sequence 〈hδ : Cδ → θ |

δ ∈ S〉 that θ-guesses clubs:

(i) θ = ω, and ξ is not ineffable;
(ii) θ < ξ, and �(ξ,<µ) holds for some µ < ξ, e.g., if L 6|= ξ is weakly compact;
(iii) θ < ξ, and ξ is not greatly Mahlo;
(iv) θ = ξ and ♦∗(ξ) holds;
(v) θ = ξ and ♦(T ) holds for a stationary T ⊆ ξ that does not reflect at regulars;

(vi) θ = ξ is a successor cardinal, and |
•
(ξ) holds.

Corollary 2.32 ([IR21a]). Assuming non(M) = ℵ1, there exists a coloured C-

sequence 〈hδ : Cδ → ℵ1 | δ ∈ Eℵ2

ℵ1
〉 satisfying that, for every club D ⊆ ℵ2, there is

a δ ∈ Eℵ2

ℵ1
, such that, for every τ < ℵ1, the following set is stationary in δ:

{sup(Cδ ∩ β) | β ∈ nacc(Cδ) ∩D & hδ(β) = τ}.

2.5. Kunen’s inconsistency theorem. We end this section by giving yet another
proof of Kunen’s celebrated theorem concerning nontrivial elementary embeddings
of the universe, using the colouring principles we have introduced. Admittedly the
proof is highly inefficient, but given the occasion of this paper, we find it appropriate
to include this tribute to Kunen.

Theorem 2.33 ([Kun71]). Suppose that j : V → M is a nontrivial elementary
embedding. Then V 6=M .

Proof. Let θ := crit(j) and let λ denote the first fixed-point of j above θ, namely,
λ = supn<ω j

n(θ). Set κ := λ+ and S := Eκ
ω . Note that j(κ) = κ and j(S) = S.

Fix a C-sequence ~C = 〈Cβ | β ∈ S〉 such that each Cβ is a cofinal subset of β

of order-type ω. Evidently, ~C witnesses that S ∈ Aκ in the sense of Definition 4.3.
Then, by Lemma 4.4, unbounded(J, κ) holds for J := NSκ ↾ S. It then follows from
Theorem 6.10(2) that onto(J∗, J, θ) holds. In simple words, this gives a colouring
c : [κ]2 → θ such that for every club D ⊆ κ and every stationary B ⊆ S, there exists
an η ∈ D ∩ S such that c[{η} ⊛ B] = θ. It follows that, in M , j(c) is a colouring
from [κ]2 to j(θ) such that for every club D ⊆ κ and every stationary B ⊆ S, there
exists an η ∈ D ∩ S such that c[{η}⊛B] = j(θ).
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Towards a contradiction, suppose that V = M . In particular, D := acc+(j“κ)
is in M . As D is a club in κ, B := D ∩ S is stationary in κ, and since θ < j(θ),
we may then find η ∈ D ∩ S = B and β ∈ B above η such that j(c)(η, β) = θ.
As j is continuous at ordinals of cofinality < θ, D ∩ Eκ

<θ = j“Eκ
<θ. In particular,

(η, β) ∈ [D ∩ Eκ
ω ]

2 = [j“Eκ
ω]

2 ⊆ [j“κ]2, so we may pick (η̄, β̄) ∈ [κ]2 such that
j(η̄) = η and j(β̄) = β. Then θ = j(c)(η, β) = j(c(η̄, β̄)) ∈ j“θ = θ. This is a
contradiction. �

3. Strongly amenable C-sequences

In this section, κ denotes a regular uncountable cardinal. Our entire focus in
this section is the principle unbounded(Jbd[S], κ) for a cofinal S ⊆ κ. We start by
introducing an ideal on κ which we show in Lemma 3.4 provides an exact char-
acterisation of this principle. We then establish some properties of the ideal and
finish by examining the behaviour of this ideal under taking some standard forcing
extensions.

Definition 3.1. Let S ⊆ κ. A C-sequence ~C = 〈Cβ | β ∈ S〉 is strongly amenable
in κ iff for every club D in κ, the set {β ∈ S | D ∩ β ⊆ Cβ} is bounded in κ.

Remark 3.2. As made clear by the proof of Proposition 2.23, a C-sequence over all of
κ is strongly amenable in κ iff it is nontrivial in the sense of [Tod07, Definition 6.3.1].

More generally, a C-sequence ~C over a stationary subset S of κ is strongly amenable

in κ iff χ(~C) = 1 in the sense of [LHR21, Definition 4.2].

Definition 3.3. SAκ := {S ⊆ κ | S carries a C-sequence strongly amenable in κ}.

Lemma 3.4. For a cofinal subset S ⊆ κ, the following are equivalent:

(1) S ∈ SAκ;
(2) there exists an upper-regressive colouring c : [κ]2 → κ such that, for every

cofinal B ⊆ S, there exists an η < κ such that, for every η′ ∈ [η, κ),

sup{c(η′, β) | β ∈ B \ (η′ + 1)} = κ;

(3) unbounded(J+, J, κ) holds for every ideal J over S extending Jbd[S];
(4) unbounded(Jbd[S], κ) holds.

Proof. (1) =⇒ (2): Suppose that ~C = 〈Cβ | β ∈ S〉 is a C-sequence, strongly
amenable in κ. Pick an upper-regressive colouring c : [κ]2 → κ such that, for all
β ∈ S and η < β, c(η, β) = min(Cβ \ η).

To see that c is as sought, let B ⊆ S be cofinal. Towards a contradiction, suppose
that, for every η < κ, there exist η′ ∈ [η, κ) and ςη < κ such that,

sup{c(η′, β) | β ∈ B \ (η′ + 1)} = ςη.

Consider the club D := {α < κ | ∀η < α (max{η′, ςη} < α)}. Let ǫ := sup{β ∈ S |
D∩β ⊆ Cβ}, and then fix β ∈ B above ǫ. As D∩β * Cβ , let us pick α ∈ D∩β\Cβ.

Claim 3.4.1. Let η < α. Then c(η′, β) < α.

Proof. As α ∈ D, we have that η′ < α < β and that c(η′, β) ≤ ςη < α. ⊣

Thus, for every η < α, η ≤ η′ ≤ min(Cβ \ η′) = c(η′, β) < α. This means that
{min(Cβ \ η′) | η < α} is unbounded in α, while α /∈ Cβ , contradicting the fact
that Cβ is closed.
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(2) =⇒ (3) =⇒ (4): By the definitions, recalling that κ is regular.
(4) =⇒ (1): Let c witness unbounded(Jbd[S], κ). By Clauses (1) and (2) of the

upcoming Lemma 3.7, it suffices to prove that S′ := S ∩ Reg(κ) \ {ℵ0} carries a
C-sequence strongly amenable in κ. For any β ∈ S′, as c is upper-regressive,

Cβ := {δ < β | ∀η < δ[c(η, β) < δ]}

is a club in β.

Towards a contradiction, suppose that ~C = 〈Cβ | β ∈ S′〉 is not strongly
amenable in κ. Fix a club D ⊆ κ for which the set B := {β ∈ S′ | D ∩ β ⊆ Cβ} is
cofinal in κ. Pick η < κ such that sup(c[{η} ⊛B]) = κ and then find δ ∈ D above
η. Then, for every β ∈ B above δ, we get from η < δ and δ ∈ D ∩ β ⊆ Cβ that
c(η, β) < δ. Combined with the regularity of κ this gives that sup(c[{η}⊛B]) < κ,
contradicting the choice of η. �

Corollary 3.5. If unbounded(Jbd[κ], κ) holds, then so does unbounded∗([κ]κ, Jbd[κ],
[κ]κ).

Proof. By the implication (4) =⇒ (2) of Lemma 3.4. �

Definition 3.6 (Iterated trace operations). For S ⊆ κ, for each α < κ+, define
Trα(S) recursively as follows:

• Tr0(S) := S;
• Trα+1(S) := Tr(Trα(S));
• for α ∈ acc(κ), Trα(S) :=

⋂

α′<α Trα(S);

• for κ ≤ α < κ+ a limit ordinal, let π : κ ↔ α be a bijection and then

Trα(S) :=
a

α′<κ Tr
π(α′)(S).

A folklore result is that these operations are well-defined up to equivalence mod-
ulo NSκ.

Lemma 3.7. (1) [κ]<κ ⊆ SAκ;
(2) {β < κ | cf(β) < β} ∈ SAκ;
(3) SAκ is a κ-complete ideal;
(4) NSκ ⊆ SAκ;
(5) {κ \ Tr(S) | S ∈ (NSκ)

+} ⊆ SAκ;
(6) for every α < κ, κ \ Trα(κ) ∈ SAκ;
(7) for every S ∈ (SAκ)

+, Tr(S) ∈ (SAκ)
+.

Proof. (1) This is obvious.

(2) Denote S := {β < κ | cf(β) < β}, and let ~C = 〈Cβ | β ∈ S〉 be any C-
sequence such that min(Cβ) > otp(Cβ) = cf(β) for all infinite β ∈ S. Towards
a contradiction, suppose that D is some club in κ, for which B := {β ∈ S |
D∩β ⊆ Cβ} is unbounded in κ. Pick an infinite α ∈ D, and then pick α′ < κ such
that otp(D ∩ α′) > α. Finally, pick β ∈ B \ α′. Then

min(Cβ) > otp(Cβ) ≥ otp(D ∩ β) ≥ otp(D ∩ α′) > α.

However, α ∈ D ∩ β ⊆ Cβ , which is a contradiction.
(3) It is clear that SAκ is downward-closed with respect to inclusion. To see that

SAκ is κ-complete, suppose that {Si | i < σ} is a given family of elements of SAκ,
with σ < κ. We would like to show that S :=

⋃

i<σ Si is in SAκ. Since SAκ is
downward-closed, and by possibly replacing Si by Si \

⋃

j<i Sj , we may assume that

the elements of 〈Si | i < σ〉 are pairwise disjoint. For each i < σ, by Si ∈ SAκ, let
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〈Cβ | β ∈ Si〉 be some C-sequence strongly amenable in κ. We claim that ~C = 〈Cβ |
β ∈ S〉 is strongly amenable in κ. Indeed, for every club D ⊆ κ, if B := {β ∈ S |
D ∩ β ⊆ Cβ} is unbounded in κ, then for some i < σ, B ∩ Si is unbounded in κ,
contradicting the fact that 〈Cβ | β ∈ Si〉 is strongly amenable in κ.

(4) Fix S ∈ NSκ, and we shall show that S ∈ SAκ. By Clause (2), we may
assume that S ⊆ Reg(κ). As S ∈ NSκ, fix a club E ⊆ κ disjoint from S. In
particular, S ∩ acc(E) = ∅, so for every β ∈ S we may fix a club Cβ in β disjoint

from E. We claim that ~C = 〈Cβ | β ∈ S〉 is strongly amenable in κ. Towards a
contradiction, suppose that this is not so, as witnessed by a club D ⊆ κ. That is,
suppose that the set B := {β ∈ S | D ∩ β ⊆ Cβ} is unbounded in κ. Then we can
find β ∈ B above min(D∩E). Then D∩E ∩β ⊆ D∩β ⊆ Cβ and all three of these
sets are nonempty. This implies that E ∩Cβ is nonempty, which is a contradiction.

(5) Let S ⊆ κ be stationary. By Clause (2), to see that κ \ Tr(S) is in SAκ, it

suffices to show that T := Reg(κ) \ Tr(S) is in SAκ. Fix a C-sequence ~C = 〈Cβ |
β ∈ T 〉 such that each Cβ is a club in β disjoint from S. Now, if there exists a club
D such that {β ∈ T | D ∩ β ⊆ Cβ} is unbounded in κ, then we may pick β in this
set above min(D ∩ S). This is a contradiction.

(6) Using κ-completeness of the ideal and Clause (5).
(7) This follows from Clause (5). �

Corollary 3.8. If �(κ,<µ) holds with µ < κ, then unbounded(Jbd[κ], κ) holds.
In particular, if unbounded(Jbd[κ], κ) fails, then κ is weakly compact in L.

Proof. By [HLH17, Theorem 2.13], if �(κ,<µ) holds with µ < κ, then there exists
a family of <µ many stationary sets that do not reflect simultaneously. �

Remark 3.9. As made clear by the proof of [BR19, Lemma 1.23], in fact, any
transversal for a �(κ,<µ)-sequence, with µ < κ, is strongly amenable in κ.

Corollary 3.10. If unbounded(Jbd[κ], κ) fails, then Refl(κ, κ,Reg(κ)) holds and
hence κ is greatly Mahlo.

Proof. By Lemma 3.4 and Remark 3.2, if unbounded(Jbd[κ], κ) fails, then κ does
not carry a nontrivial C-sequence. By [LHR21, Lemma 2.12], if κ does not carry a
nontrivial C-sequence, then Refl(κ, κ,Reg(κ)) holds and hence κ is greatly Mahlo.

�

Corollary 3.11. For every stationary S ⊆ κ, there exists a stationary S′ ⊆ S with
S′ ∈ SAκ.

Proof. Let S ⊆ κ be stationary. By Lemma 3.7(2), it suffices to consider the case
where S consists of regular cardinals. By Lemma 3.7(5), it then suffices to prove
that S′ := S \ Tr(S) is stationary, but this is standard. �

In Corollary 10.7 below, we shall show that, assuming V = L, for every regular
uncountable cardinal κ, κ ∈ SAκ iff κ is not weakly compact. However, this equiva-
lence does not hold in general: Corollary 2.24(1) gives the consistency of a strongly
inaccessible cardinal κ that does not carry a strongly amenable C-sequence, and
yet κ is not weakly compact. Furthermore, and in contrast to Corollary 3.10, we
shall soon show that κ /∈ SAκ does not even imply that κ is strongly inaccessible.

Proposition 3.12. Let P be a θ-cc poset, and S ⊆ κ.

(1) If θ ≤ κ and V P |= S /∈ SAκ, then S /∈ SAκ;
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(2) If θ < κ and V P |= S ∈ SAκ, then S ∈ SAκ.

Proof. (1) The proof is exactly the same as that of Corollary 2.24. Namely, by the
κ-cc of P, any club D ⊆ κ in V P contains a club D′ which is in V . The result
follows.

(2) Suppose θ < κ and V P |= S ∈ SAκ; we shall show that S ∈ SAκ. By
Corollary 3.10, we can assume that κ is weakly Mahlo. By Lemma 3.7, we can
moreover assume that S consists of regular uncountable cardinals greater than θ.

By our hypothesis, we may fix in V P a C-sequence ~C = 〈Cβ | β ∈ S〉 which is
strongly amenable in κ. As P has the θ-cc, and S consists of regular uncountable
cardinals greater than θ, there is, in V , a C-sequence ~c = 〈cβ | β ∈ S〉 such that
cβ ⊆ Cβ for each β ∈ S. Work in V . Towards a contradiction, suppose that ~c is
not a strongly amenable in κ. Then there is some club D ⊆ κ such that the set
{β ∈ S | D ∩ β ⊆ cβ} is unbounded in κ. Now notice that, in V P,

{β ∈ S | D ∩ β ⊆ cβ} ⊆ {β ∈ S | D ∩ β ⊆ Cβ}

and the former set is unbounded in κ whereas the latter set is bounded in κ by

virtue of ~C being strongly amenable in κ. This is a contradiction. �

Remark 3.13. Assuming the consistency of a weakly compact (resp. ineffable) cardi-
nal, it is consistent that κ ∈ SAκ holds and yet κ is weakly compact (resp. ineffable)
in L. This is obtained by simply forcing over L to add a �(κ) sequence (see [LH14,
pp. 686]).

Corollary 3.14. Assuming the consistency of a weakly compact cardinal, it is
consistent that κ = 2ℵ0 , and κ /∈ SAκ.

Proof. This follows from [LHR21, Corollary 4.9] using Remark 3.2, but here is a
short direct proof. By Proposition 2.23, if κ is weakly compact, then κ /∈ SAκ.
Now start with κ weakly compact and force to add κ many Cohen reals. As the
forcing poset is ccc, by Proposition 3.12(1) we must have that κ /∈ SAκ in the
forcing extension as well. �

4. Amenable C-sequences

In this section, κ denotes a regular uncountable cardinal. Our entire focus in
this section is the principle unbounded(NSκ ↾S, κ) for a stationary S ⊆ κ. We start
by introducing an ideal on κ from [BR19] which we show in Lemma 4.4 provides
an exact characterisation of this principle. We then establish some properties of
the ideal and finish by examining the behaviour of this ideal under taking some
standard forcing extensions and stating a conjecture which pertains to the only
point of asymmetry between the results of this section and those of Section 3.

Definition 4.1 ([BR19]). Let S ⊆ κ. A C-sequence ~C = 〈Cβ | β ∈ S〉 is amenable
in κ iff for every club D ⊆ κ, the set {β ∈ S | D ∩ β ⊆ Cβ} is nonstationary in κ.

The notion of an amenable C-sequence is implicit in the elementary proof (see
[Jec03, Theorem 8.10]) of Solovay’s theorem that any stationary subset of κ may be
decomposed into κ-many stationary sets. It was made explicit in [BR19], in proving
that, assuming �(κ), every fat subset of κ may be decomposed into κ-many fat sets.

Fact 4.2 ([BR19]). For a C-sequence ~C = 〈Cβ | β ∈ S〉 over a stationary subset
S ⊆ acc(κ), the following are equivalent:
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(1) ~C is amenable;
(2) for every club D ⊆ κ, the set {β ∈ S | sup(D∩β\Cβ) < β} is nonstationary

in κ;
(3) for every cofinal A ⊆ κ, the set {β ∈ S | A ∩ β ⊆ Cβ} is nonstationary.

Definition 4.3. Aκ := {S ⊆ κ | S carries a C-sequence amenable in κ}.

Lemma 4.4. For a stationary subset S ⊆ κ, the following are equivalent:

(1) S ∈ Aκ;
(2) there exists an upper-regressive colouring c : [κ]2 → κ such that, for every

normal ideal J over S extending Jbd[S], for every B ∈ J+, there exists
η < κ, such that, for every η′ ∈ [η, κ),

sup{τ < κ | {β ∈ B | c(η′, β) = τ} ∈ J+} = κ;

(3) unbounded([κ]κ, J, κ) holds for every normal ideal J over S, extending Jbd[S];
(4) unbounded(NSκ ↾ S, κ) holds.

Proof. (1) =⇒ (2) Suppose that ~C = 〈Cβ | β ∈ S〉 is a C-sequence, amenable in
κ. Pick an upper-regressive colouring c : [κ]2 → κ such that, for all β ∈ S ∩ acc(κ)
and η < β, c(η, β) := min(Cβ \ η).

To see that c is as sought, let J be a normal ideal over S extending Jbd[S], and
let B ∈ J+. Towards a contradiction, suppose that, for every η < κ, there exist
η′ ∈ [η, κ) and ςη < κ such that, for every τ ∈ κ \ ςη, the set

Eη,τ := {β ∈ S | β /∈ B or c(η′, β) 6= τ}

is in J∗. For every τ ∈ ςη, let Eη,τ := S. Since J is normal, E :=
a

η<κ

a
τ<κEη,τ

is in J∗. Note that E = {β ∈ S | ∀η < β∀τ ∈ β \ ςη (β ∈ Eη,τ )}.
Consider the club D := {α < κ | ∀η < α (max{η′, ςη} < α)}. As J extends

Jbd[S], Fact 2.8 implies that B ∩E is stationary. So, by the amenability of ~C , let
us fix β ∈ B ∩ E ∩ acc(κ) with D ∩ β * Cβ . Then pick α ∈ D ∩ β \ Cβ .

Claim 4.4.1. Let η < α. Then c(η′, β) < α.

Proof. As c is upper-regressive, τ := c(η′, β) is less than β. As α ∈ D and η < α,
we have that η ≤ η′ < α < β. If τ ∈ β\ςη, then β ∈ B∩Eη,τ , which is an absurdity.
Altogether, τ < ςη. As η < α and α ∈ D, furthermore, c(η′, β) = τ < ςη < α. ⊣

Thus, for every η < α, η ≤ η′ ≤ min(Cβ \ η′) = c(η′, β) < α. This means that
{min(Cβ \ η′) | η < α} is unbounded in α, while α /∈ Cβ , contradicting the fact
that Cβ is closed.

(2) =⇒ (3) =⇒ (4): This is immediate.
(4) =⇒ (1): By Lemma 3.7 and Clause (1) of the upcoming Lemma 4.8, it

suffices to prove that S′ := S ∩ Reg(κ) \ {ℵ0} carries an amenable C-sequence.
Let c witness unbounded(NSκ ↾ S, κ). For any β ∈ S′, as c is upper-regressive,
Cβ := {δ < β | ∀η < δ[c(η, β) < δ]} is a club in β. Towards a contradiction,

suppose that ~C = 〈Cβ | β ∈ S′〉 is not amenable in κ. Fix a club D ⊆ κ for
which the set B := {β ∈ S′ | D ∩ β ⊆ Cβ} is stationary. Pick η < κ such that
sup(c[{η} ⊛ B]) = κ. Fix δ ∈ D above η. Then, for every β ∈ B above δ, we
get from δ ∈ Cβ \ (η + 1) that c(η, β) < δ. Since κ is regular, we conclude that
sup(c[{η}⊛B]) < κ, contradicting the choice of η. �



WAS ULAM RIGHT? I 21

Corollary 4.5. If unbounded(NSκ, κ) holds, then so do unbounded∗([κ]κ,NSκ, [κ]
κ)

and unbounded+([κ]κ,NSκ, κ). �

Remark 4.6. The preceding cannot be improved any further since in Proposi-
tion 9.11 below, we shall show that unbounded++(NSκ, κ) must fail.

Definition 4.7 ([IR21a]). For stationary subsets S, T of κ, CG∗(S, T ) asserts the

existence of a C-sequence, ~C = 〈Cδ | δ ∈ S〉 such that, for every club E ⊆ κ, there
are club many δ ∈ S such that, sup(nacc(Cδ) ∩E ∩ T ) = δ.

Lemma 4.8. (1) SAκ ⊆ Aκ;
(2) Aκ is a κ-complete normal ideal;
(3) for every α < κ+, κ \ Trα(κ) ∈ Aκ;
(4) {S ∈ (NSκ)

+ | CG∗(S, κ)} ⊆ Aκ;
(5) for every S ∈ (Aκ)

+, Tr(S) ∈ (Aκ)
+.

Proof. (1) This is obvious.
(2) It is clear that Aκ is downward-closed with respect to inclusion. To see that

Aκ is κ-complete, suppose that {Si | i < σ} is a given family of elements of Aκ,
with σ < κ. We would like to show that S :=

⋃

i<σ Si is in Aκ. Since Aκ is
downward-closed, we may assume that the elements of 〈Si | i < σ〉 are pairwise
disjoint. For each i < σ, since Si ∈ Aκ, let 〈Cβ | β ∈ Si〉 be some C-sequence

amenable in κ. We claim that ~C = 〈Cβ | β ∈ S〉 is amenable in κ. Indeed, for
every club D ⊆ κ, if T := {β ∈ S | D ∩ β ⊆ Cβ} is stationary, then for some i < σ,
T ∩ Si is stationary, contradicting the fact that 〈Cβ | β ∈ Si〉 is amenable in κ.

Next, to see that Aκ is normal, suppose that 〈Si | i < κ〉 is a κ-sequence
consisting of elements of Aκ. We would like to show that the following set is in Aκ:

S := {β < κ | ∃i < β(β ∈ Si)}.

By the preceding findings, it suffices to prove that S′ := S ∩Reg(κ)\ {ℵ0} is in Aκ.
For each i < κ, fix a C-sequence 〈Ci

β | β ∈ Si〉 amenable in κ. Let β ∈ S′ be

arbitrary. Then β is a regular uncountable cardinal, and {Ci
β | i < β & β ∈ Si}

consists of at most β many clubs in β, so that by using a diagonal intersection or
any other mean, we may find a club Cβ in β such that, for every i < β with β ∈ Si,

Cβ\Ci
β is bounded in β. We claim that ~C = 〈Cβ | β ∈ S〉 is amenable in κ. Towards

a contradiction, suppose that D is a club in κ for which T := {β ∈ S′ | D∩β ⊆ Cβ}
is stationary in κ. As S′ ⊆ S and by Fodor’s lemma, let us fix some i < κ such
that T ∩ Si is stationary. By another application of Fodor’s lemma, let us fix some
ǫ < κ such that Ti,ǫ := {β ∈ T ∩Si | sup(Cβ \Ci

β) = ǫ} is stationary. Now, consider

the club D′ := D \ (ǫ + 1). We claim that {β ∈ Si | D′ ∩ β ⊆ Ci
β} is stationary in

κ, contradicting the fact that 〈Ci
β | β ∈ Si〉 is amenable in κ. To see this, let β be

an arbitrary element of the stationary set Ti,ǫ. Then D ∩ β ⊆ Cβ ⊆ Ci
β ∪ (ǫ + 1),

so that D′ ∩ β ⊆ Ci
β .

(3) Since κ \ Tr(κ) ∈ SAκ ⊆ Aκ and because Aκ is normal and κ-complete.

(4) Suppose ~C witnesses CG∗(S, κ). Given a club D ⊆ κ, let E := acc(D). By

the choice of ~C, B := {β ∈ S | sup(nacc(Cβ)∩E) = β} covers a club relative to S.
For every β ∈ B and ǫ ∈ nacc(Cβ) ∩ E, as ǫ ∈ acc(D), we may find some δǫ ∈ D
with sup(Cβ ∩ǫ) < δǫ < ǫ, and then {δǫ | ǫ ∈ nacc(Cβ)∩E} is a subset of D∩β \Cβ

which is cofinal in β. So {β ∈ S | sup(D ∩ β \Cβ) < β} is disjoint from B, and we
are done, recalling Fact 4.2.
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(5) Let S ∈ (Aκ)
+. By Clause (1) and Lemma 3.7(5), κ \ Tr(S) ∈ SAκ ⊆ Aκ.

So if Tr(S) ∈ Aκ, then κ ∈ Aκ, contradicting the fact that S ⊆ κ with S /∈ Aκ. �

Proposition 4.9. For S ⊆ κ, if S ∩Reg(κ) is nonstationary, or if ♦∗(S ∩Reg(κ))
holds, then S ∈ Aκ.

Proof. Let S ⊆ κ. Set S′ := S ∩ Reg(κ). By Lemmas 3.7(2) and 4.8(2), S \ S′ is
in Aκ, thus it remains to see whether S′ belongs to Aκ. By Lemmas 3.7(4) and
4.8(2), if S′ is nonstationary, then S′ ∈ Aκ. Next, suppose that S′ is stationary
and moreover ♦∗(S′) holds. Fix a witnessing sequence 〈Aβ | β ∈ S′〉. This means
that each Aβ is a collection of no more than β many subsets of β, and, for every
subset A of κ, for club many β ∈ S′, A∩ β ∈ Aβ . Now, for every β ∈ S′, by taking
a diagonal intersection, we can fix a club Cβ in β such that for every D ∈ Aβ which
is a club in β, Cβ ⊆∗ D. Consequently, 〈Cβ | β ∈ S′〉 is a CG∗(S′, κ)-sequence, and
then Lemma 4.8(4) implies that S′ ∈ Aκ. �

Corollary 4.10. If V = L, then Aκ = {S ⊆ κ | S is not ineffable}.

Proof. It is clear from the definitions that for any set S ⊆ κ, if S is in Aκ then
it is not ineffable. For the other direction, suppose that S ⊆ κ is not ineffable.
By Lemmas 3.7(4) and 4.8(1), we may assume that S is stationary. By a theorem
of Jensen (see [Sch14, Theorem 5.39]), V = L implies that ♦∗ holds over every
stationary non-ineffable subset of κ. So ♦∗(S) holds, and then Proposition 4.9
implies that S ∈ Aκ. �

The characterisation of Aκ under V = L is not true in general, as established by
Corollary 2.24(2).

Proposition 4.11. Let P be a θ-cc poset, and S ⊆ κ.

(1) If θ ≤ κ and V P |= S /∈ Aκ, then S /∈ Aκ;
(2) If θ < κ and V P |= S ∈ Aκ, then S ∈ Aκ.

Proof. (1) The proof is exactly the same as that of Proposition 3.12(1).
(2) The proof is almost exactly the same as that of Proposition 3.12(2) using

only Lemma 4.8(1) and the extra fact that as P is in particular κ-cc, stationary
subsets of κ remain stationary after forcing with P. �

Corollary 4.12. Assuming the consistency of an ineffable cardinal, it is consistent
that κ = 2ℵ0 and κ /∈ Aκ.

Proof. As we have already mentioned, if κ is ineffable then it follows purely from
the definitions that κ /∈ Aκ. Now start with κ ineffable and force to add κ many
Cohen reals. As the forcing poset is ccc, by Proposition 4.11(1) we must have that
κ /∈ Aκ in the forcing extension as well. �

We end this section with a conjecture in the spirit of Corollary 3.8.

Conjecture 4.13. If κ is a regular uncountable cardinal and κ /∈ Aκ, then κ is
ineffable in L.
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5. unbounded∗ and Ulam-type matrices

In this section, κ denotes a regular uncountable cardinal.

An Ulam matrix is a useful tool in proving that various ideals are not weakly
saturated. It was introduced in [Ula30] by Ulam, who proved that every successor
cardinal κ = θ+ admits an Ulam matrix, that is, a matrix 〈Uη,τ | η < θ, τ < θ+〉
such that:

• For every η < θ, 〈Uη,τ | τ < θ+〉 consists of pairwise disjoint subsets of θ+;
• For every τ < θ+, |θ+ \

⋃

η<θ Uη,τ | ≤ θ.

In our language, Ulam’s theorem is as follows:

Fact 5.1 (Ulam, [Ula30]). For every infinite cardinal θ, unbounded∗({θ}, Jbd[θ+],
{θ+ \ θ}) holds.

In [Haj69], Hajnal formulated a variation called triangular Ulam matrix which
is also applicable to inaccessible cardinals, and has similar non-saturation con-
sequences. In this section, we shall show that this finer concept of Hajnal is
also captured by the principle unbounded∗(. . .), and that some standard combi-
natorial hypotheses give rise to useful instances of unbounded∗(. . .) weaker than
those corresponding to Ulam matrices. We finish with some applications of the
unbounded

∗(. . .) principles.

Definition 5.2. An Ulam-type matrix for a cardinal κ is a triangular matrix 〈Uη,τ |
η < τ < κ〉 satisfying that, for every η < κ, 〈Uη,τ | η < τ < κ〉 consists of pairwise
disjoint subsets of κ.

Definition 5.3 (Hajnal, [Haj69]). A cardinal κ is said to admit a triangular Ulam
matrix iff there exists an Ulam-type matrix 〈Uη,τ | η < τ < κ〉 for which the set
T := {τ < κ | |κ \ (

⋃

η<τ Uη,τ )| < κ} (which we call the support) is stationary in κ.

The core technical result of [Haj69] reads as follows.

Fact 5.4 (Hajnal, [Haj69]). Suppose that T ⊆ κ is stationary, but Tr(T ) ∩Reg(κ)
is nonstationary. Then there is a club C ⊆ κ such that, for every β ∈ C, there is
a function fβ : T ∩C ∩ β → β which is regressive and injective.

Lemma 5.5. For any stationary T ⊆ κ, the following are equivalent:

(1) unbounded∗(Jbd[κ], {T }) holds;
(2) unbounded

∗(J, {T }) holds for some normal ideal J over κ extending Jbd[κ];
(3) there is a stationary S ⊆ κ such that, for every β ∈ S, there is a function

fβ : T ∩ β → β which is regressive and injective;
(4) there is a cofinal A ⊆ κ such that, for every β ∈ A, there is a function

fβ : T ∩ β → β which is regressive and injective;
(5) κ carries a triangular Ulam matrix with support T .

Proof. (1) =⇒ (2): Just take J := NSκ.
(2) =⇒ (3) Suppose that c witnesses unbounded∗(J, {T }) for a normal ideal

J extending Jbd[κ]. In particular, for every τ ∈ T , the set Nτ := {β < κ |
∀η < τ (c(η, β) 6= τ)} is in J . As J is normal, S :=

a
τ<κ(κ \ Nτ ) is in its dual

filter. By Fact 2.8, J extends NSκ, and hence S is stationary in κ. Now, let β ∈ S.
Then, for every τ ∈ T ∩ β, β /∈ Nτ and so there is an η < τ such that c(η, β) = τ .
So, for every β ∈ S, the function fβ : T ∩ β → β given by fβ(τ) := min{η < τ |
c(η, β) = τ} is well-defined and regressive. It is also clearly injective.
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(3) =⇒ (4): This is trivial.
(4) =⇒ (5): Given a sequence 〈fβ | β ∈ A〉 as above, define a matrix 〈Uη,τ |

η < τ < κ〉 via
Uη,τ := {β < κ | fmin(A\β)(τ) = η}.

We leave the verification to the reader.
(5) =⇒ (1): Suppose that 〈Uη,τ | η < τ < κ〉 is a triangular Ulam matrix with

support T . Let c : [κ]2 → κ be any upper-regressive colouring satisfying that for
η < β < κ, if there is a τ such that η < τ < β and β ∈ Uη,τ then c(η, β) = τ .
Note that as 〈Uη,τ | η < τ < κ〉 is an Ulam-type matrix, this is well-defined. Now,
suppose that B ∈ (Jbd[κ])+ is given, and let τ ∈ T be arbitrary. As B\(

⋃

η<τ Uη,τ )

has size less than κ, we may pick a β ∈ (
⋃

η<τ Uη,τ ) \ (τ +1). Then if η < τ is such

that β ∈ Uη,τ then c(η, β) = τ . �

Corollary 5.6. For a stationary T ⊆ κ, the following are equivalent:

(i) Tr(T ) ∩ Reg(κ) is nonstationary;
(ii) There exists a club C ⊆ κ for which unbounded∗(Jbd[κ], {T ∩ C}) holds.

Proof. (i) =⇒ (ii): By Fact 5.4, we may fix a club C ⊆ κ such that, for every
β ∈ C, there is a function fβ : T ∩ C ∩ β → β which is regressive and injective.
Now, appeal with C and T ∩ C to the implication (3) =⇒ (1) of Lemma 5.5.

(ii) =⇒ (i): Write T ′ := T ∩ C, and let c witness unbounded∗(Jbd[κ], {T ′}).
In particular, for every τ ∈ T ′, the set {β < κ | ∀η < τ (c(η, β) 6= τ)} is bounded
in κ. Thus, we may define a function f : T ′ → κ via f(τ) := sup{β < κ |
∀η < τ (c(η, β) 6= τ)}. Suppose now that Tr(T )∩Reg(κ) is a stationary subset of κ.
In particular, Tr(T ′)∩Reg(κ) is stationary. Then we can pick µ ∈ Reg(κ)∩Tr(T ′)
such that f [µ] ⊆ µ. So, the set T̄ := T ′∩µ is a stationary subset of µ. As f [T̄ ] ⊆ µ,
we may define a function g : T̄ → µ via g(τ) := min{η < τ | c(η, µ) = τ}. As g is
regressive, there must exist τ 6= τ ′ in T̄ and η < κ such that g(τ) = η = g(τ ′). So
τ = c(η, µ) = τ ′. This is a contradiction. �

Lemma 5.7. For S ∈ NSκ, if ♦∗(S) holds then so does unbounded∗(NSκ ↾S, {κ\ǫ |
ǫ < κ}).

Proof. By Proposition 2.5, using Lemma 8.4(1) below. �

We remind the reader that CG∗(S, T ) was defined in Definition 4.7.

Lemma 5.8. For S, T ∈ NSκ, if CG
∗(S, T ) holds, then so does unbounded∗([κ]κ,

NSκ ↾ S, (NSκ ↾ T )+).

Proof. Let ~C = 〈Cβ | β ∈ S〉 witness CG∗(S, T ). Pick an upper-regressive colouring
c : [κ]2 → κ such that, for all β ∈ acc(κ) ∩ S and η < β, c(η, β) = min(Cβ \ η).
Towards a contradiction, suppose that c does not witness unbounded∗([κ]κ,NSκ ↾

S, (NSκ ↾ T )+). This means that there are a cofinal subset A ⊆ κ and a stationary
subset B ⊆ S for which the following set

T ′ := {τ ∈ T | ∀η ∈ (A ∩ τ)∀β ∈ (B \ (η + 1))(c(η, β) 6= τ)}

meets every element of (NSκ↾T )
+. So we can fix a club D ⊆ κ such thatD∩T ⊆ T ′.

Consider the club E := D ∩ acc+(A). By the choice ~C, we may now find β ∈ B
with sup(nacc(Cβ) ∩ E ∩ T ) = β. Pick τ ∈ nacc(Cβ) ∩ E ∩ T . As τ ∈ acc+(A),
we may pick η ∈ A with sup(Cβ ∩ τ) < η < τ , so that c(η, β) = min(Cβ \ η) = τ .
However, τ ∈ D ∩ T ⊆ T ′. This is a contradiction. �
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The reader may consult [BR17] for various sufficient conditions for when the
hypothesis of the first clause of the following lemma holds.

Lemma 5.9. (1) If P−(κ, κ+,⊑, 1) holds, then so does unbounded∗(Jbd[κ],
{κ \ ǫ | ǫ < κ});

(2) If �(κ,<µ) holds with µ < κ, then so does unbounded∗(Jbd[κ], (NSκ)
+).

Proof. According to [BR17, §1.1], P−(κ, κ+,⊑, 1) provides us with a sequence 〈Cβ |
β < κ〉 satisfying the following:

(i) for every β < κ, Cβ is a nonempty collection of closed subsets C of β with
sup(C) = sup(β);

(ii) for all β < κ, C ∈ Cβ and α ∈ acc(C), C ∩ α ∈ Cα;
(iii) for every cofinal Ω ⊆ κ, there exists δ ∈ acc(κ) such that, for every C ∈ Cδ,

sup(nacc(C) ∩ Ω) = δ.

Assuming �(κ,<µ) with µ < κ, by [BR19, Lemma 2.5], we may fix a sequence
〈Cβ | β < κ〉 satisfying Clauses (i) and (ii) above, together with:

(iii−) for every club Ω ⊆ κ, there exists δ ∈ acc(κ) such that, for every C ∈ Cδ,
sup(nacc(C) ∩ Ω) = δ.

Fix a C-sequence ~C = 〈Cβ | β < κ〉 such that Cβ ∈ Cβ for all β < κ. We shall

conduct walks on ordinals along ~C, following the notation of [LHR18, §4.2] (see
[Tod07] for a comprehensive treatment).

Define an upper-regressive colouring c : [κ]2 → κ, as follows. Given η < β < κ,
let γ := min(Im(tr(η, β))), so that η ∈ Cγ , and then let c(η, β) := min(Cγ \ (η+1))
provided that the latter is a well-defined ordinal< β; otherwise, just let c(η, β) := 0.

Now, let B ∈ [κ]κ be arbitrary. We need to prove that the following set

T := {τ < κ | ∃η < κ∃β ∈ B[η < τ < β & c(η, β) = τ ]}

is co-bounded (resp. stationary). To this end, let Ω be an arbitrary cofinal (resp. club)
subset of κ, and we shall show that T ∩ Ω 6= ∅. Find δ ∈ acc(κ) such that
sup(nacc(C) ∩Ω) = δ for all C ∈ Cδ. Pick β ∈ B above δ, and then let

ε := sup(δ ∩ {sup(Cγ ∩ δ) | γ ∈ Im(tr(δ, β))}).

Then ε < δ and by a standard fact (see [LHR18, Lemma 4.7]), there are two cases
to consider:

◮ If δ ∈ nacc(Cmin(Im(tr(δ,β))), then, for every η with ε < η < δ, tr(η, β) =

tr(δ, β)a tr(η, δ). In this case, pick a large enough τ ∈ nacc(Cδ) ∩ Ω for which
η := sup(Cδ ∩ τ) is greater than ε. Then min(Im(tr(η, β))) = δ and hence c(η, β) =
min(Cδ \ (η + 1)) = τ .

◮ Otherwise, δ ∈ acc(Cγ), for γ := min(Im(tr(δ, β))), and, for every η with
ε < η < δ, tr(η, β) = tr(γ, β)a tr(η, γ). As δ ∈ acc(Cγ), Cγ ∩ δ is in Cδ, and hence
we may pick a large enough τ ∈ nacc(Cγ ∩ δ) ∩ Ω for which η := sup(Cγ ∩ τ) is
greater than ε. Then min(Im(tr(η, β))) = γ and c(η, β) = min(Cγ \(η+1)) = τ . �

The next lemma demonstrates that unbounded∗(. . .) is often times stronger than
unbounded(. . .). Note that, unlike Corollary 2.27(3), in the following the ideal J is
not assumed to be subnormal. This connects to the content of Subsection 1.2.

Lemma 5.10. Suppose that c : [κ]2 → κ witnesses unbounded∗(J, {T }) for J a
κ-complete ideal over κ and T ⊆ κ stationary. Then the following strong form of
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unbounded+(J, κ) holds: For every sequence 〈Bτ | τ < κ〉 of J+-sets, there exists
η < κ such that {τ ∈ T | {β ∈ Bτ | c(η, β) = τ} ∈ J+} is stationary in κ.

Proof. We commence with an easy observation.

Claim 5.10.1. Let B ∈ J+ and τ ∈ T . Then there exists η < τ such that Bη,τ :=
{β ∈ B | c(η, β) = τ} is in J+.

Proof. Suppose not. Since J is κ-complete, it follows that B′ := B \
⋃

η<τ B
η,τ is

in J+. Since B′ is in J+ and τ ∈ T , there must exist η < τ and β ∈ B′ such that
c(η, β) = τ . So β ∈ B′ ∩Bη,τ . This is a contradiction. ⊣

Now, given a sequence 〈Bτ | τ < κ〉 of J+-sets, for each τ ∈ T , pick ητ < τ such
that Bητ ,τ

τ is in J+. By Fodor’s lemma, there must exist η < κ for which {τ ∈ T |
ητ = η} is stationary. Clearly, η is as sought. �

Let us now demonstrate the utility of unbounded∗(. . .).

Lemma 5.11. Suppose that unbounded∗(J, (NSκ ↾S)
∗) holds for an ideal J over κ,

and a stationary S ⊆ κ. If onto−(S, θ) holds, then so does onto(J, θ).

Proof. Fix an upper-regressive map u : [κ]2 → κ witnessing unbounded∗(J, (NSκ ↾

S)∗). Fix a bijection π : κ ↔ κ × κ. Now, given a colouring c : [κ]2 → θ that
witnesses onto−(S, θ), pick a colouring d : [κ]2 → θ such that, for all η < β < κ, if
π(η) = (η0, η1), then d(η, β) = c({η0, u({η1, β})}).

Next, given B ∈ J+, by the choice of u, we may fix a club D ⊆ κ such that, for
every δ ∈ S ∩D, for some η ∈ δ and β ∈ B \ (δ + 1), u(η, β) = δ. By shrinking D,
we may also assume that π[δ] = δ×δ for all δ ∈ D. Define a function f : S∩D → κ
by letting f(δ) be the least η1 ∈ δ such that, for some β ∈ B \ (δ+1), u(η1, β) = δ.
Evidently, f is regressive. So, since c witnesses onto−(S, θ), we may find η0, η1 < κ
such that

c[{η0}⊛ {δ ∈ S ∩D | f(δ) = η1}] = θ.

Finally, given τ < θ, fix δ ∈ S∩D\(η0+1) with f(δ) = η1 such that c(η0, δ) = τ .
Pick β ∈ B \ (η + 1) such that u(η1, β) = δ. As max{η0, η1} < δ ∈ D, there
exists η < δ such that π(η) = (η0, η1). Altogether η < δ < β and d(η, β) =
c({η0, u({η1, β})}) = c(η0, δ) = τ , as sought. �

Lemma 5.12. Suppose that I, J are ideals over κ, with I being moreover normal
extending Jbd[κ], and that unbounded∗(J, I+) holds.

(1) If onto(I, θ) holds, then so does onto(J, θ);
(2) If unbounded(I, θ) holds, then so does unbounded(J, θ).

Proof. Fix an upper-regressive map u : [κ]2 → κ witnessing unbounded∗(J, I+).
and a bijection π : κ ↔ κ × κ. Set D := {δ < κ | π[δ] = δ × δ}. Now, given
a (resp. upper-regressive) colouring c : [κ]2 → θ, pick a (resp. upper-regressive)
colouring d : [κ]2 → θ such that, for all η < β < κ, if π(η) = (η0, η1), then
d(η, β) = c({η0, u({η1, β})}).

Next, given B ∈ J+, fix T ∈ I+ such that, for every τ ∈ T , for some η < τ and
β ∈ B \ (τ + 1), u(η, β) = τ . As I is normal, we may find some η1 < κ for which
T ′ := {τ ∈ T ∩ D | ∃β ∈ B [η1 < τ < β & u(η1, β) = τ ]} is in I+. So, assuming
that c witnesses onto(I, θ) (resp. unbounded(I, θ)), we may find an η0 < κ such that
A := c[{η0}⊛ T ′] is equal to θ (resp of order-type θ). Set η := π−1(η0, η1).
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Claim 5.12.1. A ⊆ d[{η}⊛B].

Proof. Let α ∈ A. Pick τ ∈ T ′ above η0 such that c(η0, τ) = α. As max{η0, η1} < τ
and τ ∈ D, η < τ . In addition, as τ ∈ T ′, we may pick β ∈ B above τ such that
u(η1, β) = τ . Altogether, η < β and d(η, β) = c({η0, u({η1, β})}) = c(η0, τ) = α,
as sought. ⊣

This completes the proof. �

Corollary 5.13. For S, T ∈ NSκ, if CG∗(S, T ) and onto(NSκ ↾ T, θ) both hold,
then onto(NSκ ↾ S, θ) holds, as well.

Proof. By Lemmas 5.8 and 5.12. �

6. Pumping-up results

The theme of this section is to obtain instances of the colouring principles we
have defined, either from classical colouring principles, or from other instances of our
own colouring principles. A recurring theme is that at the cost of lowering the total
number of colours we can upgrade the quality of the colouring. This can be seen by
examining the three most technical results, Theorems 6.8 and 6.10, and some cases
of Theorem 6.13. Apart from Theorem 6.13, Lemma 6.16 provides another example
where one can upgrade the quality of the colouring without reducing the number
of colours, though one needs an auxiliary colouring to perform this upgrade.

Proposition 6.1. Suppose that θ ≤ cf(κ) < κ. Let p ∈ {onto, onto+, onto++,
unbounded, unbounded+, unbounded++}.

If p(Jbd[cf(κ)], θ) holds, then so does p({cf(κ)}, Jbd[κ], θ).

Proof. Set κ := cf(κ). Fix a cofinal subset x ⊆ κ \ κ of order-type κ. Define
a map π : κ → κ via π(β) := otp(x ∩ β). Note that π(β) < β for all β < κ,
and that, for every B ⊆ κ, B ∈ (Jbd[κ])+ iff π[B] ∈ (Jbd[κ])+. Now, given a
colouring d : [κ]2 → θ witnessing p(Jbd[κ], θ), pick any upper-regressive colouring
c : [κ]2 → θ such that for all η < κ ≤ β < κ, c(η, β) = d(η, π(β)). It is easy to
verify that c witnesses p({cf(κ)}, Jbd[κ], θ). �

Lemma 6.2. Let J ∈ J κ
ω , and suppose that θ is an infinite cardinal less than κ.

(1) If unbounded+(J, θ+) holds, then so does unbounded+(J, θ);
(2) If J is subnormal and θ+ < cf(κ), then unbounded(J, θ+) implies unbounded(J, θ).

Proof. Suppose c : [κ]2 → θ+ is a given upper-regressive colouring. Fix a bijection
π : κ ↔ κ × θ+. For every τ < θ+, fix an injection eτ : τ → θ. Now, pick any
upper-regressive colouring d : [κ]2 → θ such that for all η < β < κ, if π(η) = (η′, τ ′),
max{η′, θ} < β and c(η′, β) < τ ′, then d(η, β) = eτ ′(c(η′, β)).

(1) Suppose that c witnesses unbounded+(J, θ+), and we shall show that d wit-
nesses unbounded+(J, θ). To this end, let B ∈ J+ be arbitrary. Fix η′ < κ for
which the following set has order-type θ+:

T := {τ < θ+ | {β ∈ B \ (η′ + 1)) | c(η′, β) = τ} ∈ J+}.

Fix τ ′ ∈ T such that otp(T ∩ τ ′) = θ, and let η := π−1(η′, τ ′). We claim that

S := {σ < θ | {β ∈ B \ (η + 1)) | d(η, β) = σ} ∈ J+}
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covers the set eτ ′ [T ], hence has order-type θ. To see this, let σ ∈ eτ ′ [T ] be arbitrary.
Fix τ ∈ T such that eτ ′(τ) = σ. As τ ∈ T and J extends Jbd[κ], the set

B̂ := {β ∈ B \ (max{θ, η′, η}+ 1)) | c(η′, β) = τ}

is in J+. Clearly, for every β ∈ B̂, d(η, β) = eτ ′(c(η′, β)) = eτ ′(τ) = σ, as sought.
(2) Suppose that θ+ < cf(κ), so that D := {δ < κ | π[δ] = δ × θ+} is cofinal

in κ. Suppose also that J is subnormal and that c witnesses unbounded(J, θ+); we
shall show that d witnesses unbounded(J, θ). To this end, let B ∈ J+ be arbitrary.
By Lemma 2.12, and by possibly passing to a positive subset of B, we may assume
that B is D-separated. Now, by the choice of c, fix η′ < κ such that c[{η′} ⊛ B]
has order-type θ+. Set β̄ := min(B \ (η′ + 1)) and B′ := B \ (β̄ + 1). As B is
D-separated, we may fix δ ∈ D such that β̄ < δ < min(B′). As the sets {η′} ⊛ B
and {η′} × B′ differ on at most one element, T := c[{η′} × B′] has order-type θ+,
so we may fix τ ′ ∈ T such that otp(T ∩ τ ′) = θ, and let η := π−1(η′, τ ′).

As η′ < β̄ < δ, we infer that η < δ < min(B′), so

d[{η}⊛B] ⊇ eτ ′ [c[{η′} ×B′] ∩ τ ′] = eτ ′[T ],

with the latter being a subset of θ of order-type θ. �

Definition 6.3 ([LHR18]). U(κ, µ, θ, χ) asserts the existence of a colouring c :
[κ]2 → θ such that for every σ < χ, every pairwise disjoint subfamily A ⊆ [κ]σ of
size κ, and every i < θ, there exists B ∈ [A]µ such that min(c[a × b]) > i for all
a, b ∈ B with sup(a) < min(b).

Proposition 6.4. Suppose θ < κ, c : [κ]2 → θ is a colouring and S ⊆ κ.

(1) Suppose that θ ∈ Reg(cf(κ)) and c satisfies that for every cofinal B ⊆ κ,
sup(c“[B]2) = θ. Then c witnesses unbounded(Jbd[κ], θ);

(2) Suppose that κ is regular uncountable, S is stationary, and c satisfies that
for every stationary B ⊆ S, c“[B]2 = θ. Then c witnesses onto(NSκ ↾S, θ);

(3) Suppose θ < cf(κ) and that c satisfies that for every cofinal B ⊆ κ, c“[B]2 =
θ. Then c witnesses onto(Jbd[κ], θ).

In particular, each of the following implies that unbounded(Jbd[κ], θ) holds:

• U(κ, 2, θ, 2);
• κ9 [κ]2θ;
• the existence of a κ-Souslin tree.2

Proof. We focus on Clause (1). So, suppose that c is as above yet there exists
a cofinal B ⊆ κ such that, for every η < κ, ςη := sup(c“[{η} ⊛ B]) is < θ. As
θ < cf(κ), we may now fix some ς < θ for which B′ := {η ∈ B | ςη = ς} is cofinal.
Appealing to the property of c, we have that sup(c“[B′]2) = θ, so there must exist
(η, β) ∈ [B′]2 with c(η, β) > ς , contradicting the fact that ς = ςη ≥ c(η, β). �

Proposition 6.5. Suppose that θ ∈ Reg(cf(κ)) and there is a tree T of height θ
with at least κ many branches, and all of whose levels have size than < κ. Then
U(κ, 2, θ, 2) holds. In particular, each of the following implies U(κ, 2, θ, 2) and hence
unbounded(Jbd[κ], θ) as well:

(i) there are cardinals θ ∈ Reg(cf(κ)) and λ < κ such that λ<θ < κ ≤ λθ;
(ii) θ = ℵ0 < cf(κ) ≤ κ ≤ 2ℵ0 ;

2By [Sho74, Lemma 1], a κ-Souslin tree gives rise to a colouring witnessing κ 9 [κ]2
κ

, and it is
in fact the case that the existence of a κ-Souslin tree implies κ 9 [κ;κ]2

κ
.
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(iii) θ = ℵ0 < cf(κ) ≤ κ < κℵ0 .

Proof. Same argument as in [LHR18, Lemma 2.7], and then we may appeal to
Proposition 6.4. Now, let us show why a relevant tree exists under any of the
hypotheses (i)–(iii):

(i) Assuming there are cardinals θ ∈ Reg(cf(κ)) and λ < κ such that λ<θ <
κ ≤ λθ, we can take the tree T := (<θλ,⊆).

(ii) Assuming ℵ0 < cf(κ) ≤ κ ≤ 2ℵ0 , we appeal to Clause (i) with λ := 2 and
θ := ℵ0.

(iii) Assuming κ < κℵ0 for a cardinal κ of uncountable cofinality, there must
exist a cardinal λ < κ such that λℵ0 > κ, so we can take the tree T :=
(<ωλ,⊆), with θ := ℵ0. �

The next proposition should be well-known, and is probably due to Erdős and
Hajnal.

Proposition 6.6. Suppose that θ < cf(κ) = κ. Then the following are equivalent:

(1) κ9 [κ;κ]2θ;
(2) There is a colouring c : [κ]2 → θ witnessing onto++(J+, J, θ) for every

subnormal J ∈ J κ
θ+ ;

(3) onto([κ]κ, Jbd[κ], θ).

Proof. (1) =⇒ (2): Suppose that c is a colouring witnessing κ9 [κ;κ]2θ. Suppose
that we are given a set A ∈ J+ and a sequence 〈Bτ | τ < θ〉 of J+-sets, for some
subnormal J ∈ J κ

θ+ . Towards a contradiction, suppose that for every η ∈ A, there
exists a τ < θ for which {β ∈ Bτ | c(η, β) = τ} ∈ J . Then, by the θ+-completeness
of J , we may fix a τ < θ for which

Ā := {η ∈ A | {β ∈ Bτ | c(η, β) = τ} ∈ J}

is in J+. For every η ∈ Ā, let Eη := {β < κ | β /∈ Bτ or c(η, β) 6= τ}. Now, by
subnormality of J , we may find A′ ⊆ Ā and B′ ⊆ Bτ both in J+ such that, for
every (η, β) ∈ A′ ⊛ B′, β ∈ Eη. By the choice of c and because J extends Jbd[κ],
there are (η, β) ∈ A′ ⊛ B′ such that c(η, β) = τ . This contradicts the fact that
β ∈ Bτ ∩ Eη.

(2) =⇒ (3) =⇒ (1): This is trivial. �

Lemma 6.7. Suppose that θ ∈ Reg(κ), and that a colouring c : [κ]2 → θ witnesses
unbounded([κ]κ, Jbd[κ], θ). Then, c moreover witnesses unbounded

++(J+, J, θ) for
every subnormal J ∈ J κ

θ+.

Proof. Let J be any θ+-complete subnormal ideal over κ extending Jbd[κ].

Claim 6.7.1. For every B ∈ J+, the following set is in J∗:

{η < κ | otp({τ < θ | {β ∈ B \ (η + 1) | c(η, β) = τ} ∈ J+}) = θ}.

Proof. Towards a contradiction, suppose that B ∈ J+ forms a counterexample.
Denote Bτ

η := {β ∈ B \ (η+ 1) | c(η, β) = τ} and Tη := {τ < θ | Bτ
η ∈ J+}. By the

choice of B, A := {η < κ | otp(Tη) < θ} is in J+. As J is θ+-complete, for every
η ∈ A, Eη := κ \

⋃

τ∈θ\Tη
Bτ

η is in J∗. As J is subnormal, we may find A′ ⊆ A and

B′ ⊆ B in J+ such that, for every (η, β) ∈ A′ ⊛B′, β ∈ Eη.
By the choice of c, there is an η ∈ A′ such that c[{η} ⊛ B′] has ordertype θ.

In particular, we may pick τ ∈ c[{η} ⊛ B′] \ Tη. Pick β ∈ B′ above η such that
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c(η, β) = τ . As (η, β) ∈ A′⊛B′, we have that β ∈ Eη, and as τ ∈ θ\Tη, Eη∩Bτ
η = ∅.

This is a contradiction. ⊣

Now, given a sequence 〈Bτ | τ < θ〉 of J+-sets, we know that, for every τ < θ,
Aτ := {η < κ | otp({δ < θ | {β ∈ Bτ \ (η + 1) | c(η, β) = δ} ∈ J+}) = θ} is in J∗.
As J is θ+-complete, it follows that given any A ∈ J+, we may fix η ∈ A∩

⋂

τ<θ Aτ .
By the choice of η, it is now easy to find an injection h : θ → θ such that, for every
τ < θ, {β ∈ Bτ \ (η + 1) | c(η, β) = h(τ)} ∈ J+. �

We come now to the first of three theorems, Theorem 6.8, Theorem 6.10, and
Theorem 6.13, which are dedicated to pumping from unbounded(· · · ,κ) to an in-
stance of onto with θ-many colours where θ ≤ κ ≤ κ. Each of them proceed by
slicing up the available cases in a similar way. The next theorem considers the
simplest case.

Theorem 6.8. Suppose that θ < κ < κ are infinite cardinals, with θ and κ regular,
and J ∈ J κ

ω is subnormal. If unbounded(J,κ) holds, then so does onto(J, θ).

Proof. Suppose that c : [κ]2 → κ is a colouring witnessing unbounded(J,κ). There
are three cases to consider. In each of the cases, we shall also define a regular
cardinal κ̄ with θ < κ̄ ≤ κ.

◮ If θ+ = κ, then κ 9 [κ;κ]2θ holds (see [RT13]), so, by Proposition 6.6, we
may fix a colouring d : [κ]2 → θ witnessing onto(Jbd[κ], θ). Set also κ̄ := κ.

◮ If θ+ < κ and κ is regular, then set κ̄ := κ. By Fact 2.29, we may fix a
C-sequence 〈Cδ | δ ∈ Eκ̄

θ 〉 with otp(Cδ) = θ for all δ ∈ Eκ̄

θ , such that, for any club
D ⊆ κ̄, there exists δ ∈ Eκ̄

θ with Cδ ⊆ D. Then, pick any colouring d : [κ̄]2 → θ
such that for all β < δ < κ̄ with cf(δ) = θ, d(β, δ) = sup(otp(Cδ ∩ β)).

◮ If θ+ < κ and κ is singular, then set κ̄ := θ++. Fix a C-sequence 〈Cδ |
δ ∈ Eκ̄

θ 〉, and a colouring d : [κ̄]2 → θ as in the previous case. In addition, fix a
C-sequence 〈Cδ | δ ∈ Eκ

κ̄
〉 with otp(Cδ) = κ̄ for all δ ∈ Eκ

κ̄
.

Fix three maps π0 : κ → κ̄, π1 : κ → κ and π2 : κ → κ such that, for every
(i, j, k) ∈ κ̄×κ×κ, there exists η < κ such that π0(η) = i, π1(η) = j and π2(η) = k.
Fix a club E ⊆ κ such that, for every ǫ ∈ E and (i, j, k) ∈ κ̄ × κ × ǫ, there exists
η < ǫ such that π0(η) = i, π1(η) = j and π2(η) = k.

Finally, pick a colouring e : [κ]2 → θ such that, for all η < β < κ, if π0(η) = i,
π1(η) = j and π2(η) = k, then

e(η, β) :=

{

d({i, otp(Cj ∩ c(k, β))}), if κ̄ < κ and j ∈ Eκ

κ̄
;

d({i, c(k, β)}), otherwise.

We claim that this colouring works. To see why, let B ∈ J+. We can assume
without loss of any generality that B ⊆ κ\κ. By Lemma 2.12, we may also assume
that for every (α, β) ∈ [B]2, there is an ǫ ∈ E with α < ǫ < β. By the choice of c,
pick η∗ < κ such that c[{η∗} ⊛ B] has order-type κ. Let α := min(B \ (η∗ + 1))
and B′ := B \ (α+ 1). Clearly, X := c[{η∗} ×B′] has order-type κ.

◮ If θ+ = κ, then as d witnesses onto(Jbd[κ], θ), we may pick δ < κ such that
d[{δ}⊛X ] = θ.

◮ If θ+ < κ and κ = κ̄, thenD := acc+(X) is a club in κ̄, so we may pick δ ∈ Eκ̄

θ

such that Cδ ⊆ D. We claim that d[X ⊛ {δ}] = θ. Indeed, for every τ < θ, pick
γ ∈ Cδ such that otp(Cδ∩γ) = τ+1, and then, since Cδ ⊆ acc+(X), find ξ ∈ X such
that sup(Cδ∩γ) < ξ < γ. Consequently, d(ξ, δ) = sup(otp(Cδ∩ξ)) = sup(τ+1) = τ .
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◮ If θ+ < κ and κ > κ̄, then let j ∈ Eκ

κ̄
denote the least ordinal to satisfy

otp(X ∩ j) = κ̄. So, X̄ := {otp(Cj ∩ ξ) | ξ ∈ X} is a cofinal subset of κ̄, and then,
as in the previous case, we may pick we may pick δ ∈ Eκ̄

θ such d[X̄ ⊛ {δ}] = θ.
Fix ǫ ∈ E with α < ǫ < min(B′). As η∗ < α, we may find η < ǫ such that

π0(η) = δ and π2(η) = η∗. If κ > κ̄, then we may also require that π1(η) = j.

Claim 6.8.1. e[{η}⊛B] = θ.

Proof. Let τ < θ.
◮ If θ+ = κ, then pick ξ ∈ X\(δ+1) such that d(δ, ξ) = τ . Then pick β ∈ B′ such

that c(η∗, β) = ξ. As κ̄ = κ, it follows that e(η, β) = d(δ, c(η∗, β)) = d(δ, ξ) = τ .
◮ If θ+ < κ and κ = κ̄, then pick ξ ∈ X ∩ δ such that d(ξ, δ) = τ . Then pick

β ∈ B′ such that c(η∗, β) = ξ. Evidently, e(η, β) = d(c(η∗, β), δ) = d(ξ, δ) = τ .
◮ Otherwise, pick ξ̄ ∈ X̄ such that d(ξ̄, δ) = τ , then pick ξ ∈ X such that

otp(Cj ∩ ξ) = ξ̄, and then pick β ∈ B′ such that c(η∗, β) = ξ. It follows that
e(η, β) = d(otp(Cj ∩ c(η∗, β)), δ) = d(otp(Cj ∩ ξ), δ) = d(ξ̄, δ) = τ . ⊣

This completes the proof. �

Remark 6.9. A proof similar to the preceding shows that if κ is regular, J ∈ J κ
ω ,

and unbounded+(J, κ) holds, then onto+(J, θ) holds for every θ ∈ Reg(κ).

Compared to the preceding theorem, in the next theorem we obtain the stronger
colouring principle onto++(. . .), but we shall also be assuming that κ is regular.

Theorem 6.10. Suppose that θ < κ ≤ κ are infinite regular cardinals, I is an
ideal over κ that is not weakly κ-saturated, and S ⊆ κ is stationary.

(1) For every J ∈ J κ
θ+, if unbounded

+(J+, J,κ) holds, then so does onto++(I∗,
J, θ);

(2) If unbounded(NSκ ↾ S, κ) holds, then for every normal ideal J over S ex-
tending Jbd[S], onto++(J∗, J, θ) holds.

Proof. The proof will be similar to, but a little more elaborate than, that of Theo-
rem 6.8

Step 1. In Case (1), pick a colouring c witnessing unbounded+(J+, J,κ).
In Case (2), fix a colouring c as in Lemma 4.4(2). Let J be any normal ideal

over S extending Jbd[S]. Then c witnesses unbounded+(J+, J,κ) for κ := κ.

Step 2. If κ = θ+, then κ 9 [κ;κ]2θ holds, so, by Proposition 6.6, we may fix a

colouring d : [κ]2 → θ witnessing onto([κ]κ , Jbd[κ], θ). If κ 6= θ+, then we define a
colouring d : [κ]2 → θ, as follows. Fix a C-sequence 〈Cδ | δ ∈ Eκ

θ 〉 with otp(Cδ) = θ
for all δ ∈ Eκ

θ , such that, for any club D ⊆ κ, there exists δ ∈ Eκ

θ with Cδ ⊆ D.
Then, pick any colouring d : [κ]2 → θ such that for all β < δ < κ with cf(δ) = θ,
d(β, δ) = sup(otp(Cδ ∩ β)).

Step 3. In Case (1), as I is not weakly κ-saturated, we may fix two maps π0 :
κ→ κ and π1 : κ→ κ such that, for every (i, j) ∈ κ × κ, the set

Pi,j := {η < κ | π0(η) = i & π1(η) = j}

is in I+.
In Case (2), as c witnesses unbounded+(J+, J, κ), Proposition 2.25 implies that

J is not weakly κ-saturated. So, in this case, we fix two maps π0 : κ → κ and
π1 : κ→ κ such that the corresponding sets Pi,j are in J+ for every (i, j) ∈ κ × κ.
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Step 4. Pick a colouring e : [κ]2 → θ such that, for all η < β < κ, if π0(η) = i
and π1(η) = j, then e(η, β) = d({i, c(j, β)}). We claim this colouring works.

Step 5: In Case (1), assume that we are given A ∈ I∗ and a sequence 〈Bτ | τ < θ〉

of sets in J+. As c witnesses unbounded+(J+, J,κ) and J is θ+-complete, we may
fix large enough η∗ < κ such that, for every τ < θ,

Xτ := {ξ < κ | {β ∈ Bτ | c(η∗, β) = ξ} ∈ J+}

is cofinal in κ.
In Case (2), assume that we are given A ∈ J∗ and a sequence 〈Bτ | τ < θ〉 of

sets in J+. By the choice of c, fix a large enough η∗ < κ such that, for every τ < θ,
the corresponding set Xτ is cofinal in κ.

Step 6. If θ+ = κ, then as d witnesses onto([κ]κ , Jbd[κ], θ), we may find a large

enough δ < κ such that d[{δ}⊛Xτ ] = θ for all τ < θ.

If θ+ < κ, then D :=
⋂

τ<θ acc
+(Xτ ) is a club in κ, and by the choice of ~C, we

may pick δ ∈ Eκ

θ such that Cδ ⊆ D. Consequently, d[Xτ ⊛ {δ}] = θ for all τ < θ.
So, in both cases, for every τ < θ, we may fix ξτ ∈ Xτ such that d({δ, ξτ}) = τ .

Step 7. Fix η ∈ A∩Pδ,η∗ , so that π0(η) = δ and π1(η) = η∗. For every τ < θ, as

ξτ ∈ Xτ , B
∗
τ := {β ∈ Bτ \ (η + 1) | c(η∗, β) = ξτ} is in J+. Clearly, for all τ < θ

and β ∈ B∗
τ , e(η, β) = d({δ, c({η∗, β})}) = τ , as sought. �

Corollary 6.11. Suppose that κ is a regular uncountable cardinal, and let J denote
NSκ ↾ S for some stationary S ⊆ κ.

(1) If unbounded(J, κ) holds, then onto++(J, θ) holds for every θ ∈ Reg(κ);
(2) If Reg(κ) is nonstationary or if ♦∗(Reg(κ)) holds, then onto++(NSκ, θ)

holds for every θ ∈ Reg(κ);
(3) If onto++(J, θ) fails for some θ ∈ Reg(κ), then �(κ,<µ) fails for all µ < κ,

Refl(κ, κ,Reg(κ)) holds and κ is greatly Mahlo;

Proof. (1) By Theorem 6.10(2).
(2) By Clause (1), using S := κ together with Proposition 4.9 and Lemma 4.4.
(3) If onto++(J, θ) fails for some θ ∈ Reg(κ), then, by Clause (1), in particular

unbounded(Jbd[κ], κ) fails. Now appeal to Corollaries 3.8 and 3.10. �

Recall that C(κ, θ) denotes the least cardinality of a family of sets X ⊆ [κ]θ with
the property that for every closed and unbounded subset C of κ, there exists X ∈ X
with X ⊆ C. Whether C(θ+, θ) = θ+ holds for every singular cardinal θ is an open
problem, but, by [LR20, Lemma 3.1], C(θ+, θ) ≤ cf([θ+]cf(θ),⊇) ≤ θcf(θ).

Proposition 6.12. If κ = θ+, then C(κ, θ) = κ implies onto+(Jbd[κ], θ).

Proof sketch. Due to Corollary 7.3 below, this result is only of interest in the
case that θ is singular. We commence with a couple of reductions. By Propo-
sition 2.26(4), it suffices to prove that onto(Jbd[κ], θ) holds. By Lemma 6.15, the
latter task reduces to proving that onto(NSκ, θ) holds. The proof of the latter is
now very similar to that of Theorem 6.10. Fix a sequence 〈Cδ | δ < κ〉 of sub-
sets of κ, each of order-type θ, such that, for every club D in κ, for some δ < κ,
Cδ ⊆ D. Define a colouring d : [κ]2 → θ via d(β, δ) := sup(otp(Cδ ∩ β)). As κ is a
successor cardinal, fix a colouring c : [κ]2 → κ as in Lemma 4.4(2). Fix a bijection
π : κ↔ κ× κ, and finally pick a colouring e : [κ]2 → θ such that, for all η < β < κ,
if π(η) = (i, j), then e(η, β) = d({i, c({j, β})}). By now, it should be clear that this
works. �
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Note that in the upcoming theorem, we allow θ to be finite. Unlike the similar
Theorem 6.8 and Theorem 6.10, below the focus is on obtaining an instance of
onto({ν}, . . .) for a fixed in advance ν ≤ κ.

Theorem 6.13. Suppose θ ≤ κ ≤ ν ≤ κ are cardinals, and unbounded({ν}, J,κ)
holds for a given J ∈ J κ

ω . If ν = κ, suppose also that κ is regular, and that J is
subnormal.

Any of the following hypotheses imply that onto({ν}, J, θ) holds:

(1) onto([κ]<κ , θ) holds;
(2) C(κ, θ) < ν = κ;
(3) C(κ, θ) ≤ ν < κ.

Proof. In Case (1), if κ = κ, then ν = κ, and then onto({ν}, J, θ) holds. So, in
Case (1), we may moreover assume that κ < κ. Fix a map d : [κ]2 → θ witnessing
onto([κ]<κ , θ). Set χ := κ, and notice that either χ < ν = κ or χ ≤ ν < κ.

In Cases (2) and (3), let χ := C(κ, θ), and fix a sequence 〈Xi | i < χ〉 of subsets
of κ, each of order-type θ, such that, for every club C in κ, for some i < χ, Xi ⊆ C.
Then, define a map d : χ×κ → θ via d(i, γ) = sup(otp(Xi∩γ)). Notice that either
χ < ν = κ or χ ≤ ν < κ.

Claim 6.13.1. Let Γ ∈ [κ]κ . Then there exists i < χ such that d[{i} × Γ] = θ.

Proof. In Case (1), this is clear, so we focus on Cases (2) and (3).
If acc+(Γ) is cofinal in κ, then find i < χ such that Xi ⊆ acc+(Γ); otherwise,

there exists a cofinal subset Γ′ ⊆ Γ of order-type ω which is trivially closed, so
we may find i < χ such that Xi ⊆ Γ. Let τ < θ be arbitrary. Pick ξ ∈ Xi

such that otp(Xi ∩ ξ) = τ . Let γ := min(Γ \ (ξ + 1)). As Xi ⊆ Γ ∩ acc+(Γ),
otp(Xi∩γ) = otp(Xi∩(ξ+1)) = τ+1, and hence d(i, γ) = sup(otp(Xi∩γ)) = τ . ⊣

Fix a colouring c : [κ]2 → κ witnessing unbounded({ν}, J,κ). Fix a bijection
π : ν ↔ ν × χ. Then, fix any colouring e : [κ]2 → θ satisfying the following.
For every η < β < κ, if η < ν, π(η) = (η′, i) and (i, c(η′, β)) ∈ dom(d), then
e(η, β) = d(i, c(η′, β)).

To see that e witnesses onto({ν}, J, θ), let B ∈ J+ be arbitrary. Note:
◮ If χ ≤ ν < κ, then we may assume that min(B) ≥ ν.
◮ If χ < ν = κ, then D := {δ < κ | π[δ] = δ × χ} is a club in κ, and, by

Lemma 2.12, we may assume that for every pair β̄ < β of points from B, there is
δ ∈ D with β̄ < δ < β.

Next, by the choice of c, find η′ < ν such that otp(c[{η′} ⊛ B]) = κ. Set
β̄ := min(B \ (η′ + 1)) and B′ := B \ (β̄ + 1). Evidently, Γ := c[{η′} ⊛ B′] is in
[κ]κ . So, by Claim 6.13.1, we may find i < χ such that d[{i}×Γ] = θ. Finally, find
η < ν such that π(η) = (η′, i).

Claim 6.13.2. min(B′) > η.

Proof. Let β ∈ B′ be arbitrary.
◮ If χ ≤ ν < κ, then η < ν ≤ β.
◮ If χ < ν = κ, then there exists some δ ∈ D such that η′ < β̄ < δ < β, and

hence η < δ < β. ⊣

To verify that e[{η} ⊛ B] = θ, let τ < θ be arbitrary. As i was given by
Claim 6.13.1, we may fix γ ∈ Γ such that (i, γ) ∈ dom(d) and d(i, γ) = τ . As γ ∈ Γ,
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we may fix β ∈ B′ such that c(η′, β) = γ. Then e(η, β) = d(i, c(η′, β)) = d(i, γ) = τ ,
as sought. �

Corollary 6.14. If κ > 2θ, then unbounded(Jbd[κ], θ) iff onto(Jbd[κ], θ).

Proof. Appeal to Theorem 6.13(2) with κ := θ and ν := κ. �

The next lemma shows at the level of successors cardinals, the choice of the ideal
hardly makes any difference. It also gives a sufficient condition for pumping-up from
θ colours into θ+ colours.

Lemma 6.15. Suppose that κ = µ+ is a successor cardinal, µ ≤ ν ≤ κ, and
J ∈ J κ

κ is a nontrivial ideal.

(1) If onto({ν}, J, θ) holds, then so does onto({ν}, Jbd[κ], θ);
(2) If unbounded({ν}, J, θ) holds, then so does unbounded({ν}, Jbd[κ], θ);
(3) If onto({ν}, J, θ) holds with θ = µ = ν, then so does onto({ν}, Jbd[κ], κ).

Proof. Fix a bijection π : ν ↔ µ×ν. For every β < κ, fix a surjection eβ : µ→ β+1.
For every subset B ⊆ κ, and for all i < µ and γ < κ, let Bi

γ := {β ∈ B \ µ |

eβ(i) = γ}, and then let Γi(B) := {γ ∈ κ \ µ | Bi
γ ∈ [κ]κ}.

Claim 6.15.1. Let B ∈ [κ]κ. Then there exists i < µ such that Γi(B) ∈ J+.

Proof. As |B| = κ, for every γ < κ, there exists some i < µ such that |Bi
γ | = κ.

Then, as J is κ-complete, there exists some i < µ such that Γi(B) ∈ J+. ⊣

(1) Suppose that c : [κ]2 → θ is a colouring witnessing onto({ν}, J, θ). Pick any
colouring d : [κ]2 → θ such that, for all η < β < κ, if η ∈ ν and π(η) = (i, j),
then d(η, β) = c({j, eβ(i)}). To see this works, let B ∈ (Jbd[κ])+. Pick i < µ such
that Γi(B) ∈ J+. Find j < ν such that c[{j} ⊛ Γi(B)] = θ. Find η < ν such that
π(η) = (i, j). To see that D[{η} ⊛ B] = θ, let τ < θ be arbitrary. Pick γ ∈ Γi(B)
above j such that c(j, γ) = τ and pick a large enough β ∈ Bi

γ above η. Then
d(η, β) = c(j, eβ(i)) = c(j, γ) = τ .

(2) This is almost the exact same proof as that of Clause (1).
(3) Suppose that c : [κ]2 → θ is a colouring witnessing onto({ν}, J, θ), with

θ = µ = ν. Pick any colouring d : [κ]2 → κ such that, for all η ≤ ν ≤ β < κ, if
π(η) = (i, j), then d(η, β) = eeβ(i)(c(j, β)). To see this works, let B ∈ (Jbd[κ])+.

Pick i < µ such that Γi(B) ∈ J+. For each γ ∈ Γi(B), pick jγ < ν such that
c[{jγ} ⊛ Bi

γ ] = θ. As ν < κ, find j < ν such that Γ := {γ ∈ Γi(B) | jγ = j}
is cofinal in κ. Find η < ν such that π(η) = (i, j). To see that d[{η} ⊛ B] = κ,
let τ < κ be some prescribed colour. Fix γ ∈ Γ above τ . Find ǫ < µ such that
eγ(ǫ) = τ . As c[{j}⊛Bi

γ ] = θ, we may fix β ∈ Bi
γ such that c(j, β) = δ. Then

d(η, β) = eeβ(i)(c(j, β)) = eγ(δ) = τ,

as sought. �

In the next lemma, we move from a strong form of onto(J, θ) to onto(J, θ+),
assuming the necessary hypothesis of unbounded(J, θ+).

Lemma 6.16. Suppose that θ < θ+ < cf(κ) = κ are infinite cardinals, and J ∈ J κ
κ

is subnormal.
If onto(J+, J, θ) and unbounded(J, θ+) both hold, then so does onto(J, θ+).
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Proof. Suppose that onto(J+, J, θ) and unbounded(J, θ+) both hold. By Clauses (2)
and (3) of Proposition 2.26, we may fix colourings c : [κ]2 → θ and d : [κ]2 → θ+

such that, if we denote

• Ba
i (ǫ) := {β ∈ B \ (i+ 1) | a(i, β) = ǫ} for a ∈ {c, d}, and

• Aj(B) := {α < θ+ | Bd
j (α) ∈ J+}, and

• Dk(B) := {δ < θ | Bc
k(δ) ∈ J+},

then, for every B ∈ J+, there is j < κ for which |Aj(B)| = θ+, and the set {k < κ |
Dk(B) = θ} is in J∗.

Next, for every α < θ+, fix a surjection eα : θ → α + 1. Fix a bijection
π : κ ↔ θ × κ × κ. Define f : [κ]2 → θ+ as follows. Given η < β < κ, let
(i, j, k) := π(η) and then set f(η, β) := eed(j,β)(i)(c({k, β})).

To see this works, let B ∈ J+ be arbitrary. Fix j < κ such that |Aj(B)| = θ+.

Claim 6.16.1. Let γ < θ+. There exists i < θ for which Bi,γ := {β ∈ B |
ed(j,β)(i) = γ} is in J+.

Proof. Fix α ∈ Aj(B) above γ. Find i < θ such that eα(i) = γ. For every
β ∈ Bd

j (α), ed(j,β)(i) = eα(i) = γ. So Bd
j (α) ⊆ Bi,γ and the former is in J+, since

α ∈ Aj(B). ⊣

Fix i < θ for which Γi(B) := {γ < θ+ | Bi,γ ∈ J+} is cofinal in θ+. As J∗ is
θ++-complete we may find some k < κ such that Dk(Bi,γ) = θ for all γ ∈ Γi(B).
Find η < κ such that π(η) = (i, j, k). Now, given any τ < θ+, pick γ ∈ Γi(B) above
τ . Find δ < θ such that eγ(δ) = τ . Pick β ∈ Bi,γ above η such that c(k, β) = δ.
Then

f(η, β) = eed(j,β)(i)(c(k, β)) = eγ(δ) = τ,

as sought. �

Remark 6.17. The restriction “θ+ < cf(κ)” cannot be waived: By Theorem 7.3
below and by Lemma 4.4 (resp.), onto((NSℵ1)

+,NSℵ1 ,ℵ0) and unbounded(NSℵ1 ,ℵ1)
both hold, whereas, by Fact 9.2 below, onto(NSℵ1 ,ℵ1) may consistently fail.

7. ZFC results

In this section our focus is on obtaining ZFC-provable instances of our princi-
ples. Our results on infinite successor cardinals in Corollary 7.3 and Theorem 7.4
together with the results of Section 6 allow us to establish monotonicity for the
simplest instances of the unbounded(. . .) principles in Corollary 7.6. We then turn
our attention to the case when κ is, in turn, below the continuum, the smallest
infinite cardinal, and singular. We finish in Subsection 7.1 with an application of
our principles to a weakening of a classical problem about refining, pointwise, a se-
quence of stationary subsets of a regular cardinal to another sequence of stationary
subsets of the cardinal which are furthermore pairwise disjoint.

Corollary 7.1. For every stationary subset S of a regular uncountable cardinal
κ, there exists a stationary S′ ⊆ S such that onto++(NSκ ↾ S′, θ) holds for every
θ ∈ Reg(κ).

Proof. Given S ⊆ κ as above, by Corollary 3.11, there is a stationary S′ ⊆ S which
carries an amenable C-sequence (in fact even a strongly amenable C-sequence). So,
by Lemma 4.4, unbounded(NSκ ↾S

′, κ) holds, and then by Theorem 6.10(2), so does
onto++(NSκ ↾ S′, θ) for every θ ∈ Reg(κ). �
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Remark 7.2. The preceding is optimal in the sense that, by Fact 9.2 and Lemma 6.15(1),
BPFA implies that onto(NSℵ1 ↾ S,ℵ1) fails for any stationary S ⊆ ℵ1.

Corollary 7.3. Suppose that κ = θ+ for an infinite regular cardinal θ. Then there
exists a colouring c : [κ]2 → θ witnessing onto++(J+, J, θ) for every subnormal
J ∈ J κ

κ .

Proof. By Proposition 6.6, using [RT13]. �

Theorem 7.4. Suppose that κ = θ+ for a singular cardinal θ. Then there exists
a colouring c : [κ]2 → θ witnessing unbounded++(J+, J, θ) for every subnormal
J ∈ J κ

κ .

Proof. By Lemma 6.7, it suffices to prove that unbounded(J+, J, θ) holds for J :=
Jbd[κ]. By a theorem of Shelah (see [Eis10, Theorem 3.53]), we may fix a se-
quence of regular uncountable cardinals 〈θi | i < cf(θ)〉 converging to θ such that
tcf(

∏

i<cf(θ) θi, <
∗) = κ. Fix a scale 〈fβ | β < κ〉 witnessing the preceding. By an-

other theorem of Shelah (see [Eis10, Theorem 5.16]), fix a colouring d : [κ]2 → cf(θ)
witnessing κ 9 [κ;κ]2cf(θ). Let c : [κ]2 → θ be any upper-regressive colouring such

that, for all θ ≤ η < β < κ,

c(η, β) = fβ(d(η, β)).

Towards a contradiction, suppose that we are given A,B ∈ [κ]κ demonstrating
that c does not witness unbounded([κ]κ, Jbd[κ], θ). So, for every η ∈ A there is an
ǫη < θ such that otp(c[{η} ⊛ B]) < ǫη. By stabilising, we can find an ǫ∗ < θ and
A′ ⊆ A \ θ of size κ such that for every η ∈ A′ we have ǫη = ǫ∗.

Claim 7.4.1. There exists i < cf(θ) with θi > ǫ∗ such that

sup{ξ < θi | {β ∈ B | fβ(i) = ξ} ∈ J+} = θi.

Proof. Suppose not. Fix the least j < cf(θ) such that θj > ǫ∗. Then there exists a
function g ∈

∏

i<cf(θ) θi such that, for every i ∈ [j, cf(θ)),

g(i) = sup{ξ < θi | {β ∈ B | fβ(i) = ξ} ∈ J+}.

It follows that, for every i ∈ [j, cf(θ)), Bi := {β ∈ B | g(i) < fβ(i)} is in J . Find
α < κ such that g <∗ fα. As

⋃

i∈[j,cf(θ))B
i is in J , we may let β := min(B \

(
⋃

i∈[j,cf(θ))B
i ∪ α)). Then α ≤ β, so that g <∗ fβ. In particular, there exists

i ∈ [j, cf(θ)) with g(i) < fβ(i), contradicting the fact that β /∈ Bi. ⊣

Fix i as in the claim. Since ǫ∗ < θi, and recalling the definition of A′, we may
find ς < θi such that the following set has size κ:

A′′ := {η ∈ A′ | sup(c[{η}⊛B] ∩ θi) = ς}.

By the choice of i, we may find ξ ∈ (ς, θi) such that the following set is in J+:

B′ := {β ∈ B | fβ(i) = ξ}.

Finally, by the choice of d, we may find (η, β) ∈ A′′ ⊛ B′ such that d(η, β) = i.
Altogether, c(η, β) = fβ(d(η, β)) = fβ(i) = ξ ∈ (ς, θi), contradicting the fact that
η ∈ A′′. �

Remark 7.5. The preceding is optimal in the sense that, by Proposition 9.11 below,
unbounded

++(Jbd[κ], κ) fails.
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Corollary 7.6 (monotonicity). For a stationary subset S of a regular uncountable
cardinal κ, and an infinite cardinal θ < κ:

(1) If unbounded(Jbd[κ],κ) holds for some κ with θ < κ < κ, or if κ is a
successor cardinal, then unbounded(Jbd[κ], θ) holds. If, in addition, θ is
regular, then moreover onto(Jbd[κ], θ) holds.

(2) If unbounded(NSκ ↾ S,κ) holds for some κ with θ < κ ≤ κ, then so
does unbounded(NSκ ↾ S, θ). If, in addition, θ is regular, then moreover
onto(NSκ ↾ S, θ) holds.

Proof. (1) By Corollary 7.3 and Theorem 7.4, we may assume that θ+ < κ. If κ is
a successor, then by Fact 5.1 and Lemma 5.10, unbounded+(Jbd[κ], κ) holds. So,
by Remark 6.9, onto+(Jbd[κ], θ+) holds. In particular, onto(Jbd[κ], θ) does. Next,
suppose that unbounded(Jbd[κ],κ) holds for some κ with θ < κ < κ,. There are
two cases to consider:

◮ If θ+ = κ, then since θ+ < κ, Lemma 6.2(2) implies that unbounded(Jbd[κ], θ)
holds. If, in addition θ is regular, then onto(Jbd[κ], θ) holds by Theorem 6.8.

◮ Otherwise, θ+ < κ < κ, so, by Theorem 6.8, onto(Jbd[κ], θ+) holds. In
particular, onto(Jbd[κ], θ) holds.

(2) By Corollary 7.3 and Theorem 7.4, we may assume that θ+ < κ. Now, there
are three cases to consider:

◮ If κ = κ, then by Corollary 6.11(1), onto++(NSκ ↾ S, θ+) holds, hence, so
does onto(NSκ ↾ S, θ).

◮ If θ+ = κ < κ, then the result follows from Lemma 6.2(2) and Theorem 6.8.
◮ If θ+ < κ < κ, then by Theorem 6.8, onto(NSκ ↾ S, θ+) holds, hence, so

does onto(NSκ ↾ S, θ). �

Proposition 7.7. Suppose ℵ0 < κ ≤ 2ℵ0 . Then onto({ℵ0}, J
bd[κ], n) holds for

every positive integer n.

Proof. Fix an injective sequence 〈rβ | β < κ〉 of elements of ω2. Let n be a positive
integer, and fix a bijection π : ω ↔ n(ω× 2). Then let c : [κ]2 → n be any colouring
that satisfies that for all η < ω ≤ β < κ, if π(η) = 〈(m0, i0), . . . , (mn−1, in−1)〉 and
there is j < n such that rβ(mj) 6= ij , then c(η, β) is equal to the least such j.

To see this works, let B be some cofinal subset of κ. As κ > ω, we may assume
that min(B) ≥ ω. For any x ∈ <ω2, denote:

Bx := {β ∈ B | x ⊑ rβ},

and then let

T(B) := {x ∈ <ω2 | ∀i < 2(Bxa〈i〉 6= ∅)}.

For all α < β < κ, let ∆(α, β) denote the first k < ω such that rα(k) 6= rβ(k).
Note that if there exists a large enough l < ω such that ∆“[B]2 ⊆ l, then β 7→
(rβ ↾ l) would form an injection from the infinite set B to the finite set l2, which
is impossible. It thus follows that (T(B),⊑) is a finitely-splitting infinite tree, and
then, by König’s lemma, it admits an infinite chain. In particular, we may pick
y ∈ T(B) for which the set {x ∈ T(B) | x ⊑ y} has size n+ 1. Let 〈m0, . . . ,mn−1〉
denote the increasing enumeration of the following set

{m < dom(y) | (y ↾m) ∈ T(B)}.
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For each j < n, set ij := y(mj). Then set η := π−1〈(m0, i0), . . . , (mn−1, in−1)〉. To
see that c[{η} ⊛ B] = n, let j < n be arbitrary. As x := y ↾mj is in T(B), so is
x′ := xa〈1− ij〉. Pick β ∈ Bx′ . Then c(η, β) = j. �

Proposition 7.8. unbounded([ℵ0]
1, Jbd[ℵ0],ℵ0) holds.

Proof. Let c : [ω]2 → ω be the colouring obtained by declaring that for all n < m <
ω, c(n,m) is the floor of m

2 . It is clear that this works. �

Remark 7.9. In contrast with Lemma 6.7, the colouring c of the preceding proof is an
example of a witness to unbounded(J, θ) which does not witness unbounded+(J, θ).

Theorem 7.10. Suppose that κ is a singular cardinal. Then:

(1) unbounded([κ]1, Jbd[κ], cf(κ)) holds;
(2) unbounded({cf(κ)}, Jbd[κ], θ) holds for every θ < cf(κ);
(3) onto({cf(κ)}, Jbd[κ], θ) holds for every regular θ < cf(κ);
(4) onto({ν}, Jbd[κ], θ) holds for every θ ≤ cf(κ) such that ν := C(cf(κ), θ) is

< κ.

Proof. Set κ := cf(κ). Fix a cofinal subset x ⊆ κ\κ of order-type κ. Define a map
π : κ → κ via π(β) := otp(x ∩ β). Note that π(β) < β for all β < κ, and that, for
every B ∈ (Jbd[κ])+, π[B] is unbounded in κ.

(1) Define an upper-regressive map c : [κ]2 → κ via c(η, β) := π(β). Evidently,
c witnesses that unbounded([κ]1, Jbd[κ],κ) holds.

(2) Let θ < κ be some cardinal. By Clause (4), we may assume that θ is infinite.
If κ is a successor cardinal, then, by Corollary 7.6(1), unbounded(Jbd[κ], θ) holds.

So, by Proposition 6.1, unbounded({κ}, Jbd[κ], θ) holds, as well.
If κ is a not a successor cardinal, then κ is inaccessible, and so by Fact 2.29, we

may fix a club-guessing C-sequence 〈Cη | η ∈ Eκ

θ 〉 with otp(Cη) = θ for all η ∈ Eκ

θ .
Pick any upper-regressive colouring c : [κ]2 → θ such that for all η < κ ≤ β < κ
with cf(η) = θ,

c(η, β) = sup(otp(Cη ∩ π(β)).

An argument as in the proof of Claim 6.13.1 makes it clear that c witnesses that
onto({κ}, Jbd[κ], θ) holds. In particular, unbounded({κ}, Jbd[κ], θ) holds.

(3) Let θ < κ be some regular cardinal. By the proof of Clause (2), we may as-
sume that θ is infinite and κ is not inaccessible. So, κ is a successor cardinal. Then
by Fact 5.1 and Lemma 5.10, unbounded+(Jbd[κ], κ) holds. So, by Remark 6.9,
onto(Jbd[κ], θ) holds. We finish by observing that this, combined with Proposi-
tion 6.1, implies that onto({κ}, Jbd[κ], θ) holds.

(4) Should be clear at this stage. �

Corollary 7.11. Suppose that κ is a singular cardinal. Then:

(1) unbounded(Jbd[κ], θ) holds for every θ ≤ cf(κ);
(2) onto(Jbd[κ], θ) holds whenever θ+ < cf(κ);
(3) If 2cf(κ) < κ, then onto(Jbd[κ], θ) holds for every θ ≤ cf(κ). �

7.1. Fodor’s question. In the 1970’s (see [BHM75]), Fodor asked whether, given

a sequence ~S = 〈Si | i < κ〉 of stationary subsets of some regular uncountable
cardinal κ, there exists a pairwise disjoint sequence 〈S′

i | i < κ〉 such that, for each

i < κ, S′
i is a stationary subset of Si. Note that the special case in which ~S is a

constant sequence coincides with Solovay’s decomposition theorem.
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The general answer to Fodor’s question is negative. For instance, one problem-

atic scenario is when NSℵ1 is ℵ1-dense and ~S enumerates a dense subset of NSℵ1 .
An affirmative answer to a weakening of Fodor’s question is implicit in [BR19,
Lemma 1.15], as was announced in [LR20, Lemma 1.3]. It reads as follows:

Lemma 7.12 (implicit in [BR19]). Suppose that 〈Si | i < θ〉 is a sequence of
stationary subsets of a regular uncountable cardinal κ, with θ ≤ κ. Then there
exists a sequence 〈S′

i | i ∈ I〉 of pairwise disjoint stationary sets such that:

(i) S′
i ⊆ Si for every i ∈ I;

(ii) I is a cofinal subset of θ.

Proof sketch. First, in light of Clause (ii), we may assume that θ is an infinite
regular cardinal. Second, by [BR19, Remark 1.5] (see also Corollary 3.11), we may
assume that, for every i < θ, Si carries an amenable C-sequence. For each i < θ,
let Λi := {ι < θ | Sι ∩ Si is stationary}. Now, there are two cases to consider:

◮ If there exists I ∈ [θ]θ such that, for every pair ι < i of elements of I, ι /∈ Λi,
then fix such an I and, for every i ∈ I, let S′

i := Si \
⋃

ι∈I∩i Sι. Clearly, 〈S′
i | i ∈ I〉

is as sought.
◮ Otherwise, we must be able to find i < θ such that |Λi| = θ. In this case, set

Γ := Si ∩ acc(κ), and, for every ι ∈ Λi, denote Ωι := Sι ∩ Γ. Now appeal to [BR19,
Lemma 1.15] with 〈Ωι | ι ∈ Λi〉. �

The results of this section provide the following improvement in the case that
κ = θ+:

Corollary 7.13. For every infinite cardinal θ and every sequence 〈Si | i < θ〉 of
stationary subsets of θ+, there exists a pairwise disjoint sequence 〈S′

i | i < θ〉 such
that, for every i < θ, S′

i is a stationary subset of Si.

Proof. By Corollary 7.3 and Theorem 7.4, in particular, unbounded++(NSθ+ , θ)
holds. The conclusion now follows immediately. �

Remark 7.14. The preceding already found an application in [RZ21b, Footnote 3].

In the general case, we have an answer which is affirmative only in a dense sense:

Corollary 7.15. For every stationary subset S of a regular uncountable cardinal
κ, there exists a stationary S′ ⊆ S for which the following hold. For every sequence
〈Si | i < θ〉 of stationary subsets of S′ with θ < κ, there exists a pairwise disjoint
sequence 〈S′

i | i < θ〉 such that, for every i < θ, S′
i is a stationary subset of Si.

If �(κ,<µ) holds for some µ < κ, then one can moreover take S′ := S.

Proof. If κ is a successor cardinal, then by the preceding corollary, one can take
S′ := S. If κ is limit cardinal, then, for every θ < κ there exists θ′ ∈ Reg(κ) above
θ, hence the subset S′ ⊆ S is given by Corollary 7.1. If κ is a limit cardinal and
�(κ,< µ) holds for some µ < κ, then the result follows from Corollary 6.11(3). �

8. onto with maximal colours

In Sections 3 and 4 we have studied the behaviour of the unbounded(. . .) principle
for two natural ideals when the number of colours is maximal. Here we study the
onto(. . .) principle for the maximal number of colours. Colourings of this form, more
specifically the onto mapping principle of Sierpiński (see Fact 8.1), were the starting
point of this research project as we have already mentioned in the introduction.
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In all of our results in this section we require guessing principles ranging in
strength from non(M) = ℵ1 to P•(κ, κ+,⊑, 1) (see Theorem 8.8).

Fact 8.1. The following are equivalent:

(1) non(M) = ℵ1, that is, there exists a nonmeagre set of reals of size ℵ1;
(2) onto({ℵ0}, Jbd[ℵ1],ℵ1);
(3) onto([ℵ0]

ℵ0 , Jbd[ℵ1],ℵ1);
(4) onto([ℵ1]

ℵ0 , Jbd[ℵ1],ℵ1).

Remark 8.2. The above equivalence is due to various authors. Sierpiński [Sie34]
showed that (2) follows from 2ℵ0 = ℵ1 and this principle is called Sierpiński’s
onto mapping principle. Todorčević [Tod87, pp. 290–291] proved the equivalence
(4) ⇐⇒ (3). The same argument shows that for every infinite regular cardinal λ,
onto([λ]λ, Jbd[λ+], λ+) implies the a priori stronger onto([λ+]λ, Jbd[λ+], λ+), and
Lemma 8.9(2) below establishes the same implication for λ a singular strong limit.
Miller [Mil14] showed that (3) ⇐⇒ (2) =⇒ (1). Finally, Guzmán [Guz17] showed
that (2) ⇐= (1) and hence that Sierpiński’s onto mapping principle is equivalent to
another classical statement in set theory. See [KRS21, §3] for a detailed treatment
of Sierpiński’s onto mapping principle including more equivalent versions.

Lemma 8.3 (implicit in [EHM66, Lemma 14.1]). Suppose that κ = θ+ is a suc-
cessor cardinal.

(1) If κ<κ = κ, then onto([κ]θ, Jbd[κ], κ) holds;

(2) If |
•
(κ) holds, then so does onto([κ]κ, Jbd[κ], κ).

Proof. If κ<κ = κ, then let A := [κ]θ, and if |
•
(κ) holds, then let A := [κ]κ. In both

cases, we may fix a sequence of functions 〈gα | α < κ〉 such that:

• for every α < κ, dom(gα) ∈ [α]θ;
• for every function g : A→ κ with A ∈ A, for some α < κ, gα ⊆ g.

Now, for every ordinal β with θ ≤ β < κ, fix a surjection eβ : θ → β, and then

define an injective sequence 〈ηjβ | j < θ〉 of ordinals in β, by recursion on j < θ:

ηjβ := min(dom(geβ(j)) \ {η
i
β | i < j}).

Pick any colouring c : [κ]2 → κ satisfying that for all θ ≤ β < κ and j < θ,

c(ηjβ , β) = geβ(j)(η
j
β).

To see that c witnesses onto(A, Jbd[κ], κ), let A ∈ A and B ∈ [κ]κ be arbitrary.
Towards a contradiction, suppose that for every η ∈ A, c[{η} ⊛ B] 6= κ. Define
g : A→ κ via g(η) := min(κ \ c[{η}⊛ B]). Pick α < κ such that gα ⊆ g, and then

let β ∈ B be above α and θ. Let j < θ be such that eβ(j) = α. Write η := ηjβ .

Then η ∈ dom(gα) ⊆ dom(g) = A and

c(η, β) = geβ(j)(η
j
β) = gα(η) = g(η),

contradicting the fact that g(η) /∈ c[{η}⊛B]. �

Lemma 8.4. Suppose S is a stationary subset of a regular uncountable cardinal κ.

(1) If ♦∗(S) holds, then so does onto(NSκ ↾ S, κ);
(2) If ♦(S) holds, then so does onto−(S, κ).
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Proof. (1) Assuming ♦∗(S), we may fix a matrix 〈gηβ : β → β | β ∈ S, η < β〉 with
the property that, for every function g : κ → κ, there are club many β ∈ S for
which, for some η < β, g ↾ β = gηβ. Pick c : [κ]2 → κ that satisfies c(η, β) = gηβ(η)
for all β ∈ S and η < β.

We claim that c witnesses onto(NSκ ↾S, κ). So, towards a contradiction, suppose
that B ⊆ S is a stationary set such that, for every η < κ, c[{η} ⊛ B] 6= κ. Define
g : κ → κ via g(η) := min(κ \ c[{η} ⊛ B]). Now, pick β ∈ B and η < β such
that g ↾ β = gηβ. Then c(η, β) = gηβ(η) = g(η), contradicting the fact that g(η) /∈

c[{η}⊛B].
(2) Assuming ♦(S), we may fix a sequence of functions 〈gβ : β → β | β ∈ S〉

with the property that, for every function g : κ → κ, there are stationarily many
β ∈ S with gβ = g ↾ β. Pick c : [κ]2 → κ that satisfies c(η, β) = gβ(η) for all β ∈ S
and η ∈ dom(gβ). We claim that c witnesses a strong form of onto−(S, κ) in which
η0 = η1.

Towards a contradiction, suppose that we are given a club D ⊆ κ and a regressive
map f : S ∩D → κ such that, for any η < κ,

c[{η}⊛ {β ∈ S ∩D | f(β) = η}] 6= κ.

Define a function g : κ→ κ via

g(η) := min(κ \ c[{η}⊛ {β ∈ S ∩D | f(β) = η}]).

Now, pick an infinite β ∈ S ∩ D such that gβ = g ↾ β. Set η := f(β). Then
c(η, β) = gβ(η) = g(η), contradicting the fact that

g(η) /∈ c[{η}⊛ {β ∈ S ∩D | f(β) = η}]. �

Lemma 8.5. Suppose that κ = κ<κ is a limit cardinal. For any colouring c : [κ]2 →
κ, there exists a corresponding colouring d : [κ]2 → κ satisfying the following.

(1) For any ideal J over κ, if c witnesses onto(J, κ), then d witnesses onto([κ]κ,
J, κ);

(2) For any κ-complete ideal J over κ, if c witnesses onto+(J, κ), then d wit-
nesses onto+([κ]κ, J, κ).

Proof. Fix a sequence 〈κη | η < κ〉 of cardinals such that, for every η < κ,
(
∑

ζ<η κζ) < κη < κ. For every η < κ, let Φη :=
⋃

{Aκ | A ∈ [κ]κη}, and

then fix an injective enumeration 〈φτη | τ < κ〉 of Φη. Fix a surjection σ : κ → κ
such that the preimage of any singleton is cofinal in κ.

Let c : [κ]2 → κ be any colouring. For all η < β < κ, denote ψβ
η := φ

σ(c(η,β))
η .

Then, pick an upper-regressive map d : [κ]2 → κ satisfying that, for all α < β < κ,
if there exists an ordinal η < κ such that α ∈ dom(ψβ

η ) and ψβ
η (α) < β, then

d(α, β) = ψβ
η (α) for the least such η.

(1) Suppose that J is an ideal over κ, and that c witnesses onto(J, κ). To see that
d witnesses onto([κ]κ, J, κ), fix arbitrary A ∈ [κ]κ and B ∈ J+. Towards a contra-
diction, suppose that there exists a function f : A→ κ such that f(α) /∈ d[{α}⊛B]
for all α ∈ A. As B ∈ J+, let us fix η < κ with c[{η}⊛B] = κ. Pick A′ ∈ [A]κη and
then find τ < κ such that φτη = f ↾ A′. Let ǫ := max{η, sup(A′), sup(f [A′])} + 1.
By the choice of η, c[{η}× (B \ ǫ)] is co-bounded in κ, so we may fix β ∈ B \ ǫ with
σ(c(η, β)) = τ .

As |
⋃

ζ<η dom(ψβ
ζ )| ≤ (

∑

ζ<η κζ) < κη = |A′|, it follows that we may pick α ∈

A′ \
⋃

ζ<η dom(ψβ
ζ ), so that η is the least ordinal to satisfy α ∈ dom(ψβ

η ). We have
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that ψβ
η (α) = φ

σ(c(η,β))
η (α) = φτη(α) = f(α) < ǫ ≤ β, and hence d(α, β) = f(α),

contradicting the choice of f .
(2) Suppose that J is a κ-complete ideal over κ, and that c witnesses onto+(J, κ).

To see that d witnesses onto+([κ]κ, J, κ), fix arbitrary A ∈ [κ]κ and B ∈ J+.
Towards a contradiction, suppose that there exists a function f : A→ κ such that,
for every α ∈ A, {β ∈ B \ (α + 1) | d(α, β) = f(α)} ∈ J . By the hypothesis on c,
we may fix η < κ such that {β ∈ B \ (η + 1) | c(η, β) = τ} ∈ J+ for all τ < κ.

Pick A′ ∈ [A]κη and then find τ < κ such that φτη = f ↾ A′. Let ǫ :=
max{η, sup(A′), sup(f [A′])}+1. By the choice of η, B′ := {β ∈ B \ ǫ | σ(c(η, β)) =
τ} is in J+. As in the previous case, for each β ∈ B′, we may pick αβ ∈

A′ \
⋃

ζ<η dom(ψβ
ζ ), so that η is the least ordinal to satisfy αβ ∈ dom(ψβ

η ). As

|A′| < κ and J is κ-complete, there exists some α ∈ A′ for which B′′ := {β ∈ B′ |

αβ = α} is in J+. Now, for every β ∈ B′′, we have that ψβ
η (α) = φ

σ(c(η,β))
η (α) =

φτη(α) = f(α) < ǫ ≤ β, and hence d(α, β) = f(α), contradicting the choice of f . �

Corollary 8.6. Suppose that κ is a regular uncountable cardinal.

• If there exists a stationary S ⊆ κ that does not reflect at regulars and ♦(S)
holds, then onto([κ]κ, Jbd[κ], κ) holds. In particular:

• If κ is a non-Mahlo cardinal and ♦(κ) holds, then so does onto([κ]κ, Jbd[κ], κ).

Proof. Suppose that S ⊆ κ is stationary and ♦(S) holds. In particular, if κ is a
successor cardinal, then by Lemma 8.3, onto([κ]κ, Jbd[κ], κ) holds, and we are done.
From now on, suppose that κ is a limit cardinal, so, by Lemma 8.5, it suffices to
prove that onto(Jbd[κ], κ) holds.

By Lemma 8.4(2), onto−(S, κ) holds. Suppose that S does not reflect at regulars.
Then, by Corollary 5.6, unbounded∗(Jbd[κ], {S ∩ C}) holds for some club C ⊆ κ.
Finally, by Lemma 5.11, onto(Jbd[κ], κ) holds, and we are done. �

Remark 8.7. The preceding finding plays a key role in the proof of one clause of
[RZ21a, Theorem B].

For a list of sufficient conditions for the hypothesis of the following lemma to
hold, the reader may consult [BR21, Theorem 6.1].

Lemma 8.8. Suppose that κ is a regular uncountable cardinal. If P•(κ, κ+,⊑, 1)
holds, then so does onto([κ]κ, Jbd[κ], κ).

Proof. According to [BR21, §5], P•(κ, κ+,⊑, 1) provides us with a sequence 〈Cβ |
β < κ〉 satisfying the following:

(i) for every β < κ, Cβ is a nonempty collection of functions C : C̊ → Hκ such

that C̊ is a closed subset of β with sup(C̊) = sup(β);

(ii) for all β < κ, C ∈ Cβ and α ∈ acc(C̊), C ↾ α ∈ Cα;
(iii) for all Ω ⊆ Hκ and p ∈ Hκ+ , there exists δ ∈ acc(κ) such that, for all

C ∈ Cδ and ǫ < δ, there exists an elementary submodel M ≺ Hκ+ with
{ǫ, p} ∈ M such that τ := M∩ κ is in nacc(C̊) and C(τ) = M∩ Ω.

For our purposes, it suffices to consider the following special case of (iii):

(iii’) for every function g : κ → κ, there exists δ ∈ acc(κ) such that, for all
C ∈ Cδ,

sup{τ ∈ nacc(C̊) | g[τ ] ⊆ τ & C(τ) = g ↾ τ} = δ.
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In particular, κ<κ = κ. So, by Lemma 8.3, we may assume that κ is a limit
cardinal, and then, by Lemma 8.5, it suffices to verify that onto(Jbd[κ], κ) holds.

Fix a sequence ~C = 〈Cβ | β < κ〉 such that, Cβ ∈ Cβ for all β < κ. Similar to the

proof of Lemma 5.9, we shall conduct walks on ordinals along
~̊
C := 〈C̊β | β < κ〉.

Define an upper-regressive colouring c : [κ]2 → κ as follows. Given η < β < κ,

let γ := min(Im(tr(η, β))) and then let c(η, β) := Cγ(min(C̊γ \ (η+1)))(η) provided
that the latter is a well-defined ordinal less than β; otherwise, let c(η, β) := 0.

Now, let B ∈ [κ]κ be arbitrary. Towards a contradiction, suppose that there
exists a function g : κ → κ such that, for every η < κ, g(η) /∈ c[{η} ⊛ B]. Fix
δ ∈ acc(κ) as in Clause (iii’). Pick β ∈ B above δ, and then let

ε := sup(δ ∩ {sup(C̊γ ∩ δ) | γ ∈ Im(tr(δ, β))}).

As in the proof of Lemma 5.9, ε < δ and there are two cases to consider:
◮ If δ ∈ nacc(C̊min(Im(tr(δ,β))), then, for every η with ε < η < δ, tr(η, β) =

tr(δ, β)a tr(η, δ). In this case, pick a large enough τ ∈ nacc(C̊δ) with g[τ ] ⊆ τ and

Cδ(τ) = g ↾ τ for which η := sup(C̊δ ∩ τ) is > ε. Then min(Im(tr(η, β))) = δ,

g(η) < τ < β, and hence c(η, β) = Cδ(min(C̊δ \ (η + 1)))(η) = Cδ(τ)(η) = g(η).

◮ Otherwise, δ ∈ acc(C̊γ), for γ := min(Im(tr(δ, β))), and, for every η with

ε < η < δ, tr(η, β) = tr(γ, β)a tr(η, γ). As δ ∈ acc(C̊γ), Cγ ↾ δ is in Cδ, and

hence we may pick τ ∈ nacc(C̊γ ∩ δ) with g[τ ] ⊆ τ and Cγ(τ) = g ↾ τ for which

η := sup(C̊γ ∩ τ) is greater than ε. Then min(Im(tr(η, β))) = γ, g(η) < τ < β, and

hence c(η, β) = Cγ(min(C̊γ \ (η + 1)))(η) = Cγ(τ)(η) = g(η). �

By the next lemma, for every limit cardinal κ, if κ is a strong limit or if ℵκ > κ,
then onto({κ}, Jbd[κ+], κ) implies κ+ 9 [κ;κ+]2

κ+ .

Lemma 8.9. Suppose that κ is an infinite cardinal for which there exists a sequence
of cardinals 〈κη | η < κ〉 and a family A ⊆ [κ]<κ of size κ such that, for every η < κ:

• (
∑

ζ<η κζ) < κη < κ;

• for every A ∈ [κ]κ, there exists A′ ∈ A with |A′ ∩ A| = |A′| = κη.

Then:

(1) If κ is regular and onto(Jbd[κ], κ) holds, then so does κ9 [κ;κ]2κ;
(2) If onto({κ}, Jbd[κ+], κ) holds, then so does κ+ 9 [κ;κ+]2

κ+ .

Proof. The proof is similar to that of Lemma 8.5. For conciseness, we focus on
proving Clause (2). First, note that the hypotheses imply that we may fix A ⊆
[κ+]<κ of size κ+ such that, for every A ∈ [κ+]κ and every η < κ, there exists
A′ ∈ A with |A′ ∩ A| = |A′| = κη. For every η < κ+, let Φη := {A′ × {γ} |
A′ ∈ A ∩ [κ+]κη , γ < κ+} and note that these are all constant functions with
domains in A ∩ [κ+]κη . Fix an injective enumeration 〈φτη | τ < κ+〉 of Φη. Fix a

surjection σ : κ+ → κ+ such that the preimage of any singleton is cofinal in κ+.
Now, assuming that onto({κ}, Jbd[κ+], κ) holds, Lemma 6.15(3) yields a colouring
c : κ× κ+ → κ+ witnessing onto({κ}, Jbd[κ+], κ+). For every pair (η, β) ∈ κ× κ+,

set ψβ
η := φ

σ(c(η,β))
η . Finally, define a colouring d : [κ+]2 → κ+ by letting, for all

α < β < κ+:

d(α, β) :=

{

0, if α /∈
⋃

ζ<κ dom(ψβ
ζ );

ψβ
η (α), if η = min{ζ < κ | α ∈ dom(ψβ

ζ )}.
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To see that d witnesses κ+ 9 [κ;κ+]2
κ+ , fix arbitrary A ∈ [κ+]κ and B ∈ [κ+]κ

+

and a prescribed colour γ < κ+; we shall find (α, β) ∈ A⊛B for which d(α, β) = γ.
As B /∈ Jbd[κ+], let us fix η < κ with c[{η} ⊛ B] = κ+. Pick A′ ∈ A with

|A′ ∩ A| = |A′| = κη. Find τ < κ+ such that φτη = A′ × {γ}. Let ǫ := sup(A′) + κ.

By the choice of η, c[{η} × (B \ ǫ)] is co-bounded in κ+, so we may fix β ∈ B \ ǫ
with σ(c(η, β)) = τ .

As |
⋃

ζ<η dom(ψβ
ζ )| ≤ (

∑

ζ<η κζ) < κη = |A′ ∩ A|, it follows that we may

pick α ∈ (A′ ∩ A) \ (
⋃

ζ<η dom(ψβ
ζ )), so that d(α, β) = ψβ

η (α). Altogether α ∈

dom(ψβ
ζ ) ∩ A

′ ∩ A ∩ β and

d(α, β) = ψβ
η (α) = φσ(c(η,β))η (α) = φτη(α) = γ,

as sought. �

9. Failures and consistent failures

Our focus in this section is the study of when the colouring principles do not
hold. Some of these results require the assumption of large cardinals, and this
is justified by our results from Sections 3 and 4. We finish by showing that the
unbounded++ principle with the maximal number of colours always fails.

In contrast to Proposition 7.8, we have:

Corollary 9.1. onto(Jbd[ℵ0],ℵ0) fails.

Proof. By a standard diagonalization argument. Alternatively, by Lemma 8.5 and
Ramsey’s theorem. �

Fact 9.2 ([Lar07, Corollary 6.8]). If ZFC is consistent, then it is consistent that
onto(NSℵ1 ,ℵ1) fails. Also, BPFA implies that onto(NSℵ1 ,ℵ1) fails.

Remark 9.3. Evidently, onto(Jbd[ℵ1],ℵ1) =⇒ onto(NSℵ1 ,ℵ1) =⇒ onto−(ℵ1,ℵ1).
By Corollary 5.6 and Lemma 5.11, the last two are equivalent, and, by Lemma 6.15(1),
the first two are equivalent, as well. In contrast, in Section 11, we shall show that
if κ is an ineffable cardinal, then onto(NSκ, 2) fails yet onto

−(κ, κ) holds.

Proposition 9.4. unbounded(Jbd[κ], θ) fails whenever cf(κ) < θ ≤ κ.
In particular, onto(Jbd[κ], κ) fails for every singular cardinal κ.

Proof. Some positive sets with respect to the ideal Jbd[κ] have size cf(κ). �

The next theorem shows that neither onto−(κ, κ) nor sup{θ < κ | onto(NSκ, θ) holds} =
κ imply onto(NSκ, κ).

Theorem 9.5. If κ is ineffable, then in some cofinality-preserving forcing exten-
sion:

(1) κ is strongly inaccessible;
(2) onto++([κ]κ, Jbd[κ], θ) holds for all θ < κ;
(3) onto−(κ, κ) holds;
(4) unbounded(NSκ, κ) fails.

Proof. The aforementioned Kunen’s model V R from [Kun78, §3] where we start
from an ineffable cardinal κ has the following properties:

(i) κ is strongly inaccessible;
(ii) there is a κ-Souslin tree T;
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(iii) ♦(κ) holds;
(iv) V R,T |= “κ is ineffable”.

As there is a κ-Souslin tree, κ9 [κ;κ]2κ holds, so by Proposition 6.6, onto++([κ]κ,
Jbd[κ], θ) holds for all θ < κ. By Lemma 8.4(2), onto−(κ, κ) holds in V R. Finally,
since T has the κ-cc and V R,T |= “κ /∈ Aκ”, we conclude that V R |= “κ /∈ Aκ” by
Proposition 4.11 and hence unbounded(NSκ, κ) fails in V

R by Lemma 4.4. �

Theorem 9.6. If κ is weakly compact, then in some cofinality-preserving forcing
extension, (1)—(3) of Theorem 9.5 hold, and so does

(4) unbounded(Jbd[κ], κ) fails.

Proof. The proof is almost exactly the same as that of Theorem 9.5. In Kunen’s
model V R from [Kun78, §3] where we start from an weakly compact cardinal κ has
properties (i)—(iii), together with

(iv) V R,T |= “κ is weakly compact”.

So as V R,T |= “κ /∈ SAκ”, we conclude that V R |= “κ /∈ SAκ” by Proposition 3.12
and hence unbounded(Jbd[κ], κ) fails in V R by Lemma 3.4. �

Theorem 9.7. Assuming the consistency of a weakly compact cardinal, the follow-
ing is consistent:

• κ is strongly inaccessible;
• onto(NSκ, κ) holds;
• unbounded(Jbd[κ], ω) fails.

Proof. Work in L and suppose that κ is a weakly compact cardinal which is not
ineffable (e.g., the first weakly compact cardinal). As κ is not ineffable, a re-
sult of Jensen [JK69] (see [Sch14, Theorem 5.39]) states that ♦∗(κ) holds. So by
Lemma 8.4(1) we have that onto(NSκ, κ) holds. In addition, since κ is weakly
compact, by Proposition 2.18, unbounded(Jbd[κ], ω) fails. �

Lemma 9.8. Suppose that κ is uncountable, θ ≤ κ is infinite and regular, P is a
θ-cc poset, and S ⊆ κ is stationary.

(1) If unbounded(Jbd[κ], θ) fails, then it also fails in V P.
(2) If unbounded(NSκ ↾ S, θ) fails, then it also fails in V P.

Proof. Since P has the θ-cc, for every colouring c : [κ]2 → θ in V P, there exists a
colouring d : [κ]2 → θ such that c(α, β) ≤ d(α, β) for every (α, β) ∈ [κ]2.

(1) If unbounded(Jbd[κ], θ) fails, then we may fix B ∈ [κ]κ such that d“[B]2 is
bounded in θ, and then, in V P, B is a Jbd[κ]-positive such that c“[B]2 is bounded
in θ, so B demonstrates that c is not a witness to unbounded(Jbd[κ], θ).

(2) If unbounded(NSκ ↾ S, θ) fails, then we may fix a stationary B ⊆ S such
that d“[B]2 is bounded in θ. As P has the κ-cc, B remains stationary in V P, so it
demonstrates that c is not a witness to unbounded(NSκ ↾ S, θ). �

Theorem 9.9. If κ is ineffable, then for every cardinal θ = θ<θ < κ, there is a
cofinality-preserving forcing extension in which:

• κ = 2θ = 2θ
+

;
• onto({θ}, Jbd[κ], θ) holds;
• unbounded(NSκ, θ

+) fails.
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Proof. Let P be Cohen’s notion of forcing for adding κ many subsets of θ. So, the
conditions in P are functions p : a → θ with a ⊆ θ × κ and |a| < θ. This is a
θ-closed notion of forcing, and since θ<θ = θ, it has the θ+-cc, so that P preserves
the cardinal structure. By Fact 2.17, as κ is ineffable, unbounded(NSκ, θ

+) fails,
and then, by Lemma 9.8, unbounded(NSκ, θ

+) fails in the extension, as well.
Let G be P-generic over V , and work in V [G]. Let c :=

⋃

G, so that c is a function
from θ× κ to θ. Towards a contradiction, suppose that onto({θ}, Jbd[κ], θ) fails, as
witnessed by some B ∈ [κ]κ. In particular, there exists a function g : θ → θ such
that g(η) /∈ c[{η} ⊛ B] for all η < θ. However, by a standard density argument
(see the proof of [CKS21, Theorem 27]), in V [G], for all A ∈ [θ]θ and B ∈ [κ]κ, for
every function g : A→ θ, there exist η ∈ A and β ∈ B \ θ such that g(η) = c(η, β).
This is a contradiction. �

Theorem 9.10. If κ is weakly compact, then for every cardinal θ = θ<θ < κ, there
is a cofinality-preserving forcing extension in which:

• κ = 2θ = 2θ
+

;
• onto({θ}, Jbd[κ], θ) holds;
• unbounded(Jbd[κ], θ+) fails.

Proof. As in the proof of Theorem 9.9, we let P be Cohen’s notion of forcing for
adding κ many subsets of θ, so that κ = 2θ and onto({θ}, Jbd[κ], θ) holds in the
extension. Let us see now why unbounded(Jbd[κ], θ+) fails.

Since we were using a θ+-cc forcing, given a colouring c : [κ]2 → θ+ in the
extension, we may find d : [κ]2 → θ+ in the ground-model such that, for every
α < β < κ, c(α, β) ≤ d(α, β). Appealing to Proposition 2.18 we find a cofinal set
B ⊆ κ such that for every η < κ, |d[{η}⊛B]| ≤ 2. So, for every η < κ,

sup(c[{η}⊛B]) ≤ sup(d[{η}⊛B]) < θ+.

Here the last inequality follows as we take the supremum over a two element set. �

It follows from Proposition 6.6 that, in ZFC, onto++(Jbd[κ], θ) holds for many
pairs θ < κ of infinite regular cardinals. The next proposition rules out the case
θ = κ.

Proposition 9.11. Suppose that J is a nontrivial ideal over κ. Then:

(1) unbounded++(J, κ) fails;
(2) If [κ]<κ ⊆ J , then there is no colouring c : [κ]2 → κ with the property that,

for every sequence 〈Bτ | τ < κ〉 of elements of J+, there is an η < κ and
an injection h : κ→ κ such that,

{τ < κ | {β ∈ Bτ | c(η, β) = h(τ)} ∈ J+} ∈ J∗.

Proof. Due to constraints of space, we settle for proving Clause (2).
Towards a contradiction, suppose that any J+-set is of size κ, and yet some

colouring c : [κ]2 → κ does satisfy the conclusion. In particular, by invoking it with
the constant κ-sequence in which all the Bτ sets are equal to κ, we conclude that
there exists an η∗ < κ for which |{τ < κ | {β < κ | c(η∗, β) = τ} ∈ J+}| = κ.
It follows that we may fix a surjection f : κ → κ such that the preimage of any
singleton is in J+.

Next, for every η < κ, if there exists τ < κ for which {β < κ | c(η, β) = τ} is
in J+, then let ξη be the least such τ , and then let Bη := {β < κ | c(η, β) = ξη}.
Otherwise, let ξη := 0 and Bη := κ. Finally, for every τ < κ, let Bτ := Bf(τ).
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Towards a contradiction, suppose that there exists η < κ and an injection h :
κ→ κ for which the following set is in J∗:

T := {τ < κ | {β ∈ Bτ | c(η, β) = h(τ)} ∈ J+}.

In particular, Bη ∈ J+ \ {κ}. Now, recalling the choice of f , we may find τ0 6= τ1
in T such that f(τ0) = η = f(τ1). For each i < 2:

{β ∈ Bη | c(η, β) = h(τi)} = {β ∈ Bτi | c(η, β) = h(τi)} ∈ J+.

It follows that h(τ0) = ξη = h(τ1), contradicting the fact that h is injective. �

Remark 9.12. By weakening J∗ to J+ at the end of Clause (2) we arrive at a
principle which is consistent even with familiar ideals like J = NSκ. See Lemma 5.10
and Corollary 5.6.

10. Weakly compact cardinals

In this section we characterise weakly compact cardinals using our principles.
This is done in three ways: in Corollary 10.3, in Corollary 10.4 (for κ ≥ 2ℵ0), and
in Corollary 10.8. An additional characterisation in L is given in Corollary 10.7.

Lemma 10.1. Suppose κ = κℵ0 . For every colouring c : [κ]2 → 2, there exists a
corresponding colouring d : [κ]2 → ω satisfying the following. For every subnormal
J ∈ J κ

ω , if c“[B]2 = 2 for every B ∈ J+, then d witnesses onto+(J, ω).

Proof. Since κℵ0 = κ, we may fix an enumeration 〈xη | η < κ〉 of ωκ. Given a
colouring c : [κ]2 → 2, derive a colouring d : [κ]2 → ω by letting d(η, β) be the least
n such that c(xη(n), β) = 1 if such an n exists, and if not, d(η, β) := 0.

Next, suppose that we are given a subnormal J ∈ J κ
ω such that c“[B]2 = 2

for every B ∈ J+. We shall show that the d derived from it in the above fashion
witnesses onto+(J, ω). To this end, fix an arbitrary B ∈ J+. For n < ω, x : n→ κ
and y : n→ 2 denote:

Bx,y := {β ∈ B | ∀i < n(c(x(i), β) = y(i))},

and also
T(B) := {(x, y) ∈ nκ× n2 | n < ω & Bx,y ∈ J+}.

Then it is clear that T(B) is a subset of <ωκ × <ω2 consisting of pairs of tuples
of the same length and closed under initial segments. That is, it is a subtree
of

⋃

n<ω(
nκ × n2) where the order is given by the end-extension relation. Since

B ∈ J+, it is clear that (∅, ∅) ∈ T(B), so in particular that T(B) is nonempty.

Claim 10.1.1. Let n < ω and let x ∈ n2 and y ∈ n2 be such that (x, y) ∈ T(B).
Then there exists η < κ such that, for all i < 2, (xa〈η〉, ya〈i〉) ∈ T(B).

Proof. In fact our proof will show that there is such an η in Bx,y. So suppose our
claim does not hold. This means that for every η < κ we can pick an iη < 2 along
with an Eη ∈ J∗ such that

(Bxa〈η〉,ya〈iη〉) ∩ Eη = ∅.

As J is subnormal, we may now find B′ ⊆ Bx,y in J+ such that, for every
(η, β) ∈ [B′]2, β ∈ Eη. As J is an ideal, we may also fix an i∗ < 2 for which
B′′ := {η ∈ B′ | iη = i∗} is in J+. By the hypothesis on J , we may find a
pair (η, β) ∈ [B′′]2 such that c(η, β) = i∗. As (η, β) ∈ [B′′]2, β ∈ Eη, so that
β ∈ Bx,y \Bxa〈η〉,ya〈iη〉. So c(η, β) 6= iη, contradicting the fact that iη = i∗. ⊣
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For n < ω let yn : n → {0} denote the constant function with value 0. Now
using the claim we can recursively find an x ∈ ωκ such that, for every n < ω,
(x ↾ (n+1), yn

a〈1〉) ∈ T(B). Note that since T(B) is closed under initial segments
this implies that for every n < ω we also have that (x ↾n, yn) ∈ T(B). We shall call
such an x ∈ ωκ a canonical branch for B. Let us see the details of its construction.

Set (x0, y0) := (∅, ∅) which we know is in T(B). Suppose that n < ω and we have
already found an xn ∈ nκ such that (xn, yn) ∈ T(B), so in particular such that
Bxn,yn

∈ J+. By the preceding claim, we now find η < κ such that Bxn
a〈η〉,yn

a〈0〉

and Bxn
a〈η〉,yn

a〈1〉 are both in J+. Then, let xn+1 := xn
a〈η〉. In this way we can

find a canonical branch by discovering its initial segments.
Now let x ∈ ωκ be a canonical branch for B. Pick η < κ such that x = xη. To

see that d[{η}⊛B] = ω, let n < ω be arbitrary. Since xη is a canonical branch for
B, the set Bxη↾(n+1),yn

a〈1〉 is in J+. For every β in this set, c(xη(n), β) = 1 and
for every i < n it is the case that d(xη(i), β) = 0. So {β ∈ B \ (η+1) | d(η, β) = n}
covers the positive set Bxη↾(n+1),yn

a〈1〉 \ (η + 1). �

Theorem 10.2. Suppose κ = κℵ0 is a regular cardinal which is not weakly compact.
Then onto+(Jbd[κ], ω) holds.

Proof. Since κ is not weakly compact, we may fix a colouring c : [κ]2 → 2 such that
c“[B]2 = 2 for every B ∈ [κ]κ. Then, by Lemma 10.1, there exists a corresponding
colouring d witnessing onto+(Jbd[κ], ω). �

Corollary 10.3. The following are equivalent:

(1) κ is not weakly compact;
(2) unbounded(Jbd[κ], ω) holds.

Proof. The implication (2) =⇒ (1) follows from Proposition 2.18, so we assume
that κ is not weakly compact, and prove that unbounded(Jbd[κ], ω) holds:

◮ If κ = ω, then this follows from Proposition 7.8.
◮ If κ is a singular cardinal, then this follows from Theorem 7.10, Clauses (1)

and (2).
◮ If κ is regular and κℵ0 = κ, then by Theorem 10.2 we even have that

onto+(Jbd[κ], ω) holds.
◮ Otherwise, this follows from Proposition 6.5(iii). �

Corollary 10.4. For every cardinal κ ≥ 2ℵ0 , the following are equivalent:

(1) κ is not weakly compact;
(2) onto(Jbd[κ], ω) holds.

Proof. Galvin and Shelah [GS73] proved that cf(2ℵ0) 9 [cf(2ℵ0)]2ℵ0
holds. So,

appealing to Propositions 6.1 and 6.4, this settles the case κ = 2ℵ0 . As for κ > 2ℵ0 ,
this follows from Corollaries 10.3 and 6.14. �

Remark 10.5. (i) The hypothesis of the preceding cannot be waived: by [IR21b],
onto(Jbd[ℵω], ω) fails if t > ℵω.

(ii) In contrast to the fact that onto(Jbd[2ℵ0 ],ℵ0) holds, onto(J
bd[2ℵ1 ],ℵ1) and

even unbounded(Jbd[2ℵ1 ],ℵ1) may consistently fail. To see this, appeal to
Theorem 9.10 with θ := ℵ0.

Corollary 10.6. Suppose that κ is a non-weakly-compact uncountable cardinal such
that onto(Jbd[κ], ω) fails. Then κ < 2ℵ0 and one of the following must be true:
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(1) κ is a singular cardinal of countable cofinality;
(2) κ is a greatly Mahlo cardinal which is weakly compact in L.

Proof. By Corollary 10.4, if onto(Jbd[κ], ω) fails, then κ < 2ℵ0 .

(1) By Theorem 7.10(3), onto(Jbd[κ], ω) holds for every singular cardinal κ of
uncountable cofinality.

(2) If κ is a regular uncountable cardinal, then by Proposition 6.4(3), κ9 [κ]2ω
fails. Then by [Tod07, Theorem 8.1.11], κ does not carry a nontrivial C-
sequence. So by Remark 3.2, κ /∈ SAκ, which, by Lemma 3.4, means that
unbounded(Jbd[κ], κ) fails. Then, by Corollary 3.10, κ is greatly Mahlo,
and, by Corollary 3.8, κ is weakly compact in L. �

Corollary 10.7. Assuming V = L, for every regular uncountable cardinal κ, the
following are equivalent:

(1) κ is not weakly compact;
(2) unbounded∗(Jbd[κ], {T }) holds for some stationary T ⊆ κ;
(3) unbounded([κ]κ, Jbd[κ], κ) holds;
(4) onto([κ]κ, Jbd[κ], κ) holds;
(5) κ ∈ SAκ.

Proof. As proved by Jensen [Jen72], assuming V = L, a regular uncountable car-
dinal κ admits a nonreflecting stationary set iff it is not weakly compact. So
(1) ⇐⇒ (2) by Corollary 5.6. By another theorem of Jensen [Jen72], assum-
ing V = L, ♦ holds over any stationary subset of any regular uncountable cardinal.
Putting this together with the previous fact, we get (1) =⇒ (4) from Corollary 8.6.
It is clear that (4) =⇒ (3), and (3) ⇐⇒ (5) is given by Lemma 3.4. Finally, the
implication (5) =⇒ (1) is given by Proposition 2.23. �

By Remark 11.2 below, onto(Jbd[κ], 2) holds iff κ is not almost ineffable. Moving
from 2 to 3, we arrive at the following.

Corollary 10.8. The following are equivalent for every uncountable cardinal κ:

(1) onto(Jbd[κ], 3) holds;
(2) κ is not weakly compact.

Proof. (1) =⇒ (2) This follows from Proposition 2.18.
(2) =⇒ (1) In case κ ≥ 2ℵ0 this follows from Corollary 10.4. In case ℵ0 < κ ≤

2ℵ0 this follows from Proposition 7.7. �

When put together with Proposition 2.18, the preceding shows that for every
infinite cardinal κ:

onto(Jbd[κ], 3) ⇐⇒ κ9 [κ]22 ⇐⇒
∞
∧

n=1

onto(Jbd[κ], n).

11. Ineffable cardinals

In this section, κ denotes a regular uncountable cardinal. We characterise here
stationary sets S ⊆ κ which are not ineffable using our principles. This is done
in three ways: in Lemma 11.1, in Corollary 11.6, and in Corollary 11.7 (for κ ≥
2ℵ0). We finish by proving some related results related to consistency results, both
positive and negative, and with a reminder of Conjecture 4.13.
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Lemma 11.1. For every stationary S ⊆ κ, the following are equivalent:

(1) onto(NSκ ↾ S, 2) holds;
(2) S is non-ineffable;
(3) there exists a sequence of functions 〈gβ : β → 2 | β ∈ S〉 with the property

that, for every g : κ→ 2, the following set is nonstationary:

{β ∈ S | ∀η < β(g(η) 6= gβ(η))}.

Proof. (1) =⇒ (2) Given a colouring c : [κ]2 → 2 and an ineffable set S, we can
consider c(·, β) : β → 2 as the indicator function of a subset of β. Appealing then
to the ineffability of S, we see that there must exist a function f : κ → 2 such
that the set B := {β ∈ S | c(·, β) = f ↾ β} is stationary. So, for every η < κ,
c[{η} × (B \ (η + 1))] = {f(η)}. So c cannot be a witness to onto(NSκ ↾ S, 2).

(2) =⇒ (3) Assuming S is non-ineffable, we may find a sequence 〈Aβ | β ∈ S〉
such that, for every β ∈ S, Aβ ⊆ β and such that, for every A ⊆ κ, the set
{β ∈ S | Aβ = A ∩ β} is nonstationary. For each β ∈ S, let gβ : β → 2 denote the
characteristic function of Aβ . Now, given g : κ → 2, let A := {η < κ | g(η) = 0}.
Fix a club C ⊆ κ such that C ∩ S ⊆ {β ∈ S | Aβ 6= A ∩ β}. Let β ∈ C ∩ S. Now,
pick η ∈ (A ∩ β)△ Aβ .

◮ If η ∈ A ∩ β, then η /∈ Aβ , so that g(η) = 0 = gβ(η).
◮ If η ∈ Aβ , then η /∈ A ∩ β, so that g(η) = 1 = gβ(η).
(3) =⇒ (1) Pick a colouring c : [κ]2 → 2 that satisfies c(η, β) = gβ(η) for

all η < β < κ with β ∈ S. Towards a contradiction, suppose that B ⊆ S is a
stationary set such that, for every η < κ, c[{η} ⊛ B] 6= 2. Define g : κ → 2 via
g(η) := min(2 \ c[{η} ⊛ B]). Now, pick β ∈ B and η < β such that g(η) = gβ(η).
Then c(η, β) = gβ(η) = g(η), contradicting the fact that g(η) /∈ c[{η}⊛B]. �

Remark 11.2. A similar argument shows that onto(Jbd[κ], 2) holds iff κ is not almost
ineffable.

In contrast, onto−(S, 2) is not refuted by S being ineffable.

Definition 11.3 ([JK69]). A subset S ⊆ κ is called a subtle subset of κ if for every
sequence 〈Aβ | β ∈ S〉 and D ⊆ κ a club, there are α < β in D ∩ S such that
Aα ∩ α = Aβ ∩ α.

It is easily seen that an inffable set is subtle. In fact, any almost ineffable set
is subtle. The following fact by Kunen together with Lemma 8.4(2) shows that
onto−(S, κ) holds for any ineffable set S.

Fact 11.4 ([JK69]). For every subtle S ⊆ κ, ♦(S) holds.

Theorem 11.5. Suppose κ = κℵ0 and S ⊆ κ is a stationary set that is not ineffable.
Then onto+(NSκ ↾ S, ω) holds.

Proof. By the choice of S, we may fix a colouring c : [κ]2 → 2 such that c“[B]2 = 2
for every stationary B ⊆ S. Then, by Lemma 10.1, there exists a corresponding
colouring d witnessing onto+(NSκ ↾ S, ω). �

Corollary 11.6. For every regular uncountable cardinal κ, and every stationary
S ⊆ κ, the following are equivalent:

(1) S is not ineffable;
(2) unbounded(NSκ ↾ S, ω) holds.
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Proof. (1) =⇒ (2) Suppose that S ⊆ κ is a non-ineffable set.
◮ If κℵ0 = κ, then by Theorem 11.5 we even have that onto+(NSκ ↾ S, ω) holds.
◮ If κℵ0 > κ, then κ is not weakly compact, and so by Corollary 10.3 we even

have that unbounded(Jbd[κ], ω) holds.
(2) =⇒ (1) Suppose that S is ineffable. Let c : [κ]2 → ω be an arbitrary

colouring. Fix a bijection π : κ × ω ↔ κ, and consider the club D := {δ < κ |
π[δ × ω] = δ}. By the ineffability of S there is a set A ⊆ κ with the property
that B := {β ∈ S ∩ D | π[c(·, β)] ∩ β = A ∩ β} is stationary. Consequently,
{c(·, β) | β ∈ B} is a chain converging to some function f : κ → ω, and hence
c[{η} × (B \ (η + 1))] = {f(η)} for every η < κ. So c cannot be a witness to
unbounded(NSκ ↾ S, ω). �

Corollary 11.7. For every regular cardinal κ ≥ 2ℵ0 , and every S ⊆ κ, the following
are equivalent:

(1) S is not ineffable;
(2) onto(NSκ ↾ S, ω) holds.

Proof. ◮ For κ > 2ℵ0 , this follows from Theorem 6.13(2).
◮ For κ = 2ℵ0 , by Corollary 10.4 we even have that onto(Jbd[κ], ω) holds. �

The preceding is optimal.

Proposition 11.8. Assuming the consistency of an ineffable cardinal, it is con-
sistent that κ = 2ℵ0 = 2ℵ1 is a non-ineffable cardinal, and hence onto(Jbd[κ],ℵ0)
holds, yet unbounded(NSκ,ℵ1) fails.

Proof. By invoking Theorem 9.9 with θ := ℵ0. �

Corollary 11.9. Suppose that κ is a non-ineffable regular uncountable cardinal
such that onto(NSκ, ω) fails. Then κ < 2ℵ0 and κ is weakly compact in L.

Proof. By Corollary 11.7 we know that κ < 2ℵ0 . By Theorem 6.10(2), it must
be the case that unbounded(NSκ, κ) fails. In particular, unbounded(Jbd[κ], κ) fails,
which by Corollary 3.8 implies that κ is weakly compact in L. �

The above would be improved in case Conjecture 4.13 has a positive answer.

Acknowledgments

We are grateful to the anonymous referee for a thorough reading of this paper
and for providing a long list of significant corrections and suggestions.

The first author is supported by the Israel Science Foundation (grant agreement
2066/18). The second author is partially supported by the European Research
Council (grant agreement ERC-2018-StG 802756) and by the Israel Science Foun-
dation (grant agreement 2066/18).

Some of the results of this paper were announced by the first author at the Israel
Mathematical Union Annual Meeting special session in set theory and logic in July
2021. He would like to thank the organisers for this opportunity.



52 TANMAY INAMDAR AND ASSAF RINOT

References

[BHM75] J. E. Baumgartner, A. Hajnal, and A. Mate. Weak saturation properties of ideals.
In Infinite and finite sets (Colloq., Keszthely, 1973; dedicated to P. Erdős on his 60th
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Appendix: Diagram of Implications

In the diagram below, κ is a regular uncountable cardinal and all unidirectional
arrows are irreversible and we have indicated next to each arrow where to find
the relevant proofs except for most of the arrows from left to right which follow
by the definitions. The diagram shows how the well-known analogy that weakly
compact cardinals are to Jbd[κ] as ineffable cardinals are to NSκ manifests itself
in our principles as well as the importance of Conjecture 4.13 which is one of two
points of asymmetry. The other is the fact that onto(Jbd[κ], 2) characterises not the
weakly compact cardinals, but rather the almost ineffable cardinals by Remark 11.2.

κ is not weakly compact in L κ is not ineffable in L

κ ∈ SAκ κ ∈ Aκ

unbounded(Jbd[κ], κ) unbounded(NSκ, κ)

∀θ < κ unbounded(Jbd[κ], θ) ∀θ < κ unbounded(NSκ, θ)

unbounded(Jbd[κ],ℵ0) unbounded(NSκ,ℵ0)

κ is not weakly compact κ is not ineffable

onto(Jbd[κ], 3) onto(NSκ, 2)

Cor. 3.8, Rem. 3.13 Conj. 4.13, Rem. 3.13

Lem. 3.4

Lem. 4.8

Lem. 4.4

Cor. 7.6, Thm. 9.6 Cor. 7.6, Thm. 9.5

Obvious, Prop. 9.10 Obvious, Prop. 11.8

Cor. 10.3 Cor. 11.6

Cor. 10.8 Lem. 11.1
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