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Abstract

The global steel demand continues to increase, with steel being used in various industries, including
construction, automobile, national defense, and machinery. However, steel production is a delicate
process that can result in different defects on the steel surface, negatively affecting the quality of the
steel products. Therefore, recognizing metal surface defects is critical in the metal production industry.
Manual detection of these defects is the standard method, but it is time-consuming, labor-intensive, and
prone to subjective factors, leading to low accuracy and unreliable results. Automated defect detection
using computer vision methods can replace or supplement manual detection. In recent years, machine
learning algorithms, particularly Convolutional Neural Networks (CNNs), have shown great promise in
achieving high accuracy rates in this task. In addition, image classification algorithms can contribute to
Lean metal production by identifying defects or anomalies in the manufacturing process, which can be
used to reduce waste and increase efficiency. However, the performance and cost of different CNN
architectures can vary widely, making it challenging for decision-makers to select the most suitable
model. This paper analyzes various CNN-based image classification algorithms, including MobileNet,
ShuffleNet, DenseNet, RegNet, and NasNet, in classifying steel surface defects in the NEU-CLS-64 dataset.
We evaluate their performance using metrics such as accuracy, precision, sensitivity, specificity, F1 score,
and G-mean, and benchmark these models against each other. Our findings revealed that RegNet
achieved the highest accuracy, precision, sensitivity, specificity, F1 score, and G-mean performance but at
a higher cost than other models. Meanwhile, MobileNet had the lowest performance. The results provide
decision-makers with valuable insights into selecting the most suitable CNN model for steel surface
defect detection based on their performance.

1. Introduction

Adopting Lean manufacturing aims to enhance the quality of products or services by minimizing waste,
thereby adding value. This makes it crucial for meeting customer needs and staying competitive in
today's global markets. The concept of Lean Manufacturing originated in Japan, where Toyota was the
first to implement it as the Toyota Production System. Nowadays, Lean is widely applied across
industries, defined as providing quality products at low manufacturing costs. The primary goal of Lean
Manufacturing is to reduce waste in the enterprise, as waste represents an extra burden on resources that
do not add value to the company. Lean Manufacturing tools help minimize operational costs by reducing
waste, optimizing product quality, and increasing efficiency [1]. Lean manufacturing is widely accepted
and adopted in various industries to achieve maximum productivity, high quality, and cost reduction.
Implementing Lean practices enhances organizational productivity, reduce manufacturing costs,
eliminates unnecessary downtime, improves resource utilization, and increases profitability.
Consequently, adopting Lean principles enhances the competitiveness of any organization in the market
[2]. As a result, enterprises seek to implement the Lean Manufacturing concept to become more
financially viable and operationally efficient. Applying the Lean manufacturing concept has led to
continuous organizational improvement [3]. Implementing Lean Manufacturing tools, including Total
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Productive Management (TPM), Overall Equipment Effectiveness (OEE), and Jidoka, directly impacts the
enterprise's environment and contributes to its social and economic sustainability [4]. Lean
manufacturing has operational benefits regarding quality, delivery, cost, and volume flexibility [5, 6].
Studies have demonstrated that adopting digital technology and Lean manufacturing can reduce
production costs despite varying environmental conditions. The integration of Lean manufacturing and
digital technology enhances operational performance and the efficiency of production management.
Implementing Lean practices has also improved an enterprise's financial standing by adopting a safe
shop floor management approach [7]. Integrating the Lean manufacturing concept into railway transport
management has optimized labor and material resources. [8]. This implementation of Lean tools has
resulted in a reduction in operation time, an improvement in quality, and an expansion of the customer
base [8, 9]. Implementing Lean manufacturing tools in enterprise management has increased efficiency
and production quality while minimizing waste in workstations, resulting in reduced operational costs [10,
11]. An additional example demonstrated that incorporating Lean manufacturing tools has prevented
order returns. As a result, there is a decrease in waste production, lower production costs, and improved
operational performance [12]. Despite the documented benefits of the Lean manufacturing concept in the
literature, certain barriers hinder its implementation in organizations. These obstacles include a lack of
responsibility, knowledge, training, and budgetary constraints [13]. On a positive note, research has
demonstrated that there is still significant potential to benefit from applying Lean tools in various
enterprises. [14-16]. Developing new and innovative technologies is essential to achieve sustainability in
manufacturing. Introducing Lean manufacturing can aid in this pursuit by reducing waste [17]. Green
Lean integrates environmentally sustainable practices into the Lean manufacturing methodology. It
involves reducing waste and minimizing the environmental impact of production processes by optimizing
resource utilization, reducing greenhouse gas emissions, and adopting environmentally-friendly practices.
Green Lean practices focus on achieving operational efficiency while minimizing environmental harm,
contributing to sustainable manufacturing [18]. This paper deployed machine-based vision technology to
identify defects and reduce waste in the process, thus showing how an Industry 4.0 technology combined
with Lean tools can help achieve a sustainable manufacturing practice. Different types of waste exist in
manufacturing, referred to as "MUDA," a Japanese word that includes defects, motions, over-production,
inventory, scrap and waste, waiting, skill, and transportation. Implementing Lean manufacturing tools in
the manufacturing industry aimed to eliminate waste [19]. Statistical evidence has confirmed that defects
are the most commonly reported issue in manufacturing. Waste can exist in various forms, including
inventory, motion, waiting, and transportation, and can be caused by defects, over-production, scrap, and
unnecessary motion [20]. Disorganized work and non-standardized production processes can also
contribute to waste [21]. Eliminating waste through continuous improvement helped balance the
workload and remarkably reduced the lead time [22, 23]. Furthermore, it reduces non-value activities,
eliminates bottlenecks in the production process, lowers costs, and maximizes the production rate. [24,
25]. Furthermore, applying Lean Manufacturing tools such as 5s, Kaizen [26], and Kanban can help
reduce the defects rate [27] and in increasing efficiency [24, 28]. Eliminating waste through Lean
Manufacturing tools [29] helps keep end customers happy, produces quality products, and reduces cost
and delivery time [30]. Previously, Information Technology (IT) was often regarded as a waste source in
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the context of Lean manufacturing. However, this perception has gradually diminished as the integration
of automated manufacturing with the potential of IT has transformed the roles of managers, engineers,
and operators, leading to the emergence of knowledge-based workplaces [31]. Hence, it is crucial to
incorporate automation and IT more extensively into manufacturing procedures [32]. Using data science
enables the conversion of large amounts of data into useful information, leading to enhanced
transparency and improved product quality. Combined with Lean Manufacturing techniques, it can
significantly improve production systems [33, 34]. The utilization of sensors during the quality control
process and advancements in analytics to interpret the data gathered from these sensors have been
proven useful in optimizing tasks [35]. In addition, various Machine Learning (ML) algorithms, including
Artificial Neural Networks (ANN), have been applied to optimize the efficiency of operations in logistics,
supply chain, production, and marketing [36]. Research has shown that integrating Industry 4.0 (14.0)
technologies with Lean manufacturing can have a synergistic and complementary effect, resulting in
improved production performance. This is achieved by utilizing the real-time monitoring capabilities of
14.0 to optimize the manufacturing process and enhance the benefits of Lean manufacturing [37, 38]. One
of the main goals for businesses is to gain a competitive edge by increasing profits and decreasing costs.
One way to achieve this is through continual enhancement of productivity and quality. By integrating
Lean Six Sigma tools with Industry 4.0, companies can achieve these objectives by reducing waste [39]
and creating opportunities to achieve operational excellence [40-42]. The Industrial Internet of Things
(IloT) devices are utilized in intelligent manufacturing systems to monitor production performance and
enhance reliability [43]. They can detect failures and wear conditions in real-time with high accuracy [44].
Motion capture technology can improve safety measures by tracking and recording workers' movements
to analyze them and prevent early injuries, ultimately improving the overall efficiency of the
manufacturing process [45]. By integrating lloT into manufacturing processes and material handling
operations, Lean automation can attain substantial efficiency gains. [46]. The integration of cutting-edge
technologies, including big data, lloT, cloud computing, and cloud-based services, alongside the
anticipated fifth and sixth-generation networks, has facilitated the extraction of vast amounts of data
from the production processes. This data plays a critical role in designing high-quality products and
ensuring consistency in the manufacturing process. The advanced analytics offered by big data have
also improved forecasting accuracy, enabling better decision-making and ultimately reducing waste in the
manufacturing system while adding value to the final product [47]. Combining Lean manufacturing tools
with Machine Learning (ML) has been suggested as a way to eliminate waste and add value to
manufacturing [48], as sometimes the means of Lean manufacturing alone may not be sufficient [49]. In
addition, integrating ML into manufacturing can enhance production, efficiency, and quality [50].
Achieving environmental responsibility can be facilitated by implementing Lean Six Sigma (LSS)
techniques [51, 52]. However, integrating the emerging technologies of 14.0 with Lean Six Sigma (LSS)
makes it possible to sustain environmental responsibility in the long run. Thus playing a crucial role in
achieving an eco-friendly and sustainable approach to green manufacturing initiatives [53].

2. Metal Production And Inspection
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The global need for steel has continued to rise annually; steel is mainly used in infrastructure projects.
The United States alone consumed 98 million metric tons in 2021 [54]. In addition, steel plates are crucial
in automobile, national defense, machinery, chemical, and light industries. Defect waste refers to
producing any item unsuitable for use, such as defective materials, components, or products not made
according to specifications [55]. Steel production is a delicate process involving various stages, such as
heating, rolling, drying, and cutting. During these stages, the steel surface may come in contact with
several machines before it is ready for shipment. Consequently, various defects that must be identified on
the steel plate may arise. Imperfections such as cracks, scabs, curling edges, cavities, and abrasions on
the surface can occur due to raw material and technological issues, negatively affecting corrosion
resistance, strength, and the economic benefits of the factory [56]. The expanding demand for steel has
created a need for a highly efficient manufacturing system in the steel processing industry to produce
products that meet consumers' expected quality. Manual detection is the standard steel surface defect
detection method, which increases the labor cost while being vulnerable to subjective factors and
produces low accuracy and unreliable results [57]. Computer vision methods can replace or supplement
manual detection in the defect classification process. Therefore, it is imperative to investigate deploying a
computer-based vision algorithm to detect surface defects on the production line automatically.
Automated defect detection is a specialized area of object detection that focuses on identifying specific
defects on the surfaces of various industrial products, such as steel, glass, printed circuit boards (PCBs),
wafers, wood, and more. Steel is crucial in multiple fields, including construction, vehicle parts,
infrastructure, etc. Therefore, implementing an automated system for detecting defects on steel surfaces
could enhance the quality of steel products [58]. However, detecting metal surface defects remains
challenging due to the randomness of their generation. Table 1 summarizes these challenges.

Table 1. Challenges encountered during detecting metal surface defects [59]
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Challenge

Description

The ambiguity
between normal

and defect

Detecting metal surface defects in the complex industrial
production environment can be challenging as many normal
areas (inside the crange box) in the samples appear similar to
defective regions (inside the green box)

Tiny defective

Deetecting metal surface defects can be challenging due to several

area factors. The area of the defect iz vsually small, and the camera
angle may influence itz acquisition. Additionally, in a2
complicated industrial production scenario, recognizing defects
zimilar to the background color (inside the purple box) can be
even more challenging

Inter-class Minor morphological variations can cavse visually similar

similarity appearances of defects in different classes, leading to high
interclass similarity (inside the yvellow boxes)

Intra-class Dirastic differences in appearances can exist among the defects

variance belonging to the same class, resulting in an intra-class variance

Example

(inside the blue boxes)

An additional challenge is a prevalence of imbalanced data [60], a common occurrence in manufacturing.
In terms of sample size, there are typically more products of good quality compared to those of bad
quality. Additionally, specific defect categories may have fewer samples than others, further complicating
matters and making it difficult to extract features of the defects. The problem is compounded by the fact
that the background area is significantly larger than the defect area, resulting in an imbalanced dataset.
As a result, advanced machine vision algorithms have been employed in metal surface detection. These
methods are more efficient, flexible, and accurate than human inspection [61].
In the context of metal production, Lean principles can be applied to various stages of the production
process, such as raw material handling, metal cutting and shaping, assembly, and finishing with quality
control and inspection processes. By adopting Lean practices, metal manufacturers can optimize
production, improve quality, and reduce lead times, improving competitiveness and increased profitability.
Image classification algorithms can contribute to Lean metal production by identifying defects or
anomalies in the manufacturing process. Using computer vision, images of metal products can be
analyzed to detect any defects or abnormalities in their shape, size, or texture. This information can then
be used to identify areas where the manufacturing process can be improved to reduce waste and
increase efficiency. For example, an image classification algorithm can be used to identify surface
defects on metal products, such as scratches, cracks, or dents. This information can be used to improve
the quality control process, reduce scrap, and improve overall product quality. Similarly, image
classification algorithms can be used to identify defects in the shape or size of metal products, which can
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help to optimize the production process and reduce waste. Overall, image classification algorithms can
help to streamline the manufacturing process, reduce waste, and improve product quality in Lean metal
production.

3. Dataset

Northeastern University (NEU) has released a dataset on steel surface defects called NEU-CLS-64 [62],
containing nine common types of defects found in hot-rolled steel strips. The dataset consists of more
than 7000 grayscale images. The nine types of defects included in the dataset are rolling scale (RS),
plaque (Pa), cracking (Cr), pitting surface (PS), inclusions (In), scratches (Sc), grooves and gouges (GG),
rolling dust (RD), and spots (Sp). Figure 1 shows an illustration of these defects.

Hot-rolled steel strips are thin sheets of steel that are produced through the hot-rolling process. This
process involves heating the steel above its recrystallization temperature, which typically ranges from
1,000 to 1,200 degrees Fahrenheit. Thus, making it easier to shape and form. In addition, the process
allows the steel to be deformed without cracking. Hot-rolled steel is commonly used in applications where
precise shapes and tolerances are not required, such as in the construction industry for structural steel
components and in manufacturing for various types of machinery and equipment. They are known for
their strength, durability, and affordability. Hot-rolled steel is typically characterized by a scaly surface
texture and a blue-grey oxide scale that forms on the surface during cooling [63]. Hot-rolled steel strips
can suffer from a variety of surface defects that can affect the quality and performance of the material.
These defects include but are not limited to r rolling scale (RS), plaque (Pa), cracking (Cr), pitting surface
(PS), inclusions (In), scratches (Sc), grooves and gouges (GG), rolling dust (RD), and spots (Sp). A
summary of these defects with their illustrations is given in Table 2. In addition, the dataset was
subjected to image augmentation, a technique in computer vision and deep learning that involves
applying various transformations to existing training images to create new, slightly modified versions of
the original data. This can include rotation, scaling, cropping, flipping, adding noise, changing brightness
or contrast, and many others. Applying these transformations to the training data exposes the model to a
wider variety of possible inputs, which can help it generalize better to new, unseen data. Image
augmentation is beneficial when the available training data is limited or imbalanced, as it can effectively
increase the size and diversity of the training set without requiring additional data collection.
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Table 2
Description of hot-rolled steel surface defects

RS [63], (1589 total defects)

Definition: Rolling scale defect, or mill scale, is a surface defect that occurs on hot-rolled steel strips. It
appears as a dark, flaky residue on the surface of the steel, caused by the formation of iron oxide
during the heating and rolling process.

Root Cause: Rolling scale defects occur during the hot rolling process of steel strips when the scale
layer, which forms on the surface of the steel due to oxidation during the high-temperature heating, is
not entirely removed during the subsequent rolling process. The incomplete scale removal can result
in cracks and voids on the steel surface, known as rolling scale defects. These defects can occur due
to various factors, such as inadequate cleaning of the steel surface before the rolling process,
insufficient rolling pressure, incorrect temperature control, or a combination of these factors.

Effects: The rolling scale can adversely affect the surface quality of the steel, as it can interfere with
subsequent coating or painting operations. Rolling scale can also be a potential source of corrosion if
left untreated. In addition, the formation of rolling scale defects can negatively affect the surface
quality of the steel strips, reducing their value and usability in various applications. Therefore,
detecting and classifying this type of defect during the manufacturing process is essential.

Pa [64], (1148 total defects)

Definition: The plaque defect is a surface defect that occurs in hot-rolled steel strips. It appears as a
raised area or bumps on the surface of the steel strip, which can vary in size and shape.

Root Cause: Plaque defects are caused by the formation of hard and brittle iron oxide layers during
the cooling of the hot-rolled steel strip. These oxide layers can crack and spall off, leaving behind
irregularly shaped pits or craters on the surface of the strip. The formation of plaque defects is
influenced by several factors, including the steel's composition, the strip's thickness, the cooling rate
during processing, and the presence of contaminants such as sulfur and phosphorus. The plaque
defect is also caused by non-metallic inclusions in the steel, which can become trapped on the
surface during the rolling process.

Effects: The plaque defect can make the surface of the steel strip look rough, uneven, and
aesthetically unappealing. And if the plaque is present on a critical surface of the steel strip, it can
reduce product quality, as the defect can cause performance issues in the final product. In addition,
the plaque defect can cause processing issues during subsequent manufacturing processes, such as
welding or coating, as it can interfere with the adhesion of coatings or the welding process. And in
extreme cases, the plaque defect can result in material loss, as the affected portion of the steel strip
may need to be trimmed or discarded altogether. The plaque defect can negatively impact the quality
and appearance of the steel and can also affect the performance of downstream processes that use
the steel strip.

Cr [65], (1210 total defects)
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RS [63], (1589 total defects)

Definition: Cracking is a defect that can occur on the surface of hot-rolled steel strips. It refers to the
appearance of cracks, fissures, or splits on the surface of the steel strip. These cracks can be either
longitudinal (running parallel to the rolling direction) or transverse (running perpendicular to the rolling
direction). Cracking can range from fine hairline cracks to much larger, deeper ones.

Root Cause: Cracking defects in hot-rolled steel strips can be caused by several factors, such as the
presence of impurities, improper cooling during the manufacturing process, or high levels of stress
due to improper handling or transportation. Rapid cooling of the steel strip can also cause thermal
stress, leading to cracking. Additionally, improper lubrication during the rolling process can cause
friction, generating heat that can lead to cracking. Finally, a seam or inclusion in the steel strip can
also create stress concentrations, making it more susceptible to cracking.

Effects: Cracking defects can significantly reduce the mechanical properties of the hot-rolled steel
strip, making it weaker and more prone to failure under stress. This can cause the strip to break or
fracture during processing or use, leading to production delays, equipment damage, and potentially
hazardous situations. Cracks may also propagate and grow over time, making the strip susceptible to
failure even at lower stresses. In addition, cracks can create rough and uneven surfaces, affecting the
quality of downstream processing operations and the final product.

PS [66], (797 total defects)

Definition: Pitting is a surface defect that appears as small holes or cavities on the material's surface.
It can occur in various materials, including metals, due to corrosion, erosion, or mechanical damage.

Root Cause: In the context of hot-rolled steel strips, the pitting surface can be caused by impurities in
the material or by the interaction of the steel surface with the surrounding environment during the
production process. Other factors include non-metallic inclusions, roll wear, scale and debris, and
localized overheating during hot rolling. Pitting corrosion can also occur in aggressive environments
like salt water or acidic solutions.

Effects: Pitting can reduce the aesthetic appeal of the steel strip, and in severe cases, it can lead to
corrosion and compromise the material's structural integrity. Therefore, pitting is a vital defect to
detect and prevent to ensure the steel product's quality and reliability and prevent reducing the
integrity and strength of the material.

Sc [67], (773 total defects)

Definition: Scratches are linear grooves or marks on the surface of the hot-rolled steel strip. These are
considered a type of surface defect that can affect the quality and appearance of the steel.

Root Cause: Scratches can vary in depth and length, and various factors, such as improper handling
during transportation, processing, or storage, abrasive materials, or contact with sharp objects, can
cause them. Scratches can also occur during the rolling process if there is an issue with the rolling
equipment or if the strip comes into contact with foreign material.

Effects: Scratches on the surface of steel can have several effects. Firstly, they can affect the
appearance and aesthetics of the steel, making it look unattractive and reducing its value. Secondly,
scratches can compromise the integrity of the steel, making it more susceptible to corrosion and
reducing its strength. Thirdly, scratches can interfere with the functionality of the steel, particularly in
applications where a smooth surface is required for efficient operation (e.g., in bearings or moving
parts). Additionally, scratches can provide sites for accumulating dirt, bacteria, or other contaminants,
which can be problematic in applications where cleanliness is essential (e.g., food processing or
medical equipment).

In [68], (775 total defects)
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RS [63], (1589 total defects)

Definition: Inclusions are a type of defect that occurs in metals, including hot-rolled steel strips.
Inclusions refer to any foreign material that becomes embedded in the metal during the
manufacturing process. These foreign materials can include non-metallic particles such as oxides,
sulfides, and silicates or metallic particles such as iron, manganese, and aluminum. In addition,
inclusions can be categorized as either internal or external. Internal inclusions are embedded within
the metal, whereas external inclusions are present on the surface of the metal strip.

Root Cause: Inclusions can be caused by various factors, including the quality of the raw materials
used, the manufacturing process, and the temperature and pressure conditions during the production
process. Inclusions can also be caused by environmental contamination, such as dirt, dust, or other
debris.

Effects: The effect of inclusions on the hot-rolled steel strip depends on their size, shape, and location
within the metal. Inclusions can weaken the metal and reduce its strength and ductility, making it
more susceptible to cracking and other forms of failure under certain conditions. They can also affect
the appearance of the metal, causing it to have a rough or uneven surface.

GG [69], (296 total defects)

Definition: Grooves and gouges are surface defects that can occur in steel during manufacturing,
handling, or use. A groove is a narrow, elongated depression or channel on the surface of the steel. A
gouge is a deep, irregularly shaped groove on the surface of the steel.

Root Cause: Grooves can be caused by abrasive wear, scratches, or gouging. They can also occur
during manufacturing due to inadequate cooling or lubrication, improper handling, or improper
grinding or polishing. At the same time, gouges can be caused by mechanical damage, such as
impact or scraping, or by exposure to corrosive substances. Gouges can also occur during
ma;nLrJ]facturing due to inadequate cooling or lubrication, improper handling, or improper grinding or
polishing.

Effects: Both grooves and gouges can affect the surface finish and cause weaknesses in the steel,
reducing its strength and increasing the likelihood of failure.

RD [70], (200 total defects)

Definition: Rolling dust is a surface defect that appears as dark, irregularly shaped patches or lines on
the surface of the steel.

Root Cause: It is caused by the accumulation of debris, such as mill scale and iron oxide, on the rolls
during the rolling process. This debris is then pressed into the surface of the steel as it is rolled,
resulting in the appearance of rolling dust.

Effects: The defect can affect the surface quality of the steel, reducing its visual appeal and
potentially impacting its performance in certain applications.

SP [71], (438 total defects)

Definition: Spot is a steel surface defect that appears as a circular or elliptical depression or
indentation on the steel surface. It is usually tiny, with a few millimeters or less in diameter.

Root Cause: Spots can occur for various reasons, such as inclusions, improper grinding or polishing,
improper coating, or surface contamination.

Effects: The presence of spots on steel surfaces can reduce the aesthetic appearance of the material,
as well as affect its mechanical and physical properties. Therefore, detecting and preventing spot
defects is essential in quality control processes.
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Detecting surface defects in hot-rolled steel strips and monitoring their frequency during quality control
can provide valuable data for root cause analysis. By identifying and quantifying the frequency of each
type of defect, it is possible to identify the areas of the manufacturing process where the defects are
occurring and their possible causes. For example, if there is a high frequency of cracking defects in a
particular batch of steel strips, it may indicate that the steel was cooled too quickly or that there is an
issue with the rolling process. By analyzing the data, engineers, and technicians can identify the specific
cause of the defects and make changes to the process to prevent them from happening in the future.
Furthermore, tracking the frequency of defects over time makes it possible to identify trends and patterns
that can help identify long-term issues in the manufacturing process. This can allow for continuous
improvement efforts to be implemented to reduce the overall frequency of defects and improve product
quality. Figure 2 shows the framework for the computer-based vision inspection of metal surface defects.

4. Methodology

Implementing lloT tools and equipment has enabled automated defect detection in intelligent
manufacturing systems, improving quality and efficiency [72]. This study aims to demonstrate how 14.0
technologies, mainly computer-based vision, can reduce waste by accurately classifying steel surface
defects. To achieve this, a dataset comprising various instances of steel surface defects could be
classified using different image classification algorithms. Traditionally, such inspection processes were
carried out manually with cameras transmitting images to a screen monitored by human operators.
However, integrating automation, big data, and computer-based vision detection systems can
significantly enhance manufacturing systems [73]. In the last decade, Deep Learning (DL) models have
gained recognition due to their ability to power computer vision-related tasks [74, 75]. Convolutional
Neural Network (CNN) [76] uses a feed-forward topology to propagate signals and is being widely used
for image classification and object detection [77]. Surface defect segmentation has gained significant
attention in industrial inspection in recent years due to its high precision. Various studies have been
conducted in this area. For example, Bian et al. [78] introduced a multiscale fully convolutional network to
segment the defect of aeroengine blades. Similarly, Yu et al. [79] proposed a two-stage fully convolutional
network for predicting defect areas in an industrial setting. Tabernik et al. [80] developed a segmentation-
based deep-learning architecture for surface-crack detection. The first stage employs a segmentation
network to identify defect areas, and the second stage uses an additional decision network to predict the
entire image's abnormality. Moreover, Liong et al. [81] proposed a method for segmenting leather defects,
which utilizes convolutional and deconvolutional neural networks. Delconte et al. [82] proposed a novel
structure using a relief map image and convolutional neural network for wood defect segmentation. Xie
et al. [83] presented a main and secondary net for defect segmentation on textured surfaces. The
secondary net extracts features in the frequency domain, and the main net extracts features in the spatial
domain and fuses the extracted features from the secondary net. Wu et al. [71] also designed a ResMask
framework for generating generic defect images and a coarse-to-fine module to detect and segment
generic defects. All these studies have contributed to developing machine learning-based methods for
surface defect segmentation, which have potential applications in industrial inspection. The concept of
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Graph Convolution Network (GCN), an analog convolution operation, was first introduced by Bruna et al.
[84]. It was mainly used for graph structures in non-Euclidean space, such as social networks, chemical
molecular structures, and knowledge maps [85]. This paper evaluates the fidelity and efficiency of
multiple image processing algorithms. A list of these algorithms presented in Table 3. An 70/15/15 data
split was used for training, validating, and testing respectively. During training, the system learns to
identify patterns and features that are associated with defects and uses this information to make
predictions on new, unseen examples.

Table 3
List of deployed algorithms.
AlexNet CancerNet DenseNet EfficientNet
GoogleNet InceptionNet  LeNet MobileNet
NasNet RegNet ResNet ShuffleNet
SqueezeNet  VggNet XceptionNet  ZfNet

4.1 LeNet

LeNet is a CNN that was introduced in 1998 by Yann LeCun, Leon Bottou, Yoshua Bengio, and Patrick
Haffner. It was one of the first successful CNN architectures for handwritten digit recognition [86]. The
LeNet architecture consists of seven layers: the input layer, two convolutional layers, two subsampling
(pooling) layers, a fully connected layer, and an output layer [87]. The input layer takes in the images,
which are typically preprocessed to a fixed size. The first convolutional layer applies a set of learnable
filters to the input images to extract features. The subsampling layers reduce the dimensionality of the
feature maps, making the model more computationally efficient. The second convolutional layer and
subsampling layer are applied in the same way [88]. The fully connected layer connects all the neurons in
the previous layer to the output layer. The output layer produces a probability distribution over the
possible classes. The LeNet architecture has been used for various image classification tasks, such as
handwritten digit recognition, facial recognition, traffic sign classification, and medical imaging [89]. It
has also served as a foundation for many more advanced CNN architectures that have been developed
since its introduction.

4.2 AlexNet

AlexNet is a type of CNN developed by Alex Krizhevsky, llya Sutskever, and Geoffrey Hinton, and
presented at the ImageNet Large Scale Visual Recognition Challenge in 2012 [90]. It was one of the first
deep learning models to achieve high accuracy in image classification tasks, and it revolutionized the
field of computer vision. AlexNet consists of 5 convolutional layers, followed by three fully connected
layers, and uses various techniques such as Rel. U activation functions, overlapping pooling, and dropout
regularization to reduce overfitting [91]. The architecture of AlexNet includes around 60 million
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parameters, making it a large and complex model for its time. AlexNet has been deployed in the detection
and segmentation tasks.

4.3 EfficientNet

EfficientNet has a CNN architecture that Google researchers developed in 2019 to achieve state-of-the-art
performance on image classification tasks while being computationally efficient. EfficientNet uses a
compound scaling method that uniformly scales a CNN's depth, width, and resolution to improve its
efficiency while maintaining or improving its accuracy. The architecture is based on the idea that scaling
up all network dimensions will lead to improved performance. However, uniformly scaling all dimensions
reduces accuracy returns and increases computational costs [92]. EfficientNet introduces a new scaling
method that involves balancing network depth, width, and resolution in a principled way. The authors
propose a novel compound scaling method that uniformly scales the network depth, width, and resolution
with fixed scaling coefficients. They demonstrate that this scaling method leads to better performance
than traditional methods that independently scale these dimensions [93]. EfficientNet has achieved state-
of-the-art performance on several benchmark datasets, including ImageNet, CIFAR-10, and CIFAR-100,
while requiring fewer parameters and less computation compared to other state-of-the-art CNN
architectures [94].

4.4 VggNet

VGGNEet, short for Visual Geometry Group Network, is another CNN architecture proposed by the Visual
Geometry Group at the University of Oxford in 2014 [95]. The VGGNet architecture consists of
convolutional layers with 3x3 filters and max pooling layers with 2x2 filters. The number of filters
increases as the spatial resolution decreases. The final feature maps are then fed into fully connected
layers for classification [96, 97]. VGGNet achieved state-of-the-art performance on the ImageNet dataset
in 2014, and its architecture has since been used as a basis for many other CNN architectures [98, 99].

4.5 XceptionNet

XceptionNet is a deep CNN architecture that was proposed by Google researchers in 2016. The name
"Xception" stands for "Extreme Inception’, as it builds on the Inception architecture while significantly
changing its basic modules [100]. The critical innovation of XceptionNet is the use of depthwise
separable convolutions, which factorize a standard convolution into a depthwise convolution and a
pointwise convolution. This allows the network to capture spatial information and channel-wise
interactions separately, making parameters more efficient and effective [101]. XceptionNet achieved state-
of-the-art results on the ImageNet classification task and has since been used as a backbone architecture
in many computer vision applications, such as object detection and semantic segmentation [102, 103].

4.6 ResNet

ResNet (short for Residual Network) is a deep neural network architecture developed by Microsoft
researchers in 2015. It was designed to solve the problem of vanishing gradients in very deep CNN by
introducing residual connections or "shortcut” links that allow gradients to flow directly through the
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network without passing through many layers. The ResNet architecture consists of a series of residual
blocks, each containing several convolutional layers and shortcut connections. These blocks allow the
network to be very deep (e.g., hundreds of layers) while still being able to train effectively [104]. ResNet
has been widely used in various computer vision tasks, such as image classification, object detection,
and segmentation. It has achieved state-of-the-art performance on several benchmark datasets, including
ImageNet and COCO [105, 106].

4.7 GoogleNet

GoogleNet, also known as Inception V1, is a CNN architecture developed by Google researchers in 2014. It
was designed to have a deeper architecture while reducing the computational cost of training such a
deep network. The main innovation of GoogleNet is the Inception module, which uses multiple filter sizes
in parallel to capture features of different scales within the same layer. This allows the network to capture
many features without requiring multiple layers with varying filter sizes. GoogleNet also uses a global
average pooling layer to reduce the number of parameters in the final fully connected layer, reducing the
computational cost of training the network [107]. GoogleNet achieved state-of-the-art performance on the
ImageNet dataset at its release, and its architecture has influenced the design of many subsequent types
of CNN [108].

4.8 InceptionNet

Inception V3 is a CNN architecture that Google developed as a follow-up to GoogleNet. The architecture
uses multiple convolutional filters of different sizes in parallel to extract features from an input image.
The architecture also includes inception-v3 modules [109]. The InceptionNet architecture achieved state-
of-the-art performance on the ImageNet Large Scale Visual Recognition Challenge (ILSVRC) and has
since been used in various computer vision applications such as fault detection [110], underwater image
classification [111], plant disease detection [112], and other medical applications.

4.9 MobileNet

MobileNet is a CNN light architecture designed for efficient computation on mobile devices with limited
computational resources, such as smartphones or embedded systems. It uses depthwise separable
convolutions, which split the standard convolution operation into a depthwise convolution and a
pointwise convolution, reducing the number of parameters and operations required while maintaining
accuracy [113]. This makes it a popular choice for mobile applications where power and memory
constraints are important factors [114, 115].

4.10 ShuffleNet

ShuffleNet is a neural network architecture designed for efficient deep learning on mobile and embedded
devices. It was proposed in 2018 by Xiangyu Zhang et al. from Megvii Research. ShuffleNet is based on
pointwise group convolution, which allows for efficient computation of feature maps by reducing the
number of operations required for convolutions. The network architecture includes a shuffling process
performed after pointwise group convolutions, which helps to increase the mixing of feature maps across
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different channels [116]. This improves the ability of the network to capture complex features and
increases its accuracy. ShuffleNet has achieved state-of-the-art performance on several image
classification benchmarks while being computationally efficient and requiring a low memory footprint.
ShuffleNet was used extensively in autonomous Unmanned Aerial Vehicle (UAV), among other
applications such as tool wear recognition, detecting and classifying fruits, leaf disease recognition, as
well as medical applications [117, 118].

4.11 DenseNet

DenseNet (short for Densely Connected Convolutional Networks) is a CNN architecture design that was
introduced in 2016. It is similar to the ResNet architecture in that it aims to address the vanishing gradient
problem that can occur in deep neural networks. In a DenseNet, each layer receives the feature maps from
all preceding layers and passes on its feature maps to all subsequent layers. This dense connectivity
pattern means that information can flow more quickly through the network, which can help to mitigate
the vanishing gradient problem and improve gradient flow during training [119]. DenseNets are also
known for their parameter efficiency since they can achieve high accuracy using fewer parameters than
other architectures. DenseNet has been used in deep fake image detection [120] and bird song
classification [121].

4.12 RegNet

RegNet is a neural network architecture developed by Facebook Al Research (FAIR) that aims to optimize
the computational efficiency of deep neural networks. RegNet uses a regularization technique called
Adaptive Regularization of Weights (AROW) to reduce the parameters and operations required to train a
neural network while maintaining accuracy. The architecture also combines grouped convolutions and
bottleneck blocks to improve computational efficiency [122]. The performance of RegNet has been
demonstrated on several benchmark datasets, with results comparable to or better than other state-of-the-
art architectures while requiring fewer computational resources. RegNet has been used in surface defect
detection [123], identification of fish species [124], and analysis of medical imagery [125].

4.13 NasNet

NasNet is a deep neural network architecture developed by Google researchers designed to learn the
structure of neural networks automatically. "Nas" stands for "neural architecture search", which
automatically discovers the best neural network architecture for a given task. The architecture comprises
a search space of building blocks and a search algorithm that determines the optimal combination of
these building blocks to achieve the best performance on a given task [126]. NasNet has achieved state-
of-the-art performance on several image recognition tasks [127].

4.14 CancerNet

A unified deep-learning network architecture was developed for cancer detection and recognition-related

tasks. It has a custom design that consists of an encoder, decoder, and classifier. The input and output
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layers of CancerNet have 24,565 nodes each [128]. CancerNet has been used to detect breast cancer [129]
and in various medical applications [130].

4.15 ZfNet

ZfNet (Zeiler and Fergus Net) is a CNN architecture designed for image classification tasks. It was
proposed in 2013 by Matthew D. Zeiler and Rob Fergus. ZfNet consists of five convolutional layers
followed by two fully connected layers and a softmax classifier. The architecture uses a smaller filter size
than AlexNet, with the first layer using a 7x7 filter and the remaining layers using 3x3 filters [131]. ZfNet
was one of the early CNN architectures that achieved high accuracy on the ImageNet dataset. ZfNet has
been used in Kiwifruit detection in field images [132], palm vein recognition [133], and fruit-on-plant
detection [134].

4.16 SqueezeNet

SqueezeNet is a deep CNN architecture designed to have a small number of parameters and low memory
requirements. It was introduced in 2016 by the University of California, Berkeley researchers. The
architecture aims to achieve high accuracy on image classification tasks while using significantly fewer
parameters than other models [135]. This is accomplished through a combination of techniques,
including using 1x1 convolutions to reduce the number of filters in the network and eliminating fully
connected layers in favor of global average pooling [136]. SqueezeNet is particularly well-suited to
applications with limited computational resources, such as mobile devices and embedded systems.
Figure 3 shows the accuracy and loss vs. epochs for both training and validation for MobileNet. Figure 4
tries to show a general representation of the CNN architecture that was utilized at the core of all these
models.

5. Results And Discussion

A confusion matrix is a table used to evaluate the performance of a classification algorithm or detection
model. It is a matrix of true and predicted class labels for a test data set. It displays the number of true
positives (TP), false positives (FP), true negatives (TN), and false negatives (FN). In other words, it shows
how well a model predicts the correct class labels and how often it makes mistakes. The matrix obtains a
model's accuracy, precision, recall, and F1-score, which are important metrics in machine learning
evaluation. Figure 5 shows the confusion matrix that was generated for the MobileNet model. And

Table 5 shows the TR FR, TN, and FN values calculated based on it.
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Table 4

TP FP TN, and FN values for
MobileNet model for all defect
classes.

FP FN TP TN

cr 5 1 181 904
Gg 77 4 41 969
n 5 0 117 969

Pa 200 1 172 718
Ps 13 2 119 957
Rp 12 12 18 1049
Rs O 229 10 852
Sc 3 52 65 971
Sp 0 14 53 1024

One of the main goals of this paper was to evaluate the fidelity and efficiency of different CNN-based
image-processing algorithms in recognizing multi-class steel surface defects. Table 5 shows all utilized
models' average values for accuracy, precision, sensitivity, specificity, G-mean1, and F1 scores for all
classes of steel surface defects.
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Table 5
Average values for performance measurements for all classes of steel surface defects.

Model Accuracy Precision Sensitivity F1-Score Specificity G-Mean

AlexNet 98.64% 90.55% 88.31% 88.88% 99.24% 93.24%
CancerNet 99.02% 93.14% 90.30% 91.51% 99.45% 94.56%

DenseNet 99.55% 96.24% 96.04% 96.10% 99.75% 97.84%
EfficientNet 99.63% 96.74% 97.52% 96.99% 99.80% 98.64%
ExceptionNet  99.08% 94.85% 95.45% 94.88% 99.47% 97.36%
GoogleNet 99.43% 95.49% 95.22% 95.31% 99.69% 97.39%

InceptionNet  99.37% 94.84% 94.77% 94.72% 99.65% 97.12%
LeNet 98.72% 92.42% 89.25% 90.27% 99.27% 93.88%
MobileNet 93.58% 79.99% 76.35% 70.05% 96.33% 82.07%

NasNet 99.55% 96.47% 96.10% 96.26% 99.75% 97.86%
RegNet 99.71% 97.46% 98.17% 97.78% 99.84% 99.00%
ResNet 99.37% 94.88% 94.60% 94.67% 99.65% 97.05%
SuffleNet 98.27% 89.25% 84.87% 86.17% 99.03% 91.18%

SqueexNet 98.82% 92.81% 89.65% 90.98% 99.33% 94.18%
VggNet 99.47% 95.76% 95.85% 95.73% 99.71% 97.73%

ZFNet 98.43% 88.05% 85.28% 86.03% 99.13% 91.12%

Accuracy is a measure of how well a model correctly predicts the class of a given input. It is defined as
the ratio of the number of correct predictions to the total number of predictions made by the model. In
other words, accuracy is the percentage of correctly classified instances out of the total number of
instances. It is a commonly used metric to evaluate the performance of classification models.

_TP+TN
Accuracy = /TP + FN + TN + FP 1)

In the context of steel surface detection, accuracy refers to the ability of a machine learning model to
correctly identify and classify surface defects in steel with a high degree of precision. Accurate detection
is crucial in ensuring that the quality of the steel is up to standard, as defects in the surface of steel can
compromise its structural integrity and cause safety concerns in its end-use applications. In addition, by
accurately identifying and classifying surface defects, manufacturers can take appropriate actions to
correct the defects and ensure the quality of their products. High accuracy in steel surface detection is
important because it ensures that defects are correctly identified and can be addressed, which helps to
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maintain the quality of the steel and prevent potential failures or safety issues. Most models have scored
an accuracy value of more than 98%, so it's fair to say that they have all performed almost equally in this
regard. Image preprocessing techniques such as data augmentation can increase the diversity of the
training data, which can help to improve the accuracy of all the models.

Precision is a metric used in machine learning and statistics to evaluate the accuracy of a model's
positive predictions. It is defined as the ratio of true positive predictions to the total number of positive
predictions made by the model, i.e., the proportion of correctly predicted positive instances among all
instances predicted as positive by the model.

Precision = 1P !’ITP + FP (2)

Precision is useful in cases where false positives (i.e., instances incorrectly identified as positive by the
model) are costly or undesirable. In the context of surface steel defect detection, precision refers to the
ability of a detection algorithm to accurately identify only the relevant defects without including false
positives. In other words, precision measures the ratio of true positives (i.e., correctly identified defects) to
the total number of defects identified by the algorithm (i.e., true positives and false positives). High
precision is desirable in surface steel defect detection, as it ensures that the algorithm is not flagging
areas of the steel surface that do not contain actual defects. This can help minimize the need for further
inspection or rework, which can be costly and time-consuming. RegNet has scored the highest precision
value of almost 98% while MobileNet has scored the lowest precision value compared to the other
models. MobileNet and other lightweight image classification algorithms, such as ShuffleNet, typically
have lower precision than larger, more complex models because they sacrifice some level of accuracy for
efficiency. These models are designed to be deployed on mobile devices or other resource-constrained
environments, where they have to operate within strict memory and computational limitations. To achieve
this, they often use techniques such as quantization, pruning, and other optimization methods that can
compromise their performance slightly in favor of reducing their computational cost. Additionally,
MobileNet and similar models may use smaller kernel sizes and fewer layers than larger models, making
them less capable of capturing intricate details and nuances in the images they process. However,
despite their lower precision, these models can still be highly effective in many real-world applications,
mainly when speed and efficiency are more important than absolute accuracy.

In machine learning, sensitivity is a performance metric that measures the proportion of actual positive
cases correctly identified as positive by the model. It is also known as recall or true positive rate (TPR).
The sensitivity score is calculated as the number of true positives divided by the sum of true positives
and false negatives. Sensitivity is a vital evaluation metric in machine learning because it helps us
understand how well our model can correctly identify positive cases for each class. In addition, it is
instrumental in cases where the cost of a false negative is high, such as in medical diagnoses.
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Sensitivity = re !fTP +FN (3)

In the context of detecting steel surface defects, sensitivity can be used as an evaluation metric to
measure the performance of a machine learning model in correctly identifying positive cases, i.e., the
presence of defects. A high sensitivity means that the model can accurately detect most of the defects,
which is a critical characteristic for ensuring the quality control of steel products. For example, in an
automated system for inspecting steel surfaces, the sensitivity of the machine learning model can
determine how reliable the system is in detecting and identifying defects. High sensitivity can help
minimize the number of missed defective products, leading to a better quality of steel products.
MobileNet has scored the lowest sensitivity value among all models. The sensitivity of an image
classification algorithm depends on its architecture and the specific trade-offs made during its design. In
the case of MobileNet, its lower sensitivity can be attributed to the use of depthwise separable
convolutions, which are computationally efficient but may not capture fine details as well as other
convolutional layers. Additionally, MobileNet may have fewer parameters or layers than other
architectures, which can limit its ability to capture complex features and patterns. These design choices
make MobileNet a good choice for applications where computational efficiency is a priority, but may not
be the best option for applications where high sensitivity is critical. In contrast, RegNet has achieved the
highest sensitivity value among all models, and this can be attributed to the fact that RegNet was
explicitly designed to achieve high performance and efficiency in image classification tasks. It uses a
novel network architecture that emphasizes building a highly modular and scalable network with many
small building blocks, allowing for better feature extraction and learning.

Specificity is the proportion of correctly identified negative instances (true negatives) out of all the actual
negative instances. In other words, it measures how well the model can correctly identify the classes not
present in the target variable. Specificity is a useful metric in evaluating the overall performance of a
multi-class classification model, especially when the class distribution is imbalanced or when some
classes are more important than others.

Specificity = TN!’TN +FP (4)

In the context of steel surface defect detection, specificity refers to the ability of a machine learning
model to correctly identify negative samples, i.e., samples that do not have any defects on the surface.
High specificity means that the model can correctly identify the absence of defects on the surface, which
is important for ensuring the quality of the steel product. However, it is important to note that specificity
should be balanced with sensitivity to ensure the model does not miss any defects on the surface while
detecting false positives. Most models have scored a specificity value of more than 99% except for
MobileNet, so it's fair to say that almost all of them have performed almost equally in this regard. In
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addition, the inherent different hyperparameters of the models, such as the learning rate, batch size, and
regularization parameters, can significantly impact the model's specificity. A well-tuned model can
improve the specificity of the model to detect features and patterns in the images. In the case of
MobileNet, and as mentioned earlier, MobileNet is designed to be a lightweight convolutional neural
network (CNN) architecture suitable for mobile and embedded devices. It achieves this by using
depthwise separable convolutions, which consist of a depthwise convolution layer followed by a
pointwise convolution layer. While depthwise separable convolutions reduce the number of parameters
and computational complexity of the network, they can lead to lower specificity due to the information
loss during the depthwise convolution layer. This can cause some features to be missed, resulting in
misclassifications and lower specificity.

The F1 score, or F-score or F-measure, measures a classification model's accuracy. The F1 score is the
harmonic mean of precision, and sensitivity gives a balanced measure of a model's performance. The F1
score ranges between 0 and 1, with a higher score indicating better performance. In other words, F1 score
provides a single score that balances both precision and recall in a classification model, making it a
useful metric for evaluating the overall performance of the model.

_ recision * Sensitivity
F1=2» (P "f Precision + Sensitivity) S

In the context of steel surface defect detection, F1 score can be used to evaluate the performance of a
machine learning model in identifying different types of defects. A higher F1 score indicates that the
model is better at correctly identifying the defects, while a lower score indicates that the model is making
more errors. Therefore, F1 score is an important metric in ensuring the quality of steel products and
preventing defects. RegNet achieved the highest F1 score, while MobileNet achieved the lowest F1 score.
RegNet architecture is designed to achieve higher performance than previous models, so it has more
layers and wider channels than other models like MobileNet. This allows RegNet to capture more complex
patterns and features in the data, which leads to better classification performance and higher F1 scores.
On the other hand, MobileNet is a lightweight model that sacrifices some accuracy for faster inference
and lower memory usage. This means that MobileNet may be unable to capture all the relevant
information in the data, resulting in a lower F1 score than other more powerful models like RegNet.

G-meanT, also known as geometric mean, is a classification performance measure that considers
sensitivity and specificity. It is defined as the square root of the product of sensitivity and specificity,
where sensitivity is the true positive rate and specificity is the true negative rate. The G-mean is useful in
situations where the classes are imbalanced, and there is a need to balance the importance of correctly
classifying both the positive and negative samples. It is commonly used in machine learning
applications, such as fraud detection, anomaly detection, and medical diagnosis. In summary, the G-
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mean measures how well a model can identify both positive and negative samples correctly, and it is
advantageous in imbalanced classification problems.

G — meanl = /Speci ficity * Sensitivity

6

In the context of steel surface defect detection, G-mean can be used to assess the overall performance of
a defect detection system. This is important in ensuring that only the actual defects are identified while
minimizing false alarms or misclassifications. In the context of steel surface defect detection, it is
important to achieve a high G-mean to ensure that the classifier can accurately detect defects in all
classes, including those that occur less frequently. If the dataset used to train the model is imbalanced,
with one type of defect being more common, the G-mean can provide a more accurate measure of how
well the model can detect all categories of defects. A high G-mean score indicates that the model can
accurately identify all types of defects. In contrast, a low score means that the model may be biased
towards certain types of defects and may not perform well in detecting others. RegNet achieved the
highest G-mean1 value, while MobileNet achieved the lowest G-mean1 value. RegNet reached the highest
G-mean value because it simultaneously achieved high sensitivity and specificity, indicating that it was
better at identifying positive and negative cases. On the other hand, MobileNet achieved the lowest G-
mean value because it had lower sensitivity and specificity, meaning it struggled to identify both positive
and negative cases accurately. This could be because MobileNet has fewer parameters, which may limit
its ability to capture complex features in the data accurately. Figure 6 shows the performance
measurement curves of accuracy, precision, sensitivity, specificity, G-mean1, and F1 scores for all classes
of steel surface defects.

Table 6 shows the number of epochs used to train each model to achieve the lowest loss and highest
accuracy values and the time needed per epoch. An epoch refers to a single iteration through the entire
dataset during the training phase of a neural network. During each epoch, the neural network processes
all the training examples in the dataset and updates its weights and biases accordingly to minimize the
loss function. After completing one epoch, the model has seen all the training data once. The number of
epochs is a hyperparameter determined before training the model. It controls how many times the model
will go through the entire dataset. Choosing the appropriate number of epochs is vital to ensure that the
model is not underfitting or overfitting the data. Underfitting occurs when the model has not learned
enough from the training data. At the same time, overfitting occurs when the model has memorized the
training data and does not generalize well to new data.
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Table 6
Time and number of epochs for all models.

Model Number of Epochs  Time per Epoch (s)  Total Time (min)
AlexNet 109 5 9.08
CancerNet 67 6 6.70
DenseNet 66 11 12.10
EfficientNet 55 16 14.67
ExceptionNet 108 19 34.20
GoogleNet 51 36 30.60
InceptionNet 92 8 12.27
LeNet 72 5 6.00
MobileNet 40 35 23.33
NasNet 154 16 41.07
RegNet 47 14 10.97
ResNet 47 7 5.48
SuffleNet 41 6 410
SqueexNet 52 5 4.33
VggNet 61 5 5.08
ZFNet 89 12 17.80

The number of epochs used during training can have a significant impact on the computational
resources and cost required for the task. Running more epochs can improve model performance but also
increase computational time and resource requirements. On the other hand, using fewer epochs may save
computational resources and time, but it can also result in an underfit or poorly performing model. The
trade-off between the number of epochs used and the performance of the model must be carefully
considered to balance the need for accuracy and computational efficiency. In some cases, it may be
possible to use techniques like early stopping, where the training process is stopped before the model
begins to overfit, to reduce the number of epochs required while still achieving high accuracy. Decision-
makers can use this information to compare the costs and benefits of different machine-learning models
with varying numbers of epochs. They can evaluate the trade-offs between the model performance and
the required resources and cost, and select the model that best fits their needs and constraints.

Steel surface defect detection plays a crucial role in achieving a Lean in metal production. Lean metal
production aims to minimize waste, reduce costs, and maximize efficiency in the manufacturing process.
Detecting surface defects early in the production process enables corrective action to be taken promptly,
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thereby reducing waste and improving efficiency. In addition, by using computer-based vision techniques,
defects can be detected with high accuracy, reducing the need for manual inspection, which can be time-
consuming and prone to errors. This increases productivity and reduces costs, contributing to a Lean
production process. Moreover, early detection of surface defects helps prevent defects from propagating
further down the supply-chain line, reducing the risk of producing defective products. This reduces the
need for returns and recalls, further contributing to cost savings and improving overall efficiency. With a
more efficient and effective defect detection system, manufacturers can also optimize their quality
control processes, reduce variability in production, and ultimately improve customer satisfaction.
Additionally, a Lean approach to metal production can involve continuous improvement efforts that rely
on data-driven decision-making, which is enabled by defect detection technologies to observe patterns
and frequency in production defects and can lead to further improvements in production efficiency and
quality. In summary, computer-based vision inspection for metal surface defects is a critical component
of a Lean system in metal production. Detecting defects early and accurately leads to reduced waste,
increased efficiency, and cost savings.

5.1 Limitations

While computer-based vision techniques have shown promising results in detecting and classifying steel
surface defects, their use has several limitations. One major limitation is the requirement for large
amounts of annotated data to train the models, which can be time-consuming and costly. Additionally,
there may be variations in lighting, angle, and surface texture that can affect the accuracy of the models.
Moreover, computer-based vision models may struggle to detect subtle defects that are not easily
distinguishable from the background or noise. The models may also be affected by overlapping or
complex defects that are difficult to separate and classify. Furthermore, the performance of these models
may depend on the quality and resolution of the images used for training and testing. In some cases, the
models may not generalize well to new images not included in the training dataset, leading to reduced
accuracy and reliability. Also, implementing and maintaining computer-based vision systems can be
costly and require specialized hardware and software, which may be a barrier to adoption for some
industries. Finally, an existing model can tailor to a particular material or defect. So sometimes, these
approaches are not versatile enough to be applied to various types of defects in different materials. As a
result, investigating the detection and classification of surface defects could be an important target for
steel producers.

6. Conclusion

This paper presents a comprehensive study of CNN-based deep learning image algorithms in detecting
multi-class surface defects on steel. Overall, our findings demonstrate the effectiveness of CNN-based
models in accurately detecting and classifying surface defects on steel, with RegNet performing the best
in terms of all utilized performance measurement metrics. These results have important implications for
developing automated systems for surface defect detection in industrial settings. In addition, image

classification algorithms can contribute to Lean metal production by identifying defects or anomalies in
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the manufacturing process, which can be used to reduce waste and increase efficiency. Overall, image
classification algorithms can help streamline manufacturing, reduce waste, and improve product quality
in Lean metal production.
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Figure 1

Examples of steel surface defects, left to right, Cr, GG, In, Pa, PS, RD, RS, Sc, and Sp
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Figure 2

Metal surface computer based-vision inspection framework.
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Figure 4

CNN core model.
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Confusion matrix generated for MobileNet.
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