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Although the importance of temperature control in nonequilibrium molecular dynamics simulations

is widely accepted, the consequences of the thermostatting approach in the case of strongly confined

fluids are underappreciated. We show the strong influence of the thermostatting method on the water

transport in carbon nanotubes (CNTs) by considering simulations in which the system temperature is

controlled via the walls or via the fluid. Streaming velocities and mass flow rates are found to depend

on the tube flexibility and on the thermostatting algorithm, with flow rates up to 20% larger when the

walls are flexible. The larger flow rates in flexible CNTs are explained by a lower friction coefficient

between water and the wall. Despite the lower friction, a larger solid-fluid interaction energy is found

for flexible CNTs than for rigid ones. Furthermore, a comparison of thermostat schemes has shown that

the Berendsen and Nosé-Hoover thermostats result in very similar transport rates, while lower flow

rates are found under the influence of the Langevin thermostat. These findings illustrate the significant

influence of the thermostatting methods on the simulated confined fluid transport. Published by AIP

Publishing. [http://dx.doi.org/10.1063/1.4985252]

I. INTRODUCTION

The rapidly growing area of nanotechnology has led to

numerous studies of fluid transport in nanoconfinement.1,2

Fluid properties near an interface are known to locally devi-

ate from the bulk behavior, and classical hydrodynamic theory

may not accurately model the flow through nanochannels.3

Molecular dynamics (MD) simulations have proved to be a

powerful tool for studying locally varying fluid properties,

owing to the accurate control of conditions and a high spatial

and temporal resolution, beyond what is typically obtainable in

laboratory experiments. Flow experiments can be realistically

mimicked in nonequilibrium molecular dynamics (NEMD)

simulations by subjecting the fluid to an external driving force,

such as a pressure gradient, a gravity force, or an electric field.

The resulting flow leads to the generation of heat, caused by

solid-fluid friction and fluid shear. In order to maintain a con-

stant temperature, this heat needs to be extracted from the sim-

ulation system at the rate at which it is created. The system, or

at least a part of it, thus needs to be coupled to a virtual heat bath

with large heat capacity. While it would in many cases be most

natural to remove the excess heat via the channel walls, the

motion of wall atoms is suppressed in the majority of confined-

fluid simulations, while applying a thermostat to the fluid4–13

or to a subset thereof.14,15 This simplification is motivated

by a considerably lower computational cost since computing

a)
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the wall-wall interactions is not needed when the wall is kept

rigid.

Despite the obvious advantage of keeping the wall atoms

rigid, the isothermal flow condition typically imposed on the

fluid in a rigid confinement is unrealistic, as the fluid is

assumed to have infinite thermal conductivity for the contin-

uous removal of the generated heat. In fact, the unrealistic

behavior was observed in boundary-driven flow simulations

with thermostatted fluids, while simulations with thermostat-

ted walls produced a behavior close to that observed in shear-

flow experiments.16 A study on polymer melts sheared by

Lennard-Jones walls found that the slip length increased with

the shear rate when the walls were kept rigid, while the slip

length was independent of the shear rate for flexible walls.17

Bernardi et al.18 observed significant differences in temper-

ature, density, velocity, and stress profiles between the two

thermostatting approaches (i.e., flexible or rigid walls) and

advocated thermostatting walls and caution in interpreting the

slip obtained from NEMD simulations. Yong and Zhang19 sim-

ulated the Couette flow of a Lennard-Jones fluid by thermostat-

ting only the fluid, only the walls, or both, and they compared

different thermostatting algorithms. At low shear rates, the

transport properties were independent of the thermostat algo-

rithm and approach, while significant changes were observed

at large shear rates. The effect of the thermostat approach

has also been investigated for the flow through cylindrical

pores. For example, a study on the methane flow in carbon

nanotubes (CNTs) reported a 20% faster flow rate when the

CNT was thermostatted as opposed to the fluid.20 Thomas and

Corry21 observed that the water flow in CNTs, with water and
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CNT both being thermostatted, depends on which thermostat is

used.

Numerous studies have focused on the transport of water

through CNTs, a system that is particularly interesting for its

extremely high flow rates. However, in the majority of these

studies, the CNT atoms have been kept rigid, while thermostat-

ting water. As mentioned above, the popularity of this approach

is due to the lower computational cost. First, the many-body

potentials used for modeling carbon nanostructures are com-

putationally expensive. Second, the number of carbon atoms in

narrow tubes often exceeds the number of fluid atoms inside the

tube due to the dense honeycomb lattice. For the simulation

systems in the present study, single-walled CNTs of diame-

ters below 2.45 nm contain more carbon atoms than the water

molecules inside the tube. For example, a CNT of 1.36 nm

diameter (a typical pore diameter used for water desalina-

tion22) and 5 nm length contains 840 carbon atoms with only

342 fluid atoms (or 114 water molecules) in the tube. The third

reason why flexible walls can be more computationally expen-

sive is that the stiff bonds in flexible walls may require the use

of a smaller simulation time step. On the other hand, when

the fluid is thermostatted, the local streaming velocity typi-

cally needs to be calculated on the fly and subtracted from the

velocity of each atom (thus obtaining their fluctuation veloc-

ity) to modulate the kinetic temperature of the fluid. The need

for subtracting the streaming velocity can be avoided by ther-

mostatting the fluid in the direction perpendicular to the flow.

This approach is justified based on the assumption of equipar-

tition, which is technically valid only at equilibrium but is a

reasonable assumption close to equilibrium (i.e., in the linear

response regime). As the driving force increases, the difference

between the thermostatting approaches is expected to increase.

Alternatively, the ambiguity in thermostatting the flowing fluid

is completely avoided when the thermostat is applied to the

tube wall instead of the fluid, since the former has no streaming

motion to correct for. However, both of these thermostatting

approaches involve coupling the heat bath either to the wall or

to the fluid, which are both of direct relevance to the transport.

Ideally, the atoms that directly influence the transport process

of interest are not directly coupled to a heat bath. A distant

heat bath or multiscaling method can be employed, in which

the thermostat is applied far from the fluid flow domain.15 This

can be achieved by coupling the heat baths to small portions

of the fluid reservoirs connected at the ends of the nanochan-

nel. However, this method significantly increases the number

of atoms in the system and thus increases the computational

cost.

Use of the rigid-wall approach is typically justified on the

basis of static properties, such as density profiles, which are

often not very sensitive to the specifics of the thermostatting

approach, while its potentially large effect on dynamics is not

widely appreciated. The internal dynamics (wall-wall interac-

tions) of the wall at the fluid-solid interface influences the fluid

boundary slip. Furthermore, keeping the solid atoms fixed to

their lattice sites and directly thermostatting the fluid are not a

realistic situation as it does not allow the momentum exchange

between the fluid and wall. In fact, the different thermostatting

approaches were suggested to be partially responsible for the

large variation in the reported water flow rates and slip lengths

in CNTs.18,21,23–25 The large variation suggests that these prop-

erties may be very sensitive to the simulation details, making

it a suitable test case to study the influence of temperature con-

trol on nanoconfined fluid transport, with implications also for

other nonequilibrium systems.

In the following, we investigate the effect of tube flexi-

bility on the water flow in CNTs using NEMD simulations.

The influence of thermostat algorithms has also been stud-

ied by applying the commonly used Nosé-Hoover, Berendsen,

and Langevin thermostats to the CNTs or to the fluid while

keeping the wall atoms fixed. The thermostatting effects are

investigated by comparing the density and streaming velocity

profiles, mass flow rates, and water-CNT interaction energy

and friction.

II. METHODOLOGY

We simulated armchair CNTs of chiralities (n = m), n = 10,

12, 14, 16, 18, 20, 24, 28, 32, and 36, having diameters ranging

from 1.36 to 4.88 nm and length 5 nm. The nanotubes’ diam-

eter is measured from the average distance of carbon atoms

from the tube axis, without considering the van der Waals size

of the carbon atoms. To prepare the simulation systems, rigid

nanotubes were immersed in a large water bath allowing water

to fill the tubes at 300 K temperature and 1 atm pressure. After

the average density of water inside the tube remained roughly

constant, water outside the tube was removed and the tube

ends were connected to each other via the periodic boundary

conditions along the axial direction, making the tube effec-

tively of infinite length. The average water density inside the

tubes ranges from 820 to 942 kg/m3 [shown in Fig. 1(a)], in

agreement with the literature.23 These filled tubes were used

as a starting configuration for the flexible and rigid-wall sim-

ulations, so that both systems contain an equal amount of

water.

Simulations were performed in the NVT ensemble at

300 K temperature. In the case of a flexible wall, the ther-

mostat was applied to the CNT, whereas in the case of a rigid

wall, the thermostat was applied to the fluid. We also consider

the scenario of thermostatting the fluid only in flexible walls,

as it would allow us to clearly differentiate between the effect

of thermostatting and tube flexibility on the fluid flow. For

flexible walls, the net momentum of the CNT was set to zero

at each time step to avoid drifting of the CNT due to the force

imparted by water.

CNTs were modeled using the reactive empirical bond

order (REBO) potential,26 and the extended simple point

charge (SPC/E) model was used, whose transport properties

are close to experiments.27,28 The Lennard-Jones parameters

for fluid-wall interaction were taken from the work of Werder

et al.29 The van der Waals interactions were truncated at

1 nm distance, while the electrostatic interactions were han-

dled by the Wolf method,30 using a 1 nm cutoff and a damping

parameter of 2.25 nm☞1.

Poiseuille flow was generated by applying a gravity-like

acceleration in the range 0.5–10 × 1011 m/s2 to each water

molecule. This range was chosen such that the three small-

est flow velocities are at least an order of magnitude lower

than the thermal velocity (≈340 m/s) of the water molecules
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FIG. 1. (a) Average water density as a function of the tube diameter. (b) Density and (e) velocity profiles of water with position along the radial direction of the

tube for the flexible and rigid wall methods using the Nosé-Hoover thermostat. The diameter of rigid CNTs, 1.36, 2.72, and 4.88 nm, is indicated on the plots.

The fluid is subjected to an external acceleration of 4 × 1011 m/ s2. The dashed lines in (b) and open symbols in (e) are for the rigid walls, and the solid lines

in (b) and filled symbols in (e) are for the flexible walls. The wall positions for flexible and rigid walls are indicated with the solid and dashed vertical lines,

respectively. The spatial distribution of carbon atoms of flexible tubes are shown in (c), with the rigid wall position indicated by the vertical dashed lines. The

average values of RMSF of carbon atoms in the case of flexible walls are shown in (d).

at 300 K temperature. The average velocity is found to

increase linearly with acceleration in the range examined. This

suggests that the results can be extrapolated down to exper-

imentally accessible pressure gradients. The systems were

equilibrated for 20 ns long, and the equilibration is verified

by monitoring the streaming velocity profiles in time. At

each state point, 5 replica simulations with different initial

velocities were performed, each for 20 ns, for statistical anal-

ysis. The simulations are performed by using the LAMMPS

package.31

III. THERMOSTATTING ALGORITHMS

Thermostatting algorithms can be based on (i) extend-

ing the equations of motion, (ii) coupling the current system

temperature weakly or strongly to the target temperature, or

(iii) stochastically adjusting the fluctuation velocities of the

atoms. In this work, we compare the Nosé-Hoover32 (extended

system), Berendsen33 (weak coupling), and Langevin34

(stochastic) thermostats. These popular thermostats are briefly

introduced below, while a comprehensive discussion can be

found elsewhere.35,36

A. Nosé-Hoover thermostat

The Nosé-Hoover thermostat extends the equations of

motion with an additional degree of freedom, given by a ther-

mostat variable ζ acting on the fluctuation velocity 3̃, on which

the kinetic temperature depends. The evolution of this variable

is affected by the difference between the current and the target

temperature, while the value of ζ does not directly depend on

the current temperature. Consequently, the system tempera-

ture fluctuates about the target value with a coupling strength

depending on the mass of the “fictitious” heat bath, Q. The

extended equations of motion are given by

r̈i =
Fi(ri)

mi

− ζ 3̃i, 3̃i = 3i − u(ri), (1)

ζ̇ =
1

Q



N∑

i=1

mi 3̃i · 3̃i − (6N + 1)kBT


, (2)

for a system of N atoms i, with a mass m, a position r, a velocity

3, and a net force F acting on them. The fluctuation velocity is

calculated by subtracting the local streaming velocity u from

the atom velocity. In simulations, we have taken 1/Q to be

10 ps☞1.

B. Berendsen thermostat

The Berendsen thermostat rescales the fluctuation veloc-

ities based on the difference between the current kinetic

temperature T and the target temperature T0,

r̈i =
Fi(ri)

mi

−

dt

τ

[
T0

T
− 1

]
3̃i, (3)

where dt is the simulation time step and τ (≫dt) is the scaling

time of the thermostat which is chosen to be 0.1 ps. This algo-

rithm applies a weak scaling, since it merely directs the system

temperature in the right direction, while the target temperature

is not rigidly fixed as in a strong coupling scheme (e.g., the

Gaussian thermostat).

C. Langevin thermostat

The Langevin thermostat contributes frictional and ran-

dom forces to the system. Rather than only scaling the fluctua-

tion velocities by a temperature-dependent variable, the system

is subjected to friction and a stochastic contribution

r̈i =
Fi(ri)

mi

− γ3̃i +
Ri

mi

, (4)

where γ = 1/τd is the friction coefficient, which is the inverse

of the characteristic viscous damping time τd. The random

forces Ri form a Gaussian distribution with an average of

zero and a variance coupled to the friction coefficient via

σ2
= 2m ikBTγ/dt. We assign γ = 10 ps☞1 in our simulations.

IV. RESULTS AND DISCUSSION

A. Thermostatting approach

We first investigate the effect of the thermostatting

approach with a Nosé-Hoover thermostat coupled to the fluid

(rigid walls) or to the wall (fluid not thermostatted). The radial

water density profile is shown in Fig. 1(b). For the widest

tube of diameter 4.88 nm, the peak density near a rigid wall is

approximately 400 kg/m3 higher than that near a flexible wall.
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This difference decreases as the tube diameter decreases, while

the inhomogeneity and layering effect become stronger. The

distance between the density peak and the average wall posi-

tion is the same for both flexible and rigid walls. However,

the density peaks near the surface shift inwards for flexible

walls due to a small reduction in the average diameter of the

flexible tubes. The contraction in the tube diameter is evident

from Fig. 1(c), which shows the distance distribution of car-

bon atoms from the tube axis. The diameter of n = 10, 20,

and 36 chirality rigid tubes is 1.36, 2.72, and 4.88 nm, with

the average diameter of the corresponding flexible tubes 1.34,

2.67, and 4.80 nm, respectively. Hence, the diameter of the

largest tube is shrunk by 0.08 nm, and accordingly the water

density peak also shifts inwards by the same amount. The

root mean square fluctuation (RMSF) values for the flexible

tubes, shown in Fig. 1(d), are found to increase with increas-

ing the tube diameter, suggesting that the oscillations of car-

bon atoms increase with increasing the tube diameter. Hence,

the water density peak and its position in the flexible walls

become close to those in the rigid walls as the tube diameter is

decreased.

Figure 1(e) shows nearly plug-like streaming velocity

profiles with high slip velocities.37–40 The velocities in the

flexible tubes are significantly higher than those in the rigid

tubes, which can be due to several reasons as follows: (i) The

vibration of wall atoms about their lattice sites smoothens the

potential energy surface felt by the water molecules on the wall

surface. (ii) Fluid molecules can slip past the flexible wall more

favorably than past the rigid wall, since the flexible atoms can

move backward due to steric repulsion to facilitate the flow,

while the rigid wall atoms lead to specular reflection which

slows down the flow,18 as schematically depicted in Fig. 2.

(iii) Momentum transfer from the excited phonon modes of

the CNTs to the fluid has been suggested to contribute to the

larger flow rates of water in flexible CNTs.41

The average water velocity, under an external acceleration

of 4× 1011 m/ s2, is shown as a function of the tube diameter in

Fig. 3(a). The error bars denote the standard error, calculated

from 5 simulations with different random initial velocities.

The average velocity increases non-monotonically with the

tube diameter. The relative difference in the average velocity

(around 12%-20%) between the flexible and rigid wall meth-

ods is independent of the tube diameter as shown in the bottom

panel of Fig. 3(a).

The average velocity for the case of a flexible CNT with

only the fluid thermostatted (FT) is also shown in Fig. 3(a).

FIG. 2. Schematic depiction of a water molecule interacting with rigid (top)

and flexible (bottom) wall surfaces. The deflection of wall atoms in the flexible

wall may cause a reduction in solid-fluid friction and result in a faster fluid

flow.

Both the velocity and density (not shown here) are very close

to the case where the CNT is thermostatted. The maximum

difference in velocity between the aforementioned approaches

was found to be less than 5%. This indicates that wall flexibil-

ity enhances the flow velocity relative to rigid walls, regardless

of which part of the system is coupled to a thermostat. Since

thermostatting the fluid near flexible walls does not result in

different flow characteristics than thermostatting the walls,

the former possibility is discarded in the remainder of this

study since it is deemed a less physical scenario and not

computationally cheaper than the alternatives.

The effect of the external acceleration on the average fluid

velocity is shown for a 2.72 nm diameter tube in Fig. 3(b).

The flexible CNTs facilitate faster water transport than the

rigid tubes for each of the accelerations considered here. The

difference in velocity between the two thermostatting meth-

ods is again approximately 20%, independent of the driving

acceleration.

Slip length is often measured for water in CNTs, as it is

directly related to the flow enhancement (ǫ), which is defined

as the ratio of the measured (Qslip) to the expected flow rate

based on the Navier-Stokes equation with the no-slip bound-

ary condition (Qno-slip). Slip lengths are typically estimated

from nonequilibrium simulations by using the fluid strain rate

near the wall surface.42 However, this method yields unreliable

estimates for water in CNTs due to very small velocity gra-

dients combined with large slip velocity.43,44 Consequently,

we also cannot use such a method (fitting the velocity profiles

to a parabola) to calculate the flow enhancement. Instead, we

measure the flux by counting the number of water molecules

FIG. 3. (a) Average fluid velocity with a nanotube diam-

eter at an external acceleration 4 × 1011 m/ s2 for the

rigid and flexible wall methods. The average velocity data

in a flexible CNT with fluid thermostatted (FT) are also

shown. (b) Average fluid velocity with external accelera-

tion for tube diameter 2.72 nm. The error bars show the

standard error.
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FIG. 4. (a) The water flux and (b) flow enhancement

as a function of the nanotube diameter at an external

acceleration of 4 × 1011 m/ s2.

passing per unit time (N) and unit area, Fig. 4(a). The flow

enhancement (ǫ =Qslip/Qno-slip) is then measured by taking the

ratio of the measured volumetric flow rate, Qslip =NM/NAρ,

to the theoretical prediction assuming the no-slip boundary

condition, Qno-slip = πD
4aρ/128µ. Here, M is the molecular

weight, NA is the Avogadro number, ρ is the fluid density, a

is the external acceleration applied to the fluid, µ is the fluid

viscosity, and D is the tube diameter.

In accordance with the velocity profiles, the flow enhance-

ment in flexible tubes is up to 20% larger than that in rigid

tubes at all external accelerations considered, Fig. 4(b). As the

nanotube diameter increases from 1.36 to 4.88 nm, the flow

enhancement monotonically decreases from 800 to 200 for

the flexible nanotubes. The results of the widest tubes are in

excellent agreement with the results of Kannam et al.,24 while

a discrepancy arises for narrow tubes. This discrepancy has

two causes as follows: (1) As mentioned earlier, the average

water density inside our tubes depends on the tube diameter,

while Kannam et al. filled each nanotube with water at bulk

density. The influence of this methodological difference man-

ifests especially for narrow tubes. (2) Kannam et al. measured

the flow enhancement using the slip length predicted by using

the equilibrium MD method45,46 and shear viscosity of bulk

water.

The superfast flow of water in CNTs is attributed to the

low friction with the atomically smooth, hydrophobic graphitic

surfaces.6,8,47–49 The interfacial friction coefficient (λ) at a

fluid-solid interface can be calculated from the tangential force

(F) exerted by the fluid on the solid of surface area A and from

the slip velocity (vslip),6

λ =
F

A × vslip

. (5)

The fluid velocity near the wall is taken as the slip veloc-

ity. In Fig. 5(a), we show the tangential force against the slip

velocity, measured from simulations with different external

accelerations. Water exerts more force on the rigid CNTs than

on the flexible ones, since the movement of flexible wall atoms

softens the impact of water molecules, while rigid wall atoms

form an obstacle, as also depicted in Fig. 2. The data suggest

that we are in the linear regime, and thus the friction coefficient

is independent of the flow. The values of λ, measured using the

slope in Fig. 5(a) for a 2.72 nm diameter CNT, are 3150 and

3950 Ns/m3 for the flexible and rigid walls, respectively. This

result is comparable to the results of Falk et al.,6 who measured

∼4000 Ns/m3 for a rigid tube of a similar diameter. Given the

larger friction coefficient for rigid walls than for flexible ones,

it may be expected that the rigid walls are less hydrophobic

and that the solid-fluid interaction strength would be larger for

these systems. Conversely, the interaction energies per carbon

atom [Fig. 5(b)] indicate that water has a stronger interaction

with flexible tubes.

B. Thermostatting algorithms

We finally investigate the dependence of water trans-

port through CNTs on the thermostatting algorithm, compar-

ing the Nosé-Hoover, Berendsen, and Langevin thermostats.

Figure 6(a) shows the streaming velocity profiles for the three

thermostats, using both the rigid and flexible wall methods in

a 2.72 nm diameter CNT. Similar to the Nosé-Hoover ther-

mostat, the Berendsen and Langevin thermostats also result in

up to 20% higher velocities for the flexible wall systems than

for the rigid walls. All combinations of thermostats and ther-

mostatting methods show similar plug-like velocity profiles,

differing only in their magnitudes. Notably, the velocities are

lowest with the Langevin thermostat; the Langevin thermostat

applied to a flexible wall results in velocities even lower than

those in systems with Nosé-Hoover or Berendsen thermostats

using rigid walls. The other way around, the Nosé-Hoover

thermostat applied to flexible walls and the Langevin thermo-

stat applied to the fluid results in relative velocity differences

up to 50%. All the thermostats considered in our study are

widely used in molecular simulations, but they are not suit-

able to fully account for the system hydrodynamics, when

subjected to an external force.50,51 However, the drawback

FIG. 5. (a) The tangential force exerted on the nanotube

per unit area, against the slip velocity. The diameter of

the nanotube is 2.72 nm. The dashed lines denote a linear

fit. (b) Interaction CNT-water energy per carbon atom as

a function of tube diameter.
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FIG. 6. (a) Velocity and (b) density profiles as a function

of the radial position. The fluid is subjected to an exter-

nal acceleration of 4 × 1011 m/ s2 in a CNT of 2.72 nm

diameter. Data are shown for different thermostat algo-

rithms and thermostatting approaches. Open symbols and

dashed lines represent rigid tubes, while filled symbols

and solid lines correspond to flexible tubes.

FIG. 7. (a) Average flow velocities in CNTs of varying

diameter with Nosé-Hoover, Berendsen, and Langevin

thermostats. The fluid is subjected to an external acceler-

ation of 4 × 1011 m/ s2. (b) Average flow velocities in a

2.72 nm diameter CNT as a function of the external field

strength. Flexible and rigid tubes are indicated by solid

and dashed lines, respectively.

of the Langevin thermostat, in comparison to the Nosé-

Hoover and Berendsen thermostats, is that the frictional and

random forces of the Langevin thermostat can damp the sys-

tem dynamics, thus reducing the flow velocity in nonequi-

librium simulations. In fact, the forces exerted by fluid onto

the walls were highest in systems coupled to the Langevin

thermostat, i.e., the interfacial friction has been increased

considerably. The higher perturbations with the Langevin ther-

mostat can be controlled by lowering the friction parameter,

but it takes a long time to achieve thermal equilibrium.52

These data demonstrate that differences in temperature con-

trol methods can be partly responsible for the large variation

in flow rates reported in the simulation literature. In contrast

to velocity, the density profiles do not depend on the ther-

mostatting algorithm [Fig. 6(b)] but they do depend on the tube

flexibility.

Figure 7(a) shows the average velocities for the differ-

ent thermostatting algorithms, approaches, and CNT diame-

ters. The increase in velocity with the tube diameter that was

observed already for the Nosé-Hoover thermostat [Fig. 3(a)]

occurs similarly for the other thermostats. The relative differ-

ence in flow velocity between the thermostatting algorithms

and approaches is found to be independent of the external

acceleration, Fig. 7(b).

V. CONCLUSION

We have investigated the effect of the thermostatting

approach and algorithm on water flow in CNTs. In particu-

lar, we have compared simulations in which a thermostat was

applied to the confining wall atoms or to the fluid while keeping

wall atoms rigid. In another case, we thermostatted the fluid

with the walls being flexible but not thermostatted. We have

considered multiple thermostat algorithms, tube diameters,

and external acceleration strengths.

Considerably faster flow was observed for systems in

which the wall atoms are flexible. The flexibility of wall atoms

decreases the interfacial friction allowing for a faster fluid

flow. Despite the smaller friction, the flexible walls are less

hydrophobic as suggested by the stronger interaction energy

with the fluid.

This study has shown that not only the wall flexibility and

thermostatting approach but also the thermostat algorithm can

significantly influence the transport characteristics of water in

CNTs, with good agreement between the Nosé-Hoover and

Berendsen thermostats, while the Langevin thermostat results

in lower water flow rates. In fact, the average flow velocity

at a given tube diameter and driving acceleration could vary

up to 50%, depending on the wall flexibility, thermostatting

approach, and thermostatting algorithm.

The significant dependence of the velocity on the ther-

mostatting methods explains some of the large discrepancies

observed in the simulation literature, in which different meth-

ods are being used. Based on the data presented here, we

conclude that reducing the computational cost by keeping

wall atoms rigid is not a justified simplification if an accu-

rate representation of the fluid transport is intended. While the

transport in CNTs is particularly sensitive to the thermostatting

approach, significant differences due to temperature control

may also be expected in other systems.
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