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Abstract

Amorphous silica is an inorganic material that is central for many nanotechnology appplications,
such as nanoelectronics, microfluidics, and nanopore technology. In order to use molecular dynamics
(MD) simulations to study the behavior of biomolecules with silica, we developed a force field for
amorphous silica surfaces based on their macroscopic wetting properties that is compatible with the
CHARMM force field and TIP3P water model. The contact angle of a water droplet with silica served
as a criterion to tune the intermolecular interactions. The resulting force field was used to study the
permeation of water through silica nanopores, illustrating the influence of the surface topography
and the intermolecular parameters on permeation kinetics. We find that minute modeling of the
amorphous surface is critical for MD studies, since the particular arrangement of surface atoms
controls sensitively electrostatic interactions between silica and water.
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1 Introduction

Amorphous silica (SiO2) is an inorganic material commonly used in semiconductor circuits to
isolate different conducting regions. Due to its mechanical properties, high dielectric strength,
and selectivity for chemical modification, amorphous silica has become a key material in
microelectronics1 and chromatography.2 In recent years, the convergence of molecular
biology and nanotechnology has opened up opportunities for many applications that involve
macromolecules and silica, such as nanoelectronics,3 self-assembly of nanostructures, 4

microfluidics,5 and DNA microarray technology.6 An atomic level understanding of the
interactions between biomolecules and silica is now central for further development of
bionanotechnology applications. A combination of spectroscopic and molecular biology tools
allows one to infer such interactions in principle,7,8 but no experimental technique is yet
sensitive enough to resolve atomic-resolution dynamics at the amorphous interface. In addition,
solvent conditions such as pH and ionic strength affect the interplay of biomolecules with silica.
7,9,10,11 Molecular dynamics (MD) simulations can provide detailed interfacial properties
involving silica and physiological solutions. Such simulations have been used previously to
study systems composed of biomolecules and inorganic crystals12 and they can be tailored to
study non-crystalline inorganic systems.
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One of the most promising technologies that can benefit from molecular dynamics studies are
solid-state or synthetic nanopore sensors. Recent advances in silica nanotechnology13,14 have
been exploited to manufacture pores in thin synthetic membranes with subnanometer precision.
Immersed in an electrolytic solution and under the influence of an electric field, nanopores can
be deployed to filter and monitor translocation of DNA and other charged macromolecules. It
has been suggested that synthetic nanopores could be used to sequence DNA with single base
precision,15,16,17 leading eventually to a low cost DNA sequencing technology that would
have an enormous impact on life sciences and personal medicine.18,19 In the development of
synthetic nanopores, MD simulations have been already deployed to describe the translocation
of DNA molecules through Si3N4 nanopores, bringing about accurate quantitative predictions
in close agreement with experimental measurements.20,21,22 Furthermore, MD is being used
to aid the design of synthetic nanopores in a MOS capacitor membrane composed of silica,
silicon, and poly-silicon layers.23,24 Such nanopores are expected to increase the sensitivity
of the measurements to single-base resolution.

Until recently, atomic-scale simulations of inorganic and biomolecular materials, such as silica
and DNA, have mostly evolved independently from each other and the consolidation of
expertise from both areas demands now a great e ort. Key in modeling these hybrid systems
are the interactions between the solid surface, biopolymers, and water.25,26 These interactions
are defined through the potential energy function of the system, the force field, that returns, in
simulations, the interacting forces between atoms as a function of their atomic coordinates.

The atomic-scale topography of silica has an effect on the ionic environment and desolvation
properties of biopolymers; thus, a careful description of the solid-liquid interface is needed.
27,28 Amorphous silica has two types of exposed functional groups at the surface: silanols
(−SiOH) and siloxanes (−SiO−). Qualitatively, one can assign a hydrophilic characteristic to
a silanol group, since its hydroxyl group can hydrogen-bond with water and other molecules;
a siloxane group with its oxygen partially buried can be considered hydrophobic. Silanol and
siloxane groups shape the solvent accessible regions of the surface and define interactions of
silica with other molecules. As the surface concentration of silanols decreases, the area covered
by siloxanes increases and the silica surface becomes more hydrophobic. There is a clear
relationship between the concentration of hydrophilic/hydrophobic groups and the wetting
properties of the surface; the more hydrophobic the surface, the more water avoids contact,
forming isolated droplets instead of a continuous thin layer. Likewise, small organic molecules
that are capable of hydrogen bonding are easily adsorbed by a hydroxylated silica surface.29,
30

Due to the amorphous nature of silica, not all silanols are chemically equivalent. In fact, silanols
can be classified as single isolated silanols, that have no other silanol next to them, and viccinal
silanols, that can hydrogen-bond to neighboring silanols. An additional category is formed by
geminal silanols that have two hydroxyl groups joined to the same silicon atom. The pKa values
for isolated and viccinal silanols have been estimated as 4.9 and 8.5,31 respectively; however,
their relative concentrations depend on the thermal history of the sample. As a result,
amorphous silica has a heterogeneous surface with an overall negative charge that increases
with pH and ionic concentration of the solution.32,33

Since interactions with biomolecules in all present biotechnical applications of silica occur in
an aqueous environment, an empirical force field for silica should reproduce its surface wetting
properties. However, existing force fields for silica34,35,36,37 were parameterized to describe
primarily its bulk physical properties correctly, and then refined to reproduce the geometry of
the silica surface,38 but the force fields were not validated to describe interactions with
biopolymers in aqueous solution. Furthermore, the fuctional form for the potential energy in
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available force fields is not compatible with the water models used in biomolecular simulations,
i.e., TIP3P39 or SPC.40

Because of the lack of a suitable force field, silica potentials have been used beyond their
validated conditions to study the interactions of water,41,42,43 small organic molecules, 44

and ions45 with silica nanopores. Although those studies have captured different experimental
features of the confined nanopore environment, combining different silica force fields with the
same water model can produce completely different outcomes as illustrated rather dramatically
in Figure 1.

Another important aspect that needs to be taken into account is the heterogeneity of amorphous
surfaces. Garofalini et al. have studied the reconstruction of silica surfaces 46,47,48,49,50 and
several MD studies51,52 have shown that the particular arrangement of the exposed silica
atoms is crucial for understanding the surface properties. A recently published force field,53

describing the interactions between regular crystalline quartz and water using ab initio
calculations followed a procedure that has been extensively used to parameterize DNA and
proteins.54,55 However, most technical applications deal with amorphous silica in which
properties such as adsorption, pKa, charge density, and surface topography diverge from those
of ordered crystal of quartz. Moreover, crystalline quartz in solution develops a layer of
amorphous silica.27

In this paper we tackle the force field parameterization problem for silica using an approach
proposed by Werder et al.26 This approach selects force field parameters such that macroscopic
properties, namely the hydrophobicity of the surface, are reproduced well. For this purpose,
the contact angle of a water droplet on a silica surface, referred to as water contact angle (WCA),
is used to tune the intermolecular silica-water interactions. The resulting force field parameters
can then also be used to describe the interactions of silica with biological macromolecules.
Future work will explore how accurately such descriptions are. Below, we describe how to
build atomic-scale models of silica surfaces and silica pores using computational procedures
that mimic experimental annealing and reproduce structural features of amorphous silica with
great accuracy. We then select force field parameters to match the wetting characteristics of
silica as captured through the WCA. Finally, we investigate wetting of silica nanopores

Structures for silica surfaces and pores to perform MD simulations, along with a set of scripts
to add surface modifications will be made available upon request.

2 Methods

In this section, the force fields, assembled system, simulation conditions, and simulation
analysis tools are presented. To obtain amorphous silica structures, we employed the program
Cerius2 v. 4.956 from Accelrys; for silica-water dynamics we used the molecular dynamics
program NAMD 2.5;57 the simulation outcomes were analyzed through our own routines
programmed in MatLab v. 658 and in VMD.59

2.1 Force fields

The GLASSFF_2.01 and GLASSFF_1.01 force fields provided in Cerius2 were deployed to
produce amorphous silica surfaces and pores. The GLASSFF_2.01 force field includes two
contributions, a two-body and a three-body nonbonded potential:

(1)

Cruz-Chu et al. Page 3

J Phys Chem B. Author manuscript; available in PMC 2008 August 19.

N
IH

-P
A

 A
u
th

o
r M

a
n
u
s
c
rip

t
N

IH
-P

A
 A

u
th

o
r M

a
n
u
s
c
rip

t
N

IH
-P

A
 A

u
th

o
r M

a
n
u
s
c
rip

t



(2)

(3)

The two-body potential U2(i, j) is composed of a repulsive van der Waals (vdW) term and an
electrostatic Coulombic term screened with a complementary error function (erfc) that reduces
the interaction between the ionic charges Zi and Zj. e is the electron charge, rij is the distance
between atoms i and j, and Aij, βij, and ρ are adjustable parameters. The three-body potential
U3(i, j, k) introduces a directional contribution to induce a tetrahedral arrangement of the silica
glass. Here, we define h(rij, rik, ϕjik) through

(4)

This term produces an energy bias towards the angle ; the angle is determined by the atoms
j and k, with a vertex at i, only when the atoms j and k are within the radial distance . λi and
γi are adjustable parameters.47,60 The force field GLASSFF_1.01 is an earlier version of
GLASSFF_2.01 and includes only the two-body potential (Eq. 2). GLASSFF_1.01 has been
used below to obtain a hydrophobic silica surface (see subsection 3.1).

To parameterize a force field that can account for silica-water interactions and subsequently
also for silica-biopolymer interactions, we employed a potential energy function compatible
with the CHARMM force field. We began with previously existing parameters for silicon and
oxygen atoms and refined them to reproduce the interactions of silica with water. The functional
form used is:

(5)

The first two terms on the right hand side of Eq. 5 are harmonic potentials used to describe
bond stretching and bending:

(6)

(7)

Here the sums run over all bonds and bond angles; the parameters , , r0i, and θ0i

describe the equilibrium values of the degrees of freedom. The bonded interactions of silica
were taken from Hill et al.,35 but adjusted to fit Eq. 6 and Eq. 7.

The last two terms in Eq. 5 describe the vdW and electrostatic non-bonded interactions that
are the main focus of this work:

(8)

(9)
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The vdW interactions are represented through a Lennard-Jones 6−12 potential, with two

adjustable parameters: , the distance at which the energy between atoms i and j is minimal,
and εij, the well depth. In the case of the oxygen atom, vdW parameters were taken from the

CHARMM force field, assigning 3.5 Å to  and 0.15 kcal/mol to εO. For silicon,  was
set to 4.295 Å, corresponding to the silicon atomic radius.61,62 The value of εSi was estimated
from the wettability of silica (subsection 3.4). The electrostatic interactions were calculated
using Eq. 9, qi and qj being the partial atomic charges of atoms i and j, and ∊0 the vacuum
permittivity. The charges corresponding to silicon (qSi) and oxygen (qO) were tuned to
reproduce the silica wettability (subsection 3.4). We employed the TIP3P model of water, since
the CHARMM force field works best with this choice of model and its functional form
conforms to Eq. 5.

2.2 Building silica structures

The schematic procedure for building silica structures is shown in Figure 2. First, we build a
model of bulk amorphous silica. As described below, pieces of the bulk material were sliced
to create slabs of amorphous silica and to introduce pores. To maintain electroneutrality of the
systems, a few atoms were removed from the surfaces, enforcing a ratio of two oxygen atoms
per one silicon atom. Subsequently, the sliced systems were annealed. After annealing, the
silica atoms in the resulting structures were classified according to their connectivity. Two
atoms were considered covalently bonded if they had a separation distance of 2 Å or less.
Oxygens with two or more bonds and silicons with four or more bonds were classified as non-
dangling atom (non-DA) type. Oxygens with less than two bonds and silicons with less than
four bonds were classified as dangling oxygen (DO) type and dangling silicon (DSi) type,
respectively, or just as dangling atom (DA) type. These classifications were used extensively
in the analysis of material properties.

To generate silica slabs and silica pores we used the Minimizer and Dynamics modules of
Cerius2 4.9.56 Simulations were performed using an integration time step of 1 fs and assuming
periodic boundary conditions as well as an NVT ensemble (unless stated otherwise).
Temperature and pressure were controlled using a Nosé-Hoover thermostat. To permit full
electrostatic calculations via PME summation, the systems were made periodic in all directions
with the elementary cell extended in the Z- direction to accommodate empty space above (and
by virtue of periodicity also below) the silica surfaces.63 All silica systems were minimized
using the ”Smart Minimizer” procedure provided with the Minimizer module of Cerius2 4.9,
which employs a Steepest Descent minimization method at the beginning of the calculation,
followed by a Quasi-Newton and a Truncated Newton minimization method at the end of the
run, until convergece criteria are satisfied.

To create bulk amorphous silica, we replicated a low-crystoballite unit cell 11×11×8 times,
filling a 57 Å×57 Å×57 Å box and yielding a system of 11,616 atoms. This step was followed
by the annealing cycle 2-VIII proposed by Huff et al.,64 that employed the silica force field
GLASSFF_2.01. The final amorphous system had a periodicity of 57.3 Å×57.3 Å×58.2 Å. The
connectivity was calculated for each atom using a cut-off radius of 2 Å. 99.51% of the oxygens
were bi-coordinated and 97.22% silicons were four-coordinated, which is in good agreement
with Huff et al.'s results.

In order to furnish different silica surfaces, a slab of 20 Å height comprising 3,981 atoms was
cut from the 3D periodic bulk silica and annealed using the GLASSFF_2.01 force field and
different heating and cooling rates. The GLASSFF_1.01 was employed to produce a surface
with very few DAs. For all annealing cycles, atoms 4 Å from the bottom in the Z-direction were
fixed47 and the periodicity of the original bulk cell was kept constant, which created a 30 Å
slab of vacuum above the silica surface. Table 1 defines the seven surfaces produced and lists
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the respective concentration of DAs, DOs, and DSis. We will refer to these surfaces as annealed
surfaces.

Once the annealed surfaces were obtained, they were replicated 2 × 2 times in the X- and Y-
directions and used as templates to build silica slabs with four extra surface modifications, that
we will refer to as surfaces of type I, II, III, and IV. All silica surfaces are illustrated in Figure
3. Figure 3a shows the annealed surface, with DOs and DSis present at the surface. Figure 3b
shows the surface of type I; in this case all DSis were capped with oxygens producing a surface
with DOs, but no DSis. Figure 3c shows the surface of type II, DAs were converted to silanol
groups by adding hydrogens to DOs and hydroxyl groups to DSis.

For annealed surfaces and surfaces of type I and II, the number of DAs and, consequently, the
number of surface modifications, is determined by the annealing cycles. In order to have control
of the silanol concentration, silanols were also generated by randomly breaking siloxane bonds
(−SiO−) starting with a surface with very few DAs (cf. surface Surf_2b in Table 1). Figure 3d
shows the surface of type III; in this case each broken −SiO− bond that produces a pair of
DAs was converted to silanol groups by adding a hydrogen to the DO and a hydroxyl group to
the DSi. Figure 3e shows the surface of type IV, created in the same way as the surface of type
III, but with one silanol of each pair of viccinal groups being deprotonated; a harmonic bond
between hydrogen and oxygen was enforced to mimic a hydrogen bond (green dashed line, see
below).

To produce silica pores, atoms were removed from the center of the SiO2 amorphous cube,
creating a cylindrically shaped channel of 10 Å radius with the symmetry axis parallel to the
Z-axis. This resulted in a system of typically 10,500 atoms. Two different annealing cycles
were performed using the GLASSFF_2.01 force field. A third simulation was performed using
the GLASSFF_1.01 force field to prepare a pore with very few DAs. For all silica pore
annealings, neither fixed atoms nor harmonic restraint forces were applied and the periodicity
along the Z-axis was increased to 116.3 Å in order to provide 59 Å of empty space above the
surface. Table 1 summarizes the pores obtained and their respective concentration of DOs,
DSis, and DAs at the surface. We will refer to the systems below as annealed pores.

2.3 Silica-water systems

To simulate silica-water systems we employed the molecular dynamics program NAMD 2.5.
57 Cylindrical and rectangular volumes of water were generated from a pre-equilibrated water
box using the solvate plugin of VMD.59 The silica structures were maintained rigid by fixing
or restraining atomic coordinates to their original positions (see below), while water molecules
were allowed to move freely. All simulations involving silica-water systems were carried out
using a CHARMM compatible form of the potential energy function (Eq. 5). Simulations were
performed with an integration time step of 1 fs and periodic boundary conditions at 300 K.
vdW interactions were calculated with a cutoff of 12 Å (switching function starting at 10 Å)
and the long-range electrostatic forces were calculated using the PME summation method. A
multiple time stepping algorithm65,66 was employed to compute interactions involving
covalent bonds every time step, short-range non-bonded interactions every two time steps, and
long-range electrostatic forces every four time steps. A Langevin thermostat was used to
maintain a constant temperature in the NVT ensemble simulations. Simulations in the NpT
ensemble were performed using a hybrid Nosé-Hoover Langevin piston.67 The simulation
conditions adopted and the underlying algorithms have been summarized recently in a review
describing the program NAMD.57

To simulate the WCA of silica, a water disc with a radius and height of 30 Å composed of 1981
molecules, was placed on top of each surface. All systems were minimized for 1000 steps of
1 fs using the conjugate gradient method and then equilibrated for 2 ns in the NVT ensemble.
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The elementary cell extension of the systems was 114.6 Å×114.6 Å×158.1 Å. To keep the
amorphous slab rigid, the silica atoms were either fixed or restrained to their original position
by applying a harmonic force with a force constant of 1 kcal/mol/Å2. Table 2 and 3 summarize
the parameters used for the various silica slabs and specify which atoms were either fixed or
restrained.

In the case of surfaces of type III and IV, oxygen atoms directly connected to silanols were
allowed to move while the rest of the silica was restrained. Such relaxation was required for
the following reasons: The silanols were generated by breaking bonds and adding hydroxyl
groups; however, the latter gave rise to strong repulsive forces that relaxed only when the first
layer of atoms connected to the silanol groups were free to rearrange.

In order to evaluate the electrostatic effect of silanols on wetting, the respective charges were
divided according to the scheme (see Figure 4):

(10)

where qtotal is the total charge of each pair of silanol groups and its neighboring oxygens,
qneigh_O is the half of the charge corresponding to six oxygens, and qviccinal is the charge of
each pair of viccinal silanols. The initial charges for the silanol hydroxyl group were taken
from the serine hydroxyl group of the CHARMM force field.55 Subsequently, qtotal was
changed from 0 to −1 |e| in decrements of 0.25 |e| according to Eq. 10 and the resulting charge
was evenly distributed over the silanol atoms included in qviccinal.

To perform MD simulations with full electrostatics under periodic boundary conditions, the
total charge of the system has to be zero. However, when adding modifications to annealed
surfaces, different proportions of atoms are added, resulting in a total charge not equal to zero.
Electroneutrality was recovered by scaling down the charge for all silica atoms below the
modifications.21 For all charges modified, the adjustment was less than 0.5% of the initial
charge value.

To study the permeation of silica nanopores, two identical cubic water boxes of 185.2 nm3

volume, each containing 6,062 water molecules, were placed above and below the annealed
pores. The resulting systems were minimized for 400 steps of 1 fs using the conjugate gradient
method and then equilibrated in a 1 ns MD simulation. In case of NVT ensemble simulations,
the silica pores were fixed geometrically, whereas in case of NpT ensemble simulations, the
silica atoms were restrained by applying a harmonic force with a spring constant of 5 kcal/mol/
Å2. For these simulations we used the force field parameters determined from the simulations
of a water droplet on annealed silica slabs (see subsection 3.4 and Table 4).

2.4 Analysis

The calculation of the water contact angle68 is schematically presented in Figure 5. The density
profile was computed using horizontal layers of 3 Å height. Each layer was displaced by 0.5
Å in the Z-direction, starting from the base and ending at the top of the droplet. Within each
layer, the radial density was calculated using circular bins of 3 Å thickness, that were concentric
around the center of mass of the droplet; for each bin, the inner boundary was displaced by 0.5
Å along the horizontal axis until 20 bins with zero density were reached. To find the droplet
boundary, each layer was fitted to the function

(11)

which represents the decrease of the radial density. Here ρ(x) is the radial density, a and b are
proportional to the bulk liquid density and the thickness of the interface, respectively, and x0
is the layer boundary. The layer boundary x0 resulting from matching Eq. 11 to the radial
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density was fitted to a circular segment, the boundary within 5 Å from the bottom being
excluded. Fittings and contour plots were done using the fit command and cubic interpolation
provided by MatLab v. 6.58 The WCA was averaged over the last 0.2 ns for each MD simulation
(see Figure 6). A few water molecules eventually evaporated physically from the droplet; water
molecules 7 Å away from the droplet were not taken into account.

3 Results and Discussion

In the following we report and discuss the results of our simulations. First, we describe the
surface topography and how it is affected by the force fields and annealing cycles used. Second,
we discuss the choice of system size and describe how the intermolecular parameters affect
wetting of silica surfaces. Third, we present the determination of force field parameters optimal
for describing wetting of silica surfaces. Finally, we illustrate the application of the new surface
topography method and force field for the case of water permeation through silica nanopores.

3.1 Preparation of annealed surfaces

Table 1 summarizes the annealed surfaces obtained and their respective concentration of DOs,
DSis, and DAs. Higher temperature and longer annealing using the GLASSFF_2.01 force field
reduces the number of DAs, but not to the extent su cient to obtain a silica surface with no
DAs.

In order to obtain a silica surface with very few DAs, i.e. a minimum DA concentration, we
employed the force field GLASSFF_1.01. Bakaev et al. were able to obtain hydrophobic silica
surfaces with few DAs using non-linear annealing schemes.51,63 In their original study,
Bakaev employed an ionic pair potential (Eq. 2) with an additional dispersive term.34 Due to
the directionality added by the three-body potential in GLASSFF _2.01, DAs at the surface can
easily be trapped into local minima corresponding to the tetahedral configuration. The
advantage of GLASSFF _1.01 is that it takes only two-body interactions into account and
allows enough distortion of the tetrahedral arrangement to obtain a surface of silica without
DA.

The maximun DA concentration for an amorphous planar surface is 4.6 nm−2.28 However, our
annealing procedure did not result in a surface with a DA concentration higher than 2.9
nm−2. A single minimization with either the GLASSFF _1.01 or the glassff 2.01 force field
decreases the DA concentration to 1.1 and 2.7 nm−2, respectively. Even annealing with low
temperatures and fixing 75% of the slab (cf. Table 1, SURF_3d4 and SURF_3d5) did not result
in a higher DA concentration. We note that a DA concentration of 2.9 nm−2 is close to the
highest concentration of silanols (2.7 nm−2) for silica surfaces produced under high vacuum,
69 where the silanol formation is reduced due to the anhydrous conditions. It would be
interesting to investigate if a higher DA concentration can be obtained using a more advanced
oxide glass force field.70

The annealed surfaces introduced in subsection 2.2 (cf. Table 1) provided DA concentration in
a range between 0.092 and 2.832 nm−2 and were employed to simulate water-silica systems.
The annealed surfaces modified into types I-IV (see subsection 2.2) were also employed this
way. First, water discs were placed on top of the silica surfaces. Then, the resulting systems
were employed to parameterize the intermolecular interactions using a CHARMM compatible
silica force field. The results of our simulations are described in the next sections.

3.2 Influence of droplet size on water contact angle

In using the WCA as a selection criterion of force field parameters, the question arises if
simulated WCAs may depend on the size of droplets considered such that results may be biased.
To determine the effect of the nanometer size of the water droplet on the WCA, we followed
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a procedure employed by Werder et al.26 which is briefly described below. For a macroscopic
droplet, the contact angle at equilibrium with an inert solid surface is determined by Young's
equation, i.e., by:

(12)

where θ∞ is the macroscopic WCA and γLV, γSV, γSL are the surface tensions at the liquid-vapor,
solid-vapor, solid-liquid interfaces, respectively. To describe a microscopic droplet, a free
energy correction to Eq. 12 needs to be taken into account. Macroscopic and microscopic
contact angles can be correlated to each other using a modification of Young's equation71

(13)

(14)

where θ is the microscopic WCA, τ is the line tension, γLV is the surface tension at the liquid-
vapor interface, and rB is the radius of the base of the droplet.

Using Eq. 14, the variation of the WCA with droplet size can be determined by plotting cos
θ as a function of 1/rB. The plot has a slope proportional to τ, the sign of τ indicating if the
WCA either increases or decreases with decreasing droplet size. Experimentally, the sign of
τ is difficult to determine; its magnitude has been estimated to lie between 1 × 10−12 and 1 ×
10−10 J m−1,72 which is at the limit of experimental resolution. MD simulations using argon
droplets on ideal smooth surfaces have shown that τ can be positive, negative, or even close to
zero, depending on the magnitude of the intermolecular interactions between liquid and solid.
73

To calculate the slope τ/γLV in Eq. 14, we used the surface SURF_2b (cf. Table 1) with the
lowest solvent accessible area and a minimum effect of surface roughness. In addition to our
system of 1981 water molecules, two further systems were built: a smaller one with a water
disc of height and radius of 22 Å (1039 water molecules) and a larger one with a water disc of
height and radius of 35 Å (4059 water molecules). In the latter system, the annealed surface
was replicated 4 × 4 times in the X- and Y-directions and the periodicity was set to 229.2
Å×229.2 Å×229.2 Å; the systems were simulated for 2 ns and 5 ns, respectively, under the
conditions described in Table 2. The slope τ/γLV showed no clear correlation with droplet size,
suggesting either negligible or small negative values, probably due to the influence of surface
roughness.74 We decided then to parameterize our force field using a droplet consisting of
1981 water molecules and assuming the WCA to be independent of droplet size. A more
detailed investigation of the relationship between WCA and surface roughness using different
droplet sizes is beyond the scope of this study.

3.3 Dangling atoms enhance electrostatic silica-water interactions

After the annealed surfaces were obtained and the size of the water-silica system specified, we
proceeded to investigate how the force field parameters affect the wettability of different silica
surfaces. Figure 6 shows the time dependence during a 2 ns MD simulation of the WCA for a
droplet of 1981 water molecules resting on an annealed silica surface. A similar time
dependence was seen for all annealed surfaces, showing an initial decrease within the first 1
ns, followed by an equilibrium state over the next 1 ns. Some of the systems were simulated
for 4 ns, confirming that the systems reached equilibrium within the first 2 ns.

Figure 7 shows the dependence of the WCA on the silica intermolecular parameters for three
silica surfaces: two annealed surfaces with DA concentrations of 0.092 and 2.093 nm−2 and a
surface corresponding to a “raw cut” of bulk amorphous silica without any minimization or
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annealing applied, with a DA concentration of 5.817 nm−2. The parameter for the silicon well-
depth (εSi) was varied from 0.06 to 0.4 kcal/mol while the oxygen and silicon charges were
changed simultaneously, keeping their ratio constant, namely at a value of −1:2 (cf. Section
2). The WCA determined for the surface with the lowest DA concentration (Figure 7a) is seen
to depend only on the magnitude of the vdW interaction and is insensitive to the partial charges
of silicon and oxygen atoms. For a non-zero DA concentration, the partial charges can influence
the WCA. Figure 7b shows a surface with a DA concentration of 2.093 nm−2; in this case, the
WCA indeed is seen to depend to the same extent on vdW and electrostatic interactions, an
increment in the magnitude of either of these interactions reducing the WCA. Figure 7c shows
a surface with the highest DA concentration, corresponding to a “raw cut” of bulk amorphous
silica; in this case the effect of the electrostatic interactions dominate.

The results described are consistent with previous MD studies51,52 which showed that DAs
at the surface, like DOs and DSis, are very hydrophilic. The low affinity of bi-coordinated
oxygens (non-DAs) towards water has also been confirmed by experiments. 75 Fully
coordinated atoms are partially buried at the surface; hence, their electrostatic contribution is
effectively screened by their neighbors. Conversely, DAs are more exposed and the charges of
qO and qSi produce oriented dipoles that act as adsorption sites for water.

3.4 Parameterization of intermolecular interactions

The main goal of the present study is to optimize force field parameters for the interactions of
silica and water. For this purpose, the WCA was chosen as a selection criterion for optimization.
Annealed surfaces were used as starting points to model the wetting properties of silica.

The first step in judging modeled wetting properties of silica is to establish the experimental
observable that will serve as the criterion for optimality, namely the observed WCA. In the
case of amorphous silica, the observed WCA can assume a range of values, depending on the
concentration of silanol groups at the silica surface. Lamb et al.77 have established a heuristic
relationship between WCA and the area fraction, aSiOH, of silanols in polished silica plates:

(15)

Here aSiOH is the number of silanols per nm2 divided by 4.6 nm−2 (the latter being the maximun
silanol surface density).28 From Eq. 15, a completely dehydroxylated silica surface without
any silanols (aSiOH=0) would exhibit a WCA of 42 °, whereas a fully hydroxylated surface
(aSiOH=1) is completely hydrophilic and has a WCA of zero. In the following we will employ
Eq. 15 as a reference for experimentally observed WCAs for silica surfaces with different
silanol concentrations. Comparison of the results of Eq. 15 with the results from simulations
will permit us to select optimal force field parameters.

For the annealed surfaces defined in the section 2.2, we have varied the force field parameters
to find the values that reproduce the WCA. In case of these surfaces, two parameters are
unknown and, hence, can be varied: εSi and one of the partial atomic charges, either qSi or
qO (cf. subsection 2.3 and Table 2). We started by considering first a surface with very few
DAs and, hence, aSiOH=0 (surface SURF_2b in Table 1). Figure 7a shows such a surface (that
is similar to a completely dehydroxylated silica surface) and the εSi- and qSi- dependence of
the associated WCA. As can be seen, the WCA is independent of qSi (or qO) and depends only
on εSi; therefore, we obtained the optimal value for one of the two parameters, namely εSi. In
fact, an εSi value of 0.3 kcal/mol reproduces the WCA of about 42° suggested by Eq. 15.

The next step is to parameterize the partial atomic charges qSi and qO. Figures 7b and 7c show
that, as the DA concentration increases, the effect of qSi and qO on wetting also increases.
Therefore, a straightforward strategy consisted in choosing a range of surfaces with different
DA concentrations, and use them to find parameters for the partial atomic charges that match
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Eq. 15. We used for this purposes the surfaces with DA concentrations of 0.831 nm−2, 2.093
nm−2, and 2.216 nm−2, permitting us to calibrate the charges qO and qSi with all vdW parameters
fixed (cf. Section 2).

Figure 8a depicts the dependence of the WCA (color-coded) on the DA concentration (lower
X-axis) and silica charges (Y-axis). We assumed that DAs control the adsorption properties of
silanols. Even though those surfaces did not have explicit silanols, exposed DOs and DSis
mimic the behavior of silanols in the sense that they act as adsorption centers of diverse
intensity76 with different affinities towards water,51,52, representing realistic amorphous
silica where silanols also have different adsorption properties due to the heterogeneity of the
silica surface. Our results show that an increment in either the charges or the DA concentration
decreases the WCA. One can recognize from Fig. 8a that point charges qSi = 1.0 |e| and qO =
−0.5 |e| (white line) reproduce closely the experimentally observed WCAs as described by Eq.
15.

The method we employed for determining partial atomic charge deviates from the standard ab
initio methods. Ab initio procedures estimate the point charges by fitting the electrostatic
potential of small model fragments. However, amorphous materials are fairly heterogeneous.
Clearly, one will have to define several types of O and Si atoms based on their local
environment, the bonding structure, or both. Our approach provides a straighforward method
for calculating single set of charges that reproduce the surface hydrophobicity.

For surfaces of type I (cf. Figure 3b) we had to match the WCA by varying only qDO, the charge
of DOs, that was assumed to be different from the charge of oxygen in the bulk. Figure 8b
present the relevant results. The parameters assumed for the bulk atoms are given in Table 2.
The WCA shows a clear dependence on the DO concentration. However, the effect of qDO is
not straightforward. As qDO becomes more negative, the WCA shows an initial increase; at a
qDO value around −0.3 |e| there is a change in behavior and the WCA starts to decrease
continuously. One can recognize from Figure 8b that the experimental wettability described
by Eq. 15 can be reproduced for two values of qDO, namely −0.044 |e| and −0.423 |e|.

We suggest that the initial increase in the hydrophobicity of surfaces of type I with decreasing
qDO is due to a change in direction of the oriented dipole moment of the exposed SiO4
tetrahedras which contain DOs. For a perfect SiO4 tetrahedron with vanishing dipole moment,
each oxygen atom contributes a charge of −qSi/4. In the case of surfaces of type I, we assigned
a charge of qSi = 0.9 |e|. Assuming a tetrahedron with perfect symmetry, a value of qDO =
−0.225 |e| cancels out the dipole moment. Any value of qDO different from −0.225 |e| produces
a non-vanishing dipole moment; for qDO <−0.225 |e| the direction of the dipole is to the exterior
of the surface, for qDO >−0.225 |e| to the interior. In Figure 8b, the change in the wetting
behavior occurs around qDO = −0.3 |e|. The difference to the estimated value of −0.225 |e|
should be due to distortions of the tetrahedron as well as due to the amorphous topography.
The wetting properties of a surface are strongly dependent on the dipole moment at the solid
surface.78,79 Furthermore, Bakaev et.al51 have shown that dipoles originating from surface
defects, such as DOs, produce strong hydrophobic sites. Thus, it is likely that the switch in the
wetting behavior observed around qDO=−0.3 |e| is due to a change in the dipole moment.

Up to this point, the WCA was found to be reproducible for non-hydroxylated surfaces: the
annealed surfaces and surfaces of type I. The next logical step was to consider silica surfaces
of type II, III and IV (cf. Figure 3c-e), which have hydroxyl groups and offer an opportunity
to parameterize the silanol groups. For all parameter combinations tested (cf. Table 3), the
silanol group acted as a strong hydrophilic center and produced a WCA value of 0 °. Complete
wetting (θ = 0) was observed even for a silanol concentration as small as 1 nm−2, which proves
that the heterogeneity of the surface was lost. Figure 9 illustrates wetting for one of those cases,
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a surface of type IV decorated with deprotonated viccinal silanols, with qtotal = 0 (cf. subsection
2.3 and Figure 4). We conclude that reproducing correct WCAs yields readily parameters
characterizing the surface hydrophobicity, but the approach is not suitable to parameterize
uniquely the silanol group; instead a broad range of silanol group parameters yields the same
hydrophilic surface property.

Judging by agreement of the measured WCAs with Eq. 15, the best surface models are given
in Table 4. The wetting properties of silica can be reproduced using annealed surfaces and
surfaces of type I. In the latter case, two sets of parameters reproduce wetting, likely due to a
change on the surface dipole when changing the charge qDO. Parameterization of silanol groups
requires a different approach which should take into account the different types of silanols and
their protonation states.

3.5 Water permeation through silica pores

The simulation results reported above allowed us to calibrate a CHARMM-like force field that
properly describes the wettability of silica surfaces. With this force field (Table 4), one is able
to simulate now silica-water systems as they arise in silica nanopores.

The silica pores were annealed following the cycles described in Table 1. Similar to silica slabs,
the annealing cycle with the GLASSFF_1.01 force field produced a pore with the lowest solvent
accessible surface area and the lowest DA concentration. Annealing cycles with the
GLASSFF_2.01 force field produced pores with higher DA concentrations; however, no
straighforward relationship could be established between solvent accessible surface area and
DA concentration (cf. Table 1). During all annealing procedures, the diameter of the pore shrank
by less than 2 Å relative to its initial value of 20 Å.

We simulated the permeation of water through the annealed pores using the intermolecular
parameters validated by our simulations (Table 4). The pores were covered with a water box
on each side and the resulting systems were equilibrated for 1 ns at 300 K under different
conditions (see below). The number of water molecules within the pore was used as a measure
of permeation. To count the number of water molecules in the pore, we considered a cylindrical
bin of 32 Å diameter concentric with the pore axis, with a height of 44 Å parallel to the Z-axis.

Figures 10a-c present the time dependence of the number of water molecules in the pores
simulated in the NpT ensemble with applied pressures of 1, 0.1 and 0.01 atm, respectively. The
pore with the highest DA concentration (PORE_Raw) showed the fastest permeation in all
cases (black lines). For all other pores, permeation was slower and pressure differences did not
speed up permeation.

Figure 10d shows the permeation simulated assuming an NVT ensemble. Under this condition,
PORE_Raw is the only pore filled with water after 1 ns. The inset in figure 10d shows the last
0.2 ns of this simulation. The pore with very few DAs (PORE_2b, blue line) does not allow a
single water molecule into the pore, revealing the importance of DA concentration for water
permeation.

In the case of inorganic solid nanopores, such as Si3N4 and SiO2, wetting a dry pore in the
laboratory could take from 20 to 60 h.14 It has been proposed that electron beams used to drill
the pores locally melt the silica.13,80 We note that UV laser beams are also known to
dehydroxylate silica surfaces.81 Thus, it might be possible that the initial nanopore
hydrophobicity is due to electron beam drilling that leads to the formation of a hydrophobic
surface, like the one of pore PORE_2b. The corresponding behavior is observed in our NVT
ensemble simulations.
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We tested if the internal pressure due to air molecules in the pore could be responsible for the
initial non-wetting behavior of the nanopore. The ideal gas law predicts about one gas molecule
on average for a volume of 41 nm3 at 300 K and 1 atm, i.e., less than one gas molecule in our
nanometer-radius pores. But, according to Laplace's equation, the pressure inside a curved
surface (Pin), like a bubble trapped inside the nanopore, is always higher than the pressure
outside (Pex). The relationship is

(16)

where γ is the surface tension of water and r is the radius of the bubble. Considering a bubble
of around 5 nm radius and a γ value of 72.8 dyn/nm2, the internal pressure would be around
30 atm. If we assume the ideal gas law, 18 gas molecules are inside the nanopore; if we assume
the vdW equation for gases instead, only 2 or 3 gas molecules are inside.

The question arises if gas molecules trapped inside the nanopore can prevent pore hydration.
We attempted to answer this question through simulations. For this purpose, we prepared an
equilibrated system with an empty cylinder of 35 Å height inside the pore starting from a
snapshot of an earlier simulation with PORE_2b under NpT conditions at 1 atm. We produced
a less hydrophobic surface in the pore by decreasing εSi to 0.2 kcal/mol from its original value
of 0.3 kcal/mol, in order to slow the permeation seen in Figure 10a and observe in detail the
dynamics of the air molecules. To represent air, we used 15 inert beads with a well depth

εgas of 0.00002 kcal/mol and radius  of 8 Å. The values adopted emulate a hydrophobic
bead with low solubility.

All gas beads were located at the center of the pore and were not interacting with each other
but interacted with water; the lack of mutual interaction mimics ideal gas behavior. The
simulations were carried out using the local enhancement sampling protocol.82 In the
simulations we control the temperature and, thereby, the pressure of the gas by coupling the
gas beads to a Langevin bath that was independent from the remainder of the system. Three
temperatures were assumed for the gas beads: 300, 3000, and 6000 K (these temperatures
correspond to pressures of 25, 250 and 500 atm, according to the ideal gas law). The three
systems were simulated for 0.7, 0.9 and 0.9 ns, respectively. In the first two cases, water
completely permeated the nanopore; in the last case, water did not penetrated the pore
completely by the end of the 0.9 ns, but comprised the gas within a small cylindrical volume
of 12 Å height. We conclude that air molecules trapped inside the nanopore cannot be
responsible for the initial low water permeability of the pores; rather the surface hydrophobicity
slows down the wetting (cf. Fig. 10d). However, we cannot rule out the possibility that in real
systems larger air bubbles are trapped in the supporting structure (i.e., below and above the
pore).

To further test the effect of the surface hydrophobicity on wetting, we increased the
hydrophobicity of the silica nanopore and analyzed the permeation kinetics. Figures 10e and
10f show water permeation simulated in the NpT ensemble under 1 atm, when the value of
εSi was changed to 0.1 and 0.01 kcal/mol, respectively. In either case, we observe that εSi affects
the permeation speed. Furthermore, the velocity of the permeation is faster for pores with higher
concentration of DAs. In these two cases, the permeation behavior can be explained in terms
of cohesive (water-water) and adhesive (water-silica) forces; the balance between both forces
determines the wetting of the surface and permeation. εSi controls the magnitude of the adhesive
forces and, hence, determines the permeation kinetics.
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4 Conclusion

We have developed a force field for amorphous silica surfaces that reproduces experimental
wetting properties of silica surfaces with different concentration of silanols based on the
observable WCA. The route that we followed is different from conventional parameterization
schemes, and, to our knowledge, has not been used in a similar manner before.

Our main results are summarized in Table 4. We find that atomic level details of the silica
surface, such as dangling atoms (DAs), need to be taken into account when one seeks to describe
accurately silica-water interactions. Our simulations have shown that annealed silica surfaces
with DAs capture the heterogeneity of realistic surfaces and are good representations of the
silica structures. We conclude, therefore, that the surface reconstruction through anneling
cycles is a necessary step for simulating amorphous silica-water systems. For building
hydrophobic silicas, annealings with two-body potentials are recommended over the three-
body ones, as they permit larger distortions of the surface geometry.

Our atomic-level silica model is appropiate for MD simulations of confined environments such
as nanopores, where the silica topography is an important factor. The results explain the initial
hydrophobicity of manufactured silica nanopores. The model is currently being employed to
simulate ion conduction through silica nanopores and binding affinities of various biological
macromolecules to silica surfaces.
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Figure 1.
Force field parameters determine the wetting properties of silica nanopores. (a) Initial set-up
of the system : A nanopore of 20 Å diameter drilled through an amorphous silica box of
dimensions 57 Å×57 Å×44 Å (dark gray) is shown surrounded by two water boxes, each with
6062 water molecules (light gray). Snapshots after a 1 ns MD simulation using the TIP3P water
model and silica force fields taken from (b) Hill et al.35 and (c) Tsuneyuki et al.34 The Hill
et al. force field (b) produces a hydrophobic pore and water does not wet the pore. Conversely,
the Tsuneyuki et al. force field (c) produces a hydrophilic pore, allowing water to permeate.
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Figure 2.
Building silica surfaces and silica pores. (a) A crystoballite unit cell was replicated, filling a
cube of 57 Å×57 Å×57 Å. (b) To obtain amorphous bulk, the crystalline silica was annealed,
increasing the temperature to 8000 K and then lowering it back to 300 K. The cube of bulk
material was sliced and annealed to create silica surfaces and silica pores. (c) A 20 Å-thick
slab of amorphous silica (black rectangle) is annealed further to produce amorphous silica
surfaces. Atoms located 4 Å from the bottom of the slab were fixed (shown in green). (d) After
drilling a silica pore of 10 Å radius (black circle), the structure was annealed to produce silica
pores. By varying the annealing conditions (Table 1), different concentrations of dangling
atoms at the surface (shown in blue) were obtained.
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Figure 3.
Five models for silica surfaces. All surfaces are composed of non-dangling atoms along with
five different modifications: (a) Annealed surface with dangling silicon and oxygen atoms
(opaque yellow and red atoms, respectively). (b) Surface of type I with only dangling oxygens
(opaque red atom). (c) Surface of type II with silanols. (d) Surface of type III with viccinal
silanols. (e) Surface type IV with deprotonated viccinal silanols, a hydrogen bond between
each pair of silanols being enforced (green dashed line, see subsection 2.3 and Figure 4).
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Figure 4.
Charge distribution for silanol groups on surfaces of type III and IV. (a) In the surface of type
III, qviccinal gets contributions from six atoms. (b) In the surface of type IV, qviccinal is composed
of five atoms, a hydrogen-bond is enforced between viccinal silanols (dashed line) with a spring
constant of 5.5 kcal/mol/Å2 and an equilibrium distance of 3.5 Å. In both cases, (a) and (b),
qneigh_O is the charge of the half of six oxygens and the total charge qtotal was modified from
0 to −1.0 |e| according to Eq. 10. The resulting charge was evenly distributed over the silanol
atoms in qviccinal.
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Figure 5.
Calculation of the water contact angle (WCA). The contour plot shows the radial density profile
of a water droplet (gray tones). First, the surface of the water droplet (crosses) is calculated
from the density profile using Eq. 11. Then, the resulting surface is fitted to a circular segment
(dashed line). The WCA (θ) is the angle between the tangent of the fitted circle and the silica
surface. The water below 5 Å from the silica surface (dotted line) is excluded from the
calculations.
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Figure 6.
Variation of the WCA (θ) during an equilibration of a water droplet on an annealed surface
(cf. Figure 3a). The error bars reflect the deviation of the droplet's contact line from a circle.
(a) Initial configuration with a water disc of 30 Å height and 60 Å diameter placed on top of
an annealed silica slab of 114 Å×114 Å×20 Å dimension. The snapshots taken after (b) 0.1,
(c) 0.5, and (d) 2.0 ns of equilibration are shown. The WCA values during the last 0.2 ns (gray
background) were averaged and used as an equilibrium value.

Cruz-Chu et al. Page 22

J Phys Chem B. Author manuscript; available in PMC 2008 August 19.

N
IH

-P
A

 A
u
th

o
r M

a
n
u
s
c
rip

t
N

IH
-P

A
 A

u
th

o
r M

a
n
u
s
c
rip

t
N

IH
-P

A
 A

u
th

o
r M

a
n
u
s
c
rip

t



Figure 7.
Concentration of dangling atoms (DA) affects the wetting properties of silica. The first row
shows a top view of three silica slabs: two annealed surfaces (cf. Figure 3a) with DA
concentration of 0.09 nm−2 (a) and 2.09 nm−2 (b), and a “raw cut” surface with 5.82 nm−2 (c)
(Table 1, surfaces SURF_2b, SURF_3b2, and SURF_Raw, respectively). Dangling atoms
(DO and DSi) are colored in blue and non-dangling atoms are colored in red. The three contour
plots in the second row illustrate the dependence of the WCA on silica intermolecular
parameters. The value of the WCA is color-coded according to the colorbar at the right. The
abscissa represents the variation of the vdW parameters for silica. The parameter for the silicon
well-depth (εSi) varies from 0.06 to 0.4 kcal/mol. The ordinate represents the charge of the
silicon atoms. The oxygen and silicon charges are changed simultaneously, keeping their ratio
at −1:2. The charge of the oxygen atoms (qO) varies from −0.05 |e| to −0.55 |e|, while the
charge of the silicon atoms (qSi) varies from 0.1 |e| to 1.1 |e| (cf. Section 2). Clearly, the increase
of the DA concentration enhances the electrostatic interactions between water and silica. For
the surface with 0.09 nm−2, the WCA value depends on εSi, but is found rather independent of
the charges qSi and qO. For the surface with 2.09 nm−2, the WCA is determined by both εSi and
qSi (or qO). In the case of (c), the WCA depends strongly on the magnitude of the partial charges.
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Figure 8.
Dependence of the WCA on the concentration of surface defects (cf. Figure 3a and 3b). The
contour plot shows the value of the WCA (color coded), the lower X-axis shows the
concentration of surface defects, either DA (a) or DO (b). The Y-axis shows the variation of
the electrostatic parameters. The black crosses indicate the experimental WCAs for different
silanol concentrations based on Eq. 15. (a) Four annealed surfaces with concentrations 0.831
nm−2, 2.093 nm−2, 2.216 nm−2, and 2.739 nm−2 were simulated (Table 1, surfaces SURF_2b,
SURF_3b1, SURF_3b2 and SURF_3b3, respectively). The wettabilitty of silica can be
reproduced using a single set of charges, 1.0 |e| for silicon and −0.5 |e| for oxygen (white line).
(b) Four surfaces of type I with concentrations of DO of 0.739 nm−2, 1.824 nm−2, 1.908
nm−2, and 2.400 nm−2 were simulated. Two values of qDO can reproduce the experimental
wetting curve: qDO = −0.044 |e| and qDO = −0.423 |e|. Table 4 summarizes the parameters that
reproduce silica wetting for annealed surfaces and surfaces of type I.
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Figure 9.
Silanol groups enhance surface hydrophilicity. Surface silanols (pictured as opaque yellow,
red and white points) produce complete wetting, independent of the charge parameters.
Snapshots correspond to (a) 0, (b) 0.12, (c) 0.64, and (d) 2.0 ns of a MD simulation of a water
disc (blue) resting on top of the silica surface with a silanol concentration of 1.0 nm−2. (b) and
(c) show that initial spreading of the water molecules over the surface is being guided by the
locations of surface silanols. (d) shows complete wetting of the silica surface.
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Figure 10.
Water permeation of silica pores during 1 ns MD simulations. Each color corresponds to a pore
with a different concentration of DAs: 0.027 nm−2(blue), 0.601 nm−2(red), 1.618 nm−2 (green),
2.042 nm−2 (purple), and 4.244 nm−2 (black) (Table 1, pores PORE_2b, PORE_3b1,
PORE_3b2, PORE_Min and PORE_Raw, respectively). (a)-(c) Traces from NpT ensemble
simulations using silica parameters from Table 4 and a pressure of (a) 1 atm (b) 0.1 atm (c)
0.01 atm. (d) Traces from NVT ensemble simulations at zero pressure. (e),(f) Traces of NpT
ensemble simulations at 1 atm pressure using silica parameters from Table 4, except for εSi

that was set to (e) 0.1 kcal/mol and (f) 0.01 kcal/mol.
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TABLE 2

Summary of fixed atoms and intermolecular parameters used in simulations of silica slabs without explicit silanol
groups. For annealed surfaces, bulk and surface atoms have the same parameters. For surfaces of type I, parameters
for bulk atoms were fixed to the values qSi: 0.9 |e|, εSi: 0.3 kcal/mol, : 4.295 Å, qO: −0.45 |e|, εO: 0.15 kcal/mol,

: 3.5 Å, while the charge of DO, qDO, was changed as shown in the table.

Surface Fixed Parameters for surface modifications

annealed all atoms qSi: 0.1, 0.3, 0.5, 0.7, 0.9, 1.1 |e|
εSi: 0.06, 0.1, 0.2, 0.3, 0.4 kcal/mol

: 4.295 Å
qO: −0.5 × qSi

εO: 0.15 kcal/mol

: 3.5 Å

type I all atoms except DO qDO: −0.0, −0.1, −0.3, −0.5, −0.7, −0.9, −1.1 |e|
εDO: 0.3 kcal/mol

: 3.5 Å
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TABLE 3

Summary of fixed atoms, harmonic restraints, and intermolecular parameters used in simulations of silica slabs with
explicit silanol groups. Parameters for bulk atoms were fixed to the values qSi: 0.9 |e|, εSi: 0.3 kcal/mol, : 4.295 Å,

qO: −0.45 |e|, εO: 0.15 kcal/mol, : 3.5 Å. Bond streching and bending terms for OH were taken from either CHARMM

or TIP3P. In the case of OH from CHARMM, the hydroxyl group was taken from the serine group.

Surface Fixed Harmonic Restraints Parameters for surface modifications

type II all atoms except
hydroxyl group

— OH from CHARMM

  OH from TIP3P

type III — all atoms except SiOH and oxygen atoms
directly connected to SiOH

OH from CHARMM, but qtotal varied according to Eq.
10 from 0 to −1 |e| in decrements of 0.25 |e| (cf.
subsection 2.3)

type IV — all atoms except SiOH and oxygen atoms
directly connected to SiOH

OH from CHARMM, but qtotal varied according to Eq.
10 from 0 to −1 |e| in decrements of 0.25 |e| (cf.
subsection 2.3)
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