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Abstract

The focus of this thesis is on the use of wave splitting in electromagnetic direct
and inverse scattering problems. Wave splitting offers a decomposition of wave
fields into appropriate input and output wave constituents. Several different wave
splittings are studied including one-dimensional, multi-dimensional energy-flux, and
multi-dimensional locally exact wave splittings.

The Bremmer series is naturally connected to wave splitting as a method to de-
compose a complex scattering problem into a sequence of single scattering problems.
The one-dimensional Bremmer series is reviewed and time-domain convergence is
shown for the acoustic locally exact wave splitting.

The emphasis of the inverse scattering problems is on the identification of the
spatial structure of complex medium models in multi-dimensions from time-domain
data. The parameter identification is determined in an iterative fashion with a
conjugate-gradient algorithm where the least-squares error of the output field is
minimized. The gradient is determined from the solution of an additional adjoint
problem. The energy-flux split fields are shown to give a good representation of the
boundary fields in the inverse scattering problem. Several multi-parameter identifi-
cations are performed in two spatial dimensions.

A detailed analysis is included about electromagnetic modeling. The non-unique-
ness of the instantaneous response and the long-time behavior is specially empha-
sized.

Finally, time-reversal mirrors and time-reversal cavities are discussed.
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Chapter 1

Introduction

This introductory chapter starts with a brief introduction to electromagnetics in Sec-
tion 1.1. It continues with a discussion about direct and inverse scattering problems
in Section 1.2 and an outline of the thesis in Section 1.3.

1.1 Electromagnetics

Electromagnetics offers a description of many phenomena that affect our everyday
life. Among many products, e.g., the power lines that supply our society with elec-
trical energy, motors and generators that transform electrical energy to mechanical
force and vice versa, wired and wireless communication such as telephone, optical
fibers and cellular phones, radio, and television. Microwaves are used in microwave
ovens to heat food as well as in radar applications such as traffic control and weather
forecasting. Visual light is obviously essential for our vision and X-rays are used in
tomography to image the interior of our body. These apparently very different prod-
ucts illustrate the variety of electromagnetics. The frequency span of the electro-
magnetic field offers an understanding of the different electromagnetic phenomena.
The frequencies of the above products range from the powerlines at approximately
50 Hz, i.e., 50 oscillations per second, up to X-rays at about 1017 Hz. The differ-
ence is maybe more clearly illustrated by the equivalent free-space wavelengths that
range from 107 m down to 10−9 m in powerlines and X-rays, respectively. The elec-
tromagnetic applications together with their frequencies and equivalent free-space
wavelengths are depicted in Figure 1.1.

Electric, magnetic, and optical theories have been studied by several famous
scientists such as Cavendish, Coulomb, Ampère, Faraday, and Gauss. In 1864,
J.C. Maxwell unified the electric, magnetic, and optical theories to an electromag-
netic theory [181, 182]. His famous equations constitute the basic model for all
macroscopic electromagnetic phenomena. This macroscopic electromagnetic theory
is accurate up to frequencies somewhere between visual light and X-rays. At higher
frequencies it is necessary to include microscopic effects [128, 73].

The rapid development of electromagnetic theory and electrical equipments at
the end of the 19th century led to the development of radio by Marconi, Tesla, et al.,
[31, 9]. The use of wireless communication have exploded during the 20th century

1
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Figure 1.1: Electromagnetic theory is used to describe a variety of phenomena
ranging from the low frequency power lines up to X-ray radiation. Each frequency
is related to its free-space wavelength.

and today it is a natural part of our society. A basic application of electromag-
netic theory in wireless communication is to determine the signal strength, i.e., the
amplitude of the electromagnetic field, far away from a transmitting antenna. The
wireless communication problem is illustrated in Figure 1.2.

With due respect to the modern information society and its use of electromag-
netic fields, the profound application of electromagnetic fields is to investigate our
world. For example, our eyes observes an object by the light that is scattered from
the object. A technical application based on similar principles is found in medi-
cal imaging where electromagnetic fields are induced in a body and the scattered
electromagnetic field is measured. Knowledge about the incident field and the scat-
tered field together with a model of electromagnetic wave propagation can be used
to determine an image of the internal structure of the body. The X-ray computer
tomography is probably the most well-known imaging system. It uses X-rays to
obtain an image of the body [123]. Magnetic resonance imaging (MRI) is another
well-known imaging system [7]. In Figure 1.3a part of the impedance imaging system
at Rensselaer Polytechnic Institute, Troy, NY is shown [32]. In impedance imaging
a low frequency current is induced at one spot of the body and the voltage is mea-
sured around the body. The internal structure of the identified body is shown in
Figure 1.3b. Similar techniques are used in areas such as mineral prospecting and
non-destructive testing.

2
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Figure 1.2: Example of the use of electromagnetic waves to transmit information.
(a) The mobile communication base station antenna in Nattavaaraby, Sweden, at
noon Christmas eve 1999. (b) An antenna pattern that represents the signal strength
far away from the antenna. The antenna pattern is determined from the solution of
an electromagnetic problem where the excitation of the antenna and the material
parameters are known and the electromagnetic fields are sought.
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Figure 1.3: Example of the use of electromagnetic waves to infer information about
the internal structure of an object. (a) Experimental setup of impedance tomography
at Rensselaer Polytechnic Institute, Troy, NY. (b) The identified internal structure of
the object. (Courtesy of the impedance tomography group at Rensselaer Polytechnic
Institute, Troy, NY.).
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Figure 1.4: In electromagnetics there are three different quantities involved, i.e.,
the electromagnetic fields, the sources, and the constitutive relations. The sources
are the origin of the electromagnetic fields and the constitutive relations model the
interaction between the electromagnetic fields and material. In the direct prob-
lem, the field are determined from knowledge about the source and the constitutive
relations. In inverse scattering problems the constitutive relations are determined.

1.2 Direct and inverse problems

In electromagnetics, there are three equally important parts: the electromagnetic
fields, the sources, and the constitutive relations, see Figure 1.4. The electromag-
netic fields originate from the sources and the constitutive relations model the in-
teraction between electromagnetic fields and material.

The antenna example in Figure 1.2 and the tomography example in Figure 1.3 are
fundamentally different with respect to given and requested data. In the antenna
example, the sources and a model of the surrounding region are given and the
electromagnetic fields are sought. Electromagnetic theory is used to determine the
electromagnetic field that originates from the sources and that is scattered by the
surrounding medium. It is natural to interpret the fields as an effect caused by
the currents and material. The antenna example is a typical direct problem, i.e., a
direct problem is to determine the effects from given causes.

The tomography example is an example of the opposite type of procedure, i.e.,
an inverse problem. In an inverse problem the effects are given and a possible cause
is sought.

The classification of electromagnetic problems as either direct problems or inverse
problems gives a good characterization of the fundamental problems in electromag-
netic theory. However, the majority of engineering applications of electromagnetics
involves the design of a product. These types of electromagnetic problems are neither
direct nor inverse problems although their solution typically involves the solution of
basic direct and/or inverse problems. Another fundamental problem in electromag-
netics is to determine effective models of the interaction between electromagnetic
fields and material.

1.3 Outline of the thesis

One of the most interesting application of electromagnetics is the use of electro-
magnetic fields to infer information about the internal structure of an object from

4
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Figure 1.5: An object partly filled with crystal and water. (a) The crystal portion
is illustrated by the (red) dotted ǫ-shaped part and the water is contained in the
(blue) H2O-shaped region. (b) The interaction between electromagnetic fields and
the medium is modeled by a frequency dependent permittivity. The (red) dashed
and (blue) solid graphs correspond to the frequency dependence of the crystal and
water, respectively.

measurements of the electromagnetic fields at the surface of the object. Impedance
tomography, X-ray tomography, and magnetic resonance imaging are typical medi-
cal applications where electromagnetic fields are used to create an image of a body.
Other applications include non-destructive testing, mine detection, and mineral
prospecting.

In this thesis, we focus on the case where it is possible to measure the fields at a
surface surrounding the object. As an example consider the two-dimensional object
depicted in Figure 1.5a. This object consists of a mixture of crystal and water. The
crystal is the dotted (red) ǫ-shaped portion and the water is contained in the (blue)
H2O-shaped portion. We try to infer information about the object from a set of
measurements at the surface of the object.

To be able to identify a material with electromagnetic fields it is essential to
know how electromagnetic fields interact with the material. In general, the inter-
action differs with the frequency of the electromagnetic field, the amplitude of the
field, and with the direction (polarization) of the field. Our vision is sensitive to
frequency dependent and directional dependent materials. The color of an object
can be explained by the fact that the object scatters some frequencies (colors) and
absorbs other frequencies. In a similar context, we are also familiar with directional
dependence from polarized sun glasses. In microwave applications, many materials
display a directional dependence due to a small scale directionality of the material,
such as the fiber structure of muscle tissues. The material depicted in Figure 1.5a is
dispersive but not directional dependent. The frequency dependence is modeled by
a frequency dependent permittivity, see Figure 1.5b. The amplitude dependence can
often be ignored if the amplitude of the electromagnetic field is sufficiently small.
Modeling of the interaction between electromagnetic fields and material is discussed

5
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Figure 1.6: The identified distribution of the water and crystal medium. (a) The
crystal portion is identified as a smooth ǫ-shaped region. The amplitude corresponds
to an effective medium representation of the originally dotted crystal medium. (b)
The identified amount of water resembles the original distribution of water.

in Chapter 2.

The object is identified from information about how it interacts with electromag-
netic fields. It is natural to interpret the interaction as the relation between incident
and scattered wave fields. The wave splitting concept generalizes this decomposition
of a wave field into a decomposition in input and output fields. The wave splitting
is studied in Chapter 4.

The output fields of a given object and prescribed input fields are determined
as solutions of the Maxwell equations together with the constitutive relations. Here
the equations are solved with a finite-difference time-domain (FDTD) scheme. This
direct problem is studied in Chapter 5.

At this stage, we are ready to infer some information about the object depicted
in Figure 1.5a. The solution is defined as the object that minimizes the difference
between the given output fields and a set of calculated output fields. The identifica-
tion process starts with an initial guess of the spatial distribution of the object. This
guess is improved with a gradient based optimization algorithm, i.e., the identified
parameters are updated such that the output fields resemble the given output fields
even better. In the crystal and water example, an initial guess of zero crystal and
zero water is used. The algorithm tries to find the distribution of water and crystal
that gives the same output fields as the original crystal and water configurations.
The identified crystal and water profiles are depicted in Figure 1.6. The identifica-
tion algorithm as well as the crystal and water example are discussed in more detail
in Chapter 8. The identified material parameters resembles the original parameters.
However, it is only the coarse structure of the crystal that is retrieved. We also note
a slight deficiency in the water identification, i.e., the identification deteriorates in
regions that contain both crystal and water.

Moreover, we include a brief discussion of the acoustic wave equation in Chap-
ter 3. In Chapter 6, a direct solution strategy of half-space problems is discussed. A

6
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general description of inverse problems is given in Chapter 7. Time-reversal mirrors
and time-reversal cavities are considered in Chapter 9. Finally, the used notation is
outlined in Appendix A.
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Chapter 2

Electromagnetic modeling

The evolution of electromagnetic fields is governed by the Maxwell equations and
a set of constitutive relations. The constitutive relations model the interaction
between electromagnetic fields and the material.

In Sections 2.1 and 2.2, we discuss the Maxwell equations and the constitutive
relations, respectively. Characterization of passive medium models is considered
in Section 2.3. The instantaneous, the long-time limits, and the static limit are
analyzed in Sections 2.4, 2.5, and 2.6, respectively. Section 2.7 treats a state-variable
representation of the constitutive relations. An alternative form of the constitutive
relations is discussed in Section 2.8 and a few inequalities are outlined in Section 2.9.

2.1 Maxwell equations

The electromagnetic phenomena are described by the electric and magnetic fields,
i.e., the electric field intensity E, the magnetic field intensity H , the electric flux
density D, and the magnetic flux density B, see Table 2.1. The electromagnetic
fields originate from the (electric) current density J and the charge density ̺. In
many problems it is convenient to include a magnetic current [12]. The electro-
magnetic fields are related through the Maxwell equations. The Maxwell equations
consist of the Ampere’s law and the Faraday’s law

{
∂tD −∇× H = −J ,

∂tB +∇× E = 0
(2.1)

together with the divergence equations
{
∇ · D = ̺,

∇ · B = 0.
(2.2)

The divergence equations express the relation between the flux densities and the
charge densities. Observe that the continuity equation for the current and charge
density

∂t̺ + ∇ · J = 0 (2.3)

9



Chapter 2. Electromagnetic modeling

Description Symbol SI unit Scaled unit

Electric fields intensity E V/m ( Ws/m3)1/2

Magnetic fields intensity H A/m ( Ws/m3)1/2

Electric flux density D As/m2 ( Ws/m3)1/2

Magnetic flux density B Vs/m2 ( Ws/m3)1/2

(Electric) Current (density) J A/m2 ( Ws/m5)1/2

(Electric) Charge (density) ̺ As/m3 ( Ws/m5)1/2

Table 2.1: The electromagnetic fields and sources.

follows from the Maxwell equations.
We model the interaction on a macroscopic level with a set of constitutive re-

lations. The field intensities are treated as fundamental quantities and the corre-
sponding flux densities as derived quantities. The constitutive relations are given
by a map from the field intensities to the flux densities

(
E

H

)
ε−→

(
D

B

)
. (2.4)

Under very general constitutive relations, the Maxwell equations (2.1) uniquely de-
fine the electromagnetic fields for all times t > 0 from knowledge of the electromag-
netic fields up to a time t = 0 together with knowledge about the current J for
times t > 0. These fields also satisfy the divergence equation (2.2) if these equations
are satisfied at time t = 0. This implies that the Ampere’s law and the Faraday’s
law are the fundamental ones as long as the initial conditions are consistent with
the divergence equations (2.2).

However, in a typical problem it is not possible to have a priori information about
the field values for all previous times in all of space. We consider a general problem
where the current J(x, t) and the charge density ̺(x, t) are given for x ∈ R

3 and
t > 0 and we want to determine the electromagnetic fields in a region Ω ⊂ R

3 for
times t > 0.

The electromagnetic fields are not given for t ≤ 0, i.e., neither the initial values
of the equations (2.1) nor the history of the fields for (2.4) are prescribed. To be
able to predict the fields in the region Ω, it is necessary that the response of the
fields at t = 0 as well as the effect of the prehistory t < 0 decay as time evolves. In
Sections 2.5, 2.6, and 5.4, we study this decay and its restrictions on the constitutive
relations (2.4).

In numerical implementations as well as in theoretical discussions it is convenient
to scale the electromagnetic field quantities. The scaling is similar to the rationalized
Gaussian units and all the fields are measured in an energy unit, i.e., E,H ,D and
B have the unit (Energy/Volume)1/2. The transformation to SI units is made by
the substitution

E 7→ √
ǫ0ESI, D 7→ ǫ

−1/2
0 DSI, J 7→ √

µ0JSI,

H 7→ √
µ0HSI, B 7→ µ

−1/2
0 BSI, t 7→ c0tSI = (ǫ0µ0)

−1/2tSI.
(2.5)

10



2.2 The constitutive relations

In the analysis, we use the shorthand notation in the scaled fields

e =

(
E

H

)
, d =

(
D

B

)
and j =

(
J

0

)
(2.6)

for the field intensities, flux densities and current densities, respectively. With this
notation, the constitutive relations (2.4) are written

d = ε[e] (2.7)

and the Maxwell equations (2.1) are

∂td −∇× Je = −j,

see Appendix A.2 on page 149 for details about this notation.

2.2 The constitutive relations

Electromagnetic interaction with material is diverse. It ranges from the simplest
case of diluted gases to the complex structure of iron (highly nonlinear effects,
such as hysteresis). The material interacts with the electromagnetic field through
the dynamics of the microscopic charges of the material, i.e., the charges of the
atoms and the molecules. This implies phenomena such as direction dependence and
memory effects. The mathematical models of the interaction, i.e., the constitutive
relations, have been thoroughly investigated, see e.g., Refs [55, 74, 128, 26, 199, 139,
64, 65, 167, 177] for a general discussion about electromagnetic modeling.

The electromagnetic interaction with material is modeled by the constitutive
relations (2.4). The constitutive relations of a material are determined either from
direct measurements or from a priori knowledge of the microscopic structure of the
material. In general, this offers an accurate description of the material interaction
with the electromagnetic field in a specific frequency and amplitude range. The set
of constitutive relations can be used in an electromagnetic application as long as the
fields of the application are restricted to the same frequency and amplitude range.
In time-domain applications it is necessary to extend the constitutive relations to all
frequencies. The constitutive relations can be extended outside the range of validity
as long as their values do not affect the solubility of the Maxwell equations.

We start with a few assumptions that offer a good representation of the consti-
tutive map. The assumptions for a linear dispersion law are

Causal: Effects follow causes

e(x, t) = 0 for t ≤ T implies ε[e(x, ·)](t) = 0 for t ≤ T.

Spatially pointwise: Information is only allowed to propagate in space through
the Maxwell equations (2.1).

d(x, t) = ε[x,e(x, ·)](t).

11



Chapter 2. Electromagnetic modeling

We restrict the discussion to a treatment of temporally dispersive media, i.e.,
we do not include the interesting modeling of phenomena associated with
spatially dispersive media [167].

Continuous: Small causes give small effects, i.e., we assume that the map e → d

is bounded. This statement is specified below.

Linear: The constitutive relations (2.4) are linear, i.e.,

ε[x, α1e1(x, ·) + α2e2(x, ·)](t) = α1ε[x,e1(x, ·)](t) + α2ε[x,e2(x, ·)](t)
for all α1, α2 ∈ R and all fields e1,e2. The majority of materials behaves lin-
early for small amplitudes of the field intensities (or equivalent small energies).

Time-invariant: The medium does not age

d(x, t + τ) = ε[x,e(x, · + τ)](t).

This assumption is convenient for the Laplace-domain analysis.

A map e → d satisfying the requirements above has a representation in the form
of a temporal convolution [139]

d(x, t) =

∫ t

−∞

(ε∞(x)δ(t − τ) + χ(x, t − τ)) e(x, τ) dτ, (2.8)

where a Dirac delta function is included for future convenience. Time invariance
gives the convolution structure. Causality implies that time t enters as the upper
limit of integration, or, equivalently, the requirement χ(x, t) = 0 for t < 0. In the
convolution representation (2.8), we clearly observe the memory interpretation of
the interaction, i.e., all previous field values affect the present field value [139].

The Laplace domain is frequently used in the analysis. The Laplace transformed
wave-field quantities are denoted with a hat, i.e.,

ê(x, s) =

∫ ∞

0−

e−ste(x, t) dt, (2.9)

where the Laplace transform parameter s is restricted to a right half plane s = η+iω,
with η ≥ 0. The time-domain wave-field quantities are recovered by the inverse
Laplace transform

e(x, t) =
1

2π

∫ ∞

−∞

e(η+iω)tê(x, η + iω) dω. (2.10)

Before we can transform the Maxwell equations to the Laplace domain, the his-
tory (e(x, t) for t < 0) of the field has to be removed. Decompose the temporal
convolution (2.8) into two parts, i.e., for t ≥ 0 the flux density is

d(x, t) =

∫ t

0−

(ε∞(x)δ(t − t′) + χ(x, t − t′)) e(x, t′) dt′

+

∫ 0−

−∞

χ(x, t − t′)e(x, t′) dt′.

12



2.2 The constitutive relations

The first part depends only on the present (t ≥ 0) values of the field and the second
part depends only on the past (t < 0) field values. In the Laplace domain, the first
part has the well-known matrix relation

d̂(x, s) = ε(x, s)ê(x, s), (2.11)

where ε can be identified with a complex-valued 6 × 6 matrix, see (2.17) and Ap-
pendix A.2 on page 151. Causality is guaranteed by the requirement that the el-
ements of ε(x, s) are analytic functions of s for Re s > η0 for some η0 > −∞.
Furthermore, the matrix elements are real-valued if the Laplace parameter is real-
valued.

The second part is reinterpreted and included as a current term, i.e., the Laplace
domain current is defined as

̂(x, s) =

∫ ∞

0

e−st

(
j(x, t) + ∂t

∫ 0−

−∞

χ(x, t − t′)e(x, t′) dt′
)

dt − ε∞(x)e(x, 0).

The Maxwell equations are written

sε(x, s)ê −∇× Jê = −̂(x, s)

in the Laplace domain.
The basic assumptions above are not sufficient to give a well-posed form of

the Maxwell equations and to satisfy the energy-decay property. Here, we add a
set of assumptions to obtain a well-defined form of the Maxwell equations. These
additional assumptions are:

Passive: The constitutive relations (2.4) are (pointwise) passive, i.e., the mate-
rial does not produce energy. The time-domain characterization of passive
constitutive relations is [139]

∫ T

0

e(x, t)T · ∂t[εe](x, t) dt ≥ 0 for all T ≥ 0 (2.12)

and all fields e. The Laplace-domain characterization is

Re sε(x, s) ≥ 0 for s ∈ C+ = {s = η + iω : η > 0, ω ∈ R},

see Section 2.3. This inequality is a shorthand notation for a non-negative
definite symmetric part of the constitutive map, i.e.,

uH
sε(x, s) + (sε(x, s))H

2
u ≥ 0 for all u ∈ C

6 and s ∈ C+.

Instantaneous response: The constitutive relations are decomposed into an in-
stantaneously reacting part and non-instantaneous part. The instantaneous
(or optical, or high frequency) response is modeled by a symmetric positive

13



Chapter 2. Electromagnetic modeling

definite 6×6 matrix and the non-instantaneous (or dispersive) part is modeled
by a 6 × 6 integral operator, i.e.,

d(x, t) = ε∞(x)e(x, t) +

∫ t

−∞

χ(x, t − τ)e(x, τ) dτ = ε∞e + χ ∗ e. (2.13)

In the Laplace-domain, the instantaneous response corresponds to the high
frequency behavior, i.e.,

ε(x, s) = ε∞(x) + o(1) as C+ ∋ s → ∞. (2.14)

The instantaneous response is discussed in Section 2.4.

Long-time response: The long-time behavior of ε defines the conductivity, i.e.,

χ(x, t) → ς(x) as t → ∞

where the conductivity is positive semi-definite, i.e., eT · ς(x)e ≥ 0 for all
fields e and points x. Moreover, the temporal differential of the susceptibility
kernel decays sufficiently fast for large times, i.e.,

∫ ∞

0+

|∂tχ(x, t)| dt < ∞. (2.15)

The long-time behavior corresponds to the behavior of the Laplace-domain
constitutive map at the imaginary axis. The conductivity translates to a
simple pole at s = 0 and the absolute integrability of the susceptibility kernel
translates to continuity of ε(x, s) at the imaginary axis, i.e.,

ε(x, s) =
ς(x)

s
+ O(1) as s → 0

and

iωε(x, iω) depends continuously on ω.

The long-time response is discussed in Section 2.5.

Statics: To get a well-behaved static limit, the susceptibility kernel is restricted
such that

∫ ∞

0

|χ(x, t) − ς(x)| dt < ∞. (2.16)

This restriction is more accessible in the Laplace domain, where it corresponds
to the asymptotic behavior

ε(x, s) =
ς(x)

s
+ εs(x) + o(1) as s → 0.

The conductivity ς(x) and the static limit εs(x) are symmetric positive semidef-
inite, see Section 2.6.
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2.3 Characterization of passive models

The constitutive relations are characterized by the constitutive map. The model
is non-dispersive if the constitutive map ε is independent of the Laplace parameter.
The constitutive relations are further characterized by the symmetries of ε. In the
Laplace domain the constitutive map has the representation

ε =

(
ǫ ξ

ζ µ

)
=




ǫ1,1 ǫ1,2 ǫ1,3 ξ1,1 ξ1,2 ξ1,3

ǫ2,1 ǫ2,2 ǫ2,3 ξ2,1 ξ2,2 ξ2,3

ǫ3,1 ǫ3,2 ǫ3,3 ξ3,1 ξ3,2 ξ3,3

ζ1,1 ζ1,2 ζ1,3 µ1,1 µ1,2 µ1,3

ζ2,1 ζ2,2 ζ2,3 µ2,1 µ2,2 µ2,3

ζ3,1 ζ3,2 ζ3,3 µ3,1 µ3,2 µ3,3




, (2.17)

see Appendix A.2 on page 151. The general model (2.17) models a bi-anisotropic
material. If the map is invariant under rotations of the coordinate system (has the
same representation in all rotated coordinate systems), i.e., ǫ = ǫI, µ = µI, ξ = ξI,
and ζ = ζI the model is bi-isotropic. Furthermore, if the cross couplings ξ and ζ

vanish, the model is isotropic if ǫ = ǫI and µ = µI, and anisotropic otherwise.

2.3 Characterization of passive models

A material is called passive (P) if the net energy flux through the boundary of all
sufficiently smooth regions Ω contained in the material is non-positive, i.e.,

∫ t

0

∫

∂Ω

E × H · n dS dτ ≤ 0 for all t ≥ 0, (2.18)

for all possible fields, E and H , at the boundary that are quiescent before time
t = 0. Using the source-free Poynting’s theorem, (5.2), we see that this is equivalent
to the energy condition E(t) ≥ 0 for all possible fields at the boundary and all
regions. Stated differently, the medium does not produce energy.

In this section, we give three different characterizations of the passivity for lin-
ear, homogeneous, stationary materials, satisfying the requirements in Section 2.2.
We also show that they are equivalent in the case of constitutive relations with a
symmetric, positive definite instantaneous response, and that they imply that the
material is passive in the sense above. The three classes are:

The time-domain type (T):
∫ t

0

eT · ∂τ [εe] dτ ≥ 0 for all t ≥ 0 (2.19)

for all continuously differentiable fields e that are quiescent before time t = 0.

The Laplace-domain type (L):

Re{sε(s)} ≥ 0 for all complex valued s ∈ C+

or∫ ∞

0

e−2ητeT · ∂τ [εe] dτ ≥ 0 for all η ≥ 0

(2.20)
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Chapter 2. Electromagnetic modeling

for all continuously differentiable fields e that are quiescent before time t = 0.

The Fourier-domain type (F):

Re{iωε(iω)} ≥ 0 for all real valued ω

or∫ ∞

−∞

eT · ∂τ [εe] dτ ≥ 0

(2.21)

for all continuously differentiable fields e that are compactly supported.

The reason for using three different types of passivity is that they occur naturally
in different applications. The time-domain formulation, (T), is most natural from a
physical point of view, but in this case it is hard to derive sufficient conditions for an
arbitrary constitutive relation, see Ref. [139]. The Laplace-domain method is power-
ful for the analysis of the constitutive relation as well as for solving initial-boundary
value problems [154]. Finally, the Fourier-domain characterization is widely used
in the time harmonic case, and it also provides an easy analytical characterization
whether a given constitutive relation is passive or not.

We proceed by proving the following equalities:

T

L

P

F

positive definite ε∞

ε∞semipositive definite

and the statements in (L) and (F). Observe that all conditions (T), (L), and (F)
imply passivity (P) for the constitutive relations considered in this thesis.

Before the equalities above are considered the statements in (L) and (F) are
shown. The equalities are shown in the following manner: (T)→(L), (L)→(F),
(F)→(T), (L)→(T), and (T)→(P). In the proof of (T)→(L)→(F) no additional
assumptions on the instantaneous response are made. For the parts (F)→(T) and
(T)→(P), we need to assume that the instantaneous response is positive semi-definite
and positive definite, respectively. Notice that the assumption of a positive semi-
definite instantaneous response is slightly more general then the previously used
assumptions on ε∞. However, this generalization is in practice vacuous, since in
general existence of a solution cannot be guaranteed in this case.

We start with the equivalence of the different statements in (L) and (F). The (F)
statement follows from the Plancherel relation [84] for real-valued functions, i.e.,

∫ ∞

−∞

f(τ)g(τ) dτ =
1

2π

∫ ∞

−∞

Re{f̂ ∗(iω)ĝ(iω)} dω.
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2.3 Characterization of passive models

t
τ


e(τ
)

eδ
(τ
)

Figure 2.1: Smoothed function in the proof of F→T.

We get

∫ ∞

−∞

eT · ∂τ [εe] dτ =
1

2π

∫ ∞

−∞

êH(iω) · Re{iωε(iω)}ê(iω) dω

and hence the medium is passive if and only if Re{iωε(iω)} = −ω Im{ε(iω)} ≥ 0
for all real-valued ω. The (L) statement follows from the Plancherel relation and
the shift property of the Fourier transform

∫ ∞

0

e−2ηteT · ∂t[εe] dt =
1

2π

∫ ∞

−∞

êH(η + iω) · Re{(η + iω)ε(η + iω)}ê(η + iω) dω

for all real-valued e. Hence the characterization Re{sε(s)} ≥ 0 holds for all s with
Re{s} ≥ 0. Observe that since χ(t) is causal, i.e., χ(t) = 0 for t < 0, its Laplace-
domain restricted to the imaginary axis coincide with the Fourier transform.

To show the implication (T)→(L) we use integration by parts

∫ t

0

e−2ητeT · ∂τ [εe] dτ

= e−2ηt

∫ t

0

eT · ∂τ [εe] dτ +

∫ t

0

{
2ηe−2ητ

∫ τ

0

eT · ∂τ1 [εe] dτ1

}
dτ

which is positive if
∫ t

0
(eT · ∂t[εe])(τ) dτ ≥ 0.

The implication (L)→(F) is obtained if we use the compact support of the fields
in (F) and shift the time scale, or consider the restriction of the Laplace character-
ization to the imaginary axis.

To show the implication (F)→(T), we start by showing that the instantaneous
response is symmetric. We then use that ε(iω) ∼ ε∞ for large ω and observe
that −ω Im{ε∞} changes sign with ω and hence ε∞ is symmetric. Now use the
positive (semi-)definiteness of ε∞ and choose an arbitrary field e ∈ C1[0, t] such
that e(0) = 0 and extend e smoothly to zero outside [0, t] with a mollifier technique,
i.e., set eδ = e ∗ ψδ where ψδ(t) = ψ(t/δ) and ψ is a positive smooth function with
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Chapter 2. Electromagnetic modeling

unit integral and compact support such that ψ(t) = 0 for t ≤ 0, see Figure 2.1. The
instantaneous reaction part vanishes due to non-contributing limits and in the limit
δ → 0 we get the time-domain characterization (T)

∫ ∞

−∞

eT

δ · ∂t[εeδ] dτ =

∫ ∞

−∞

eT

δ · ∂t[χ ∗ eδ] dτ
δ→0−→

∫ t

0

eT · ∂τ [χ ∗ e] dτ

≤
∫ t

0

eT · ∂τ [εe] dτ.

These calculations are made under the smoothing assumption that, e.g., χ′ ∈ L1 or
χ is piecewise C1.

(L)→(T) follows from (L)→(F)→(T) the fact that the Laplace-domain charac-
terization (L) implies that the instantaneous response is positive semidefinite, viz.
choose a real s → ∞ in (L) to get the result Re{ε∞} ≥ 0 and hence that positive
semidefiniteness of the instantaneous response is a necessary condition for Laplace
type passivity [90].

Finally, we observe that to get passivity (P) it is necessary that there exists a
sufficiently smooth solution to the Maxwell equations, see Chapter 5. From the ob-
servation that a symmetric, positive definite instantaneous response gives existence
we notice that all characterizations (T), (L) and (F) together with a positive defi-
nite instantaneous response imply dissipation (P). This gives the following sufficient
conditions for a model to be passive

Re{sε(x, s)} ≥ 0 for all s ∈ C+ and ε∞(x) = εT

∞(x) > δ for some δ > 0

This condition is rather easy to check for a specific set of constitutive relation, both
on their integral form, ε = ε∞ + χ∗, and on a local form of Equation (2.42), see
Section 2.7.

In a time-domain identification of the susceptibility kernel it is natural to measure
the reflection operator and to calculate the susceptibility kernel by the solution of
an inverse scattering problem [91, 119, 93]. The typical result is a sampling of
the susceptibility kernel in an interval [0, t], and hence, it is not straightforward to
use the frequency characterization above. Instead, one can use the time-domain
characterization of passivity (T) directly [104].

2.4 Instantaneous response

The instantaneous (or high-frequency or optical) response models the rapid part of
the interaction between the electromagnetic fields and the material. It is given by
the matrix ε∞ in the high-frequency asymptotic expansion (2.14) or equivalently as
the small time approximation of (2.13). ε∞ is assumed to be a symmetric, positive
definite 6 × 6 matrix. From a mathematical as well as a computational point of
view, the instantaneous response is of considerable importance. Together with the
curl operators it constitutes the principal part of the Maxwell equations and hence
controls much of the mathematical properties of the solution, i.e., existence, unique-
ness, and continuity. The instantaneous response is also of considerable importance
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ω

ωa ωm
ωc

ε∞

0

Measured values

Mathematical modelRe ε(iω)

Im ε(iω)

Figure 2.2: Illustration of the range of validity of the constitutive relations.
The measured values of the constitutive map ε are known up to frequency ωm, the
mathematical model is used for frequencies up to ωa, and ωc is the upper limit for
the use of a continuum model of the medium, respectively.

in numerical approximations, e.g., in the stability conditions of finite difference
schemes (FDTD). Due to the theoretical as well as the practical importance of the
instantaneous response, it is interesting to study the uniqueness of the instantaneous
response.

The macroscopic description of the interaction between electromagnetic fields
and materials is modeled with constitutive relations. The constitutive relations
are based on a continuum model of the material, i.e., the interaction at a micro-
scopic level (molecules, atoms, nucleus, . . . ) is replaced by a set of effective ma-
terial parameters. At a microscopic level, the electromagnetic interaction is much
more accurately modeled with theories such as quantum electrodynamics (QED),
see Refs [72, 73]. Hence, the macroscopic continuum model of a material is only
accurate up to a specific frequency, typically somewhere between visual light and X-
rays, see Figure 1.1 and Figure 2.2. Above this frequency the macroscopic Maxwell
equations do not give an accurate description of electromagnetic phenomena.

Consider an electromagnetic application in the frequency range [ωmin, ωmax]. The
values of the constitutive map are given in the same frequency range, i.e.,

ε(iω) for ω ∈ [ωmin, ωmax]

are provided. The question is: How can the map ε be continuated outside the
frequency range [ωmin, ωmax]? In this section we focus on the high-frequency value
of ε, i.e.,

ε∞ = lim
ω→∞

ε(iω).

To start, from analytic function theory it is known that an analytic function is
determined from its values in a neighborhood of a point [100]. Either the values of
ε together with the values of the derivatives of ε at a single frequency or the values
of ε in an interval determine the complete map ε (to avoid technicalities, we assume
that the imaginary axis is in the region of analyticity, see Section 2.5). However,
measured (physical) values are always contaminated with errors, and moreover, the
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Chapter 2. Electromagnetic modeling

Maxwell equations do only constitute an approximate description of the phenomena
called electromagnetics.

By an explicit construction below, it is shown that the instantaneous response
is non-unique. Let the original constitutive relations be given by a bi-anisotropic
model with the instantaneous response ε∞. This model is assumed to be accurate
in the frequency range [ωmin, ωmax]. The goal is to construct an approximate set
of constitutive relations that resembles the material properties in the frequency
range [ωmin, ωmax] and has the high-frequency response ε′

∞ 6= ε∞. An admissible
approximate constitutive map ε′ is given by

ε′(s) = ε(s) +

(
ω2

0

s2 + νs + ω2
0

− 1

)
(ε∞ − ε′

∞)

= ε(s) − s2 + νs

s2 + νs + ω2
0

(ε∞ − ε′
∞)

(2.22)

where ε′
∞ is the new high-frequency response and ν ≥ 0 and ω0 are model parame-

ters. The model is passive if 0 < ε′
∞ < ε∞, i.e.,

Re sε′ ≥ Re

{
sε′

∞ +
sω2

0

s2 + νs + ω2
0

(ε∞ − ε′
∞)

}
≥ ε′

∞ Re s (2.23)

where we also have used the inequality (2.43) on page 34 and that ε is a passive
constitutive map. The ‘error’ in the approximation is

sup
ω∈[ωmin,ωmax]

‖ε′(iω) − ε(iω)‖ ≤ ω2
max + νωmax

ω2
0 − ω2

max

sup
x∈R3

|ε′
∞ − ε∞| → 0 as ω0 → ∞.

This shows that it is possible to construct arbitrarily good approximations of a con-
stitutive relations with a prescribed instantaneous response as long as the size of the
instantaneous response decreases. The requirement to decrease the instantaneous
response can be interpreted as a requirement to increase the wave-front speed.

In the next subsection, we show that the approximation (2.22) also is sufficient
to get good approximations of the solution of the Maxwell equations.

2.4.1 Convergence estimates

The approximation (2.22) is only meaningful if the fields e′ associated with the
approximate constitutive map ε′ constitute a good approximation of the set of fields
e associated with the original constitutive map ε. We use the Laplace-domain
representation to get an error estimate of the approximate fields. Let ê(x, s) be
the solution of the Maxwell equations together with the constitutive map ε, i.e., ê

solves

sε(x, s)ê −∇× Jê = −̂(x, s) for x ∈ R
3

together with appropriate radiation (or boundary) conditions. The approximate
field satisfies

sε′(x, s)ê′ −∇× Jê′ = −̂(x, s) for x ∈ R
3 (2.24)
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2.4 Instantaneous response

together with similar radiation conditions. The error ê′ − ê satisfies

sε(x, s)(ê′ − ê) −∇× J(ê′ − ê) = s(ε′(x, s) − ε(x, s))ê′ for x ∈ R
3. (2.25)

We start with an energy estimate on the approximate fields (2.24). Multi-
ply (2.24) from the left with ê′T· to get

sê′T · ε′ê′ − ê′T · ∇ × Jê′ = −ê′T · ̂.

Integrate over R
3 and estimate the terms. The first term is estimated with (2.23),

i.e.,

Re sê′T · ε′ê′ ≥ ηê′T · ε′
∞ê′ ≥ ηC|ê′|2,

where η = Re s is positive. The second term vanishes due to the radiation condition
and the third term is estimated with the Schwartz’ inequality. This gives

ηC‖ê′‖2
3 ≤

δ

2
‖ê′‖2

3 +
1

2δ
‖̂‖2

3 for δ > 0

or equivalently

‖ê′‖2
3 ≤

‖̂‖2
3

δ(2ηC − δ)
.

Choose the constant δ such that δ(2ηC − δ) > 0. The above estimate is repeated
for the error equation (2.25). This gives a similar estimate for the error field ê′, i.e.,

‖ê′ − ê‖3 ≤
|s(s2 + νs)| ‖̂‖3

|s2 + νs + ω2
0| δ(2ηC − δ)

sup
x∈R3

|ε′
∞ − ε∞|.

This estimate shows that the Laplace-domain error fields approach zero for fixed
values of the Laplace parameter s as the approximation constant ω0 increases, i.e.,

‖ê′(·, s) − ê(·, s)‖3 → 0 as ω0 → ∞.

In general, the approximate fields do not approach the original fields in the
time domain, due to the lack of approximation in the high-frequency part of the
constitutive relations, i.e., the wave-front sets of the solutions do not agree. However,
the approximation was only designed to be valid in the frequency range [ωmin, ωmax].
This frequency range is transformed to the time domain by a smoothing procedure.
Introduce a set of smoothed fields as

ẽ(x, t) =

∫ t

0

e(x, t − t′)ψτ (t
′) dt′ = (e ∗ ψτ )(x, t)

and similarly for the approximate fields ẽ′. The weight function ψτ (t) is a smooth
and positive function with unit integral that is supported in [0, τ ], i.e., a mollifier.
The smoothed fields have the Laplace-domain representation

ẽ(x, t) =
1

2π

∫

R

e(η+iω)tê(x, η + iω)ψ̂τ (η + iω) dω.
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Figure 2.3: Cayley transformation.

The Laplace transformed version of the weight function ψ̂τ (s) is analytic for Re s >
−∞ and decays exponentially, i.e., there are numbers CM such that

|ψ̂τ (s)| ≤ CM(1 + |s|)−M for s ∈ C+ and M = 0, 1, . . . (2.26)

Observe that the weight function approaches the Dirac delta distribution δ(t) for
small times τ , i.e., ψτ (t) → δ(t) as τ → 0, and hence the frequency filtered fields
resemble the original fields for small times τ .

We use the above estimates to show convergence of the constitutive approxima-
tion in the time domain, i.e.,

∫ T

0

∫

R3

|ẽ′(x, t) − ẽ(x, t)|2 dV dt → 0 as ω0 → ∞

for fixed τ and T . In fact, the integral is estimated as

∫ T

0

e2ηte−2ηt‖ẽ′(·, t) − ẽ(·, t)‖2
3 dt ≤ e2ηT

∫ ∞

0

e−2ηt‖ẽ′(·, t) − ẽ(·, t)‖2
3 dt

≤ e2ηT

2π

∫

R

‖ê′(·, η + iω) − ê(·, η + iω)‖2
3 |ψ̂τ (η + iω)|2 dω ≤ Ce2ηT

ω2
0

for a constant C. The estimate shows that the smoothed approximate fields approach
the smoothed original fields as the model parameter ω0 increases.

2.4.2 Active medium models

Above, it was shown that it is possible to construct arbitrary good approximations of
a constitutive map as long as the instantaneous response decreases. To understand
more about the properties of the constitutive relations we discuss a few properties
of the approximation of analytic functions. We start with a general approximation
of analytic functions on bounded regions.

As before, let ε denote the ‘exact’ constitutive map and let ε′ denote a constitu-
tive map that approximates ε in the frequency interval [ωmin, ωmax]. To show that
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2.4 Instantaneous response

it is possible to chose an arbitrary high-frequency response in the approximation,
we construct an approximation with the desired properties. The goal is to find a
function ε′(s) such that

sup
ωmin≤ω≤ωmax

|ε′(iω) − ε(iω)| ≤ δ and lim
ω→∞

ε′(iω) = ε′
∞. (2.27)

Use the Cayley transformation

z =
s − 1

s + 1
with the inverse s =

1 + z

1 − z
(2.28)

to map C+ to the unit circle, see Figure 2.3. The elements of the matrix

(z − 1)−1(ε(z) − ε′
∞)

are analytic in a region Ωz, see Figure 2.3. Let Q(z) be a polynomial approximation
of (z − 1)−1(ε(z) − ε′

∞) in Ωz, i.e.,

sup
z∈Ωz

|Q(z) − ε(z) − ε′
∞

z − 1
| < δz

where Q(z) is a matrix of polynomials with real-valued coefficients, see “Runge’s
theorem” for details [100]. Set

ε′(z) = ε′
∞ + (z − 1)Q(z)

then

|ε′(z) − ε(z)| = |ε′
∞ + (z − 1)Q(z) − ε(z)| ≤ |z − 1| |Q(z) − ε(z) − ε′

∞

z − 1
|.

Use the Cayley transform (2.28) to get back to the Laplace domain. The function
ε′(s) is then a rational approximation of ε(s) such that

sup
ωmin≤ω≤ωmax

|ε′(iω) − ε(iω)| ≤ 2δz√
ω2

min + 1
≤ 2δz.

The approximate constitutive map is the rational function

ε′(s) = ε′
∞ − 2

s + 1
Q(

s − 1

s + 1
)

with an arbitrary small error 2δz. Observe that the construction above is indepen-
dent of the choice of the high-frequency response ε′

∞.
However, in general, the fields associated with ε′ do not resemble the original

fields. For a bad choice of ε′
∞ the good properties, i.e., well-posedness, might be

lost. Although the approximate problem is well-posed, it can be shown that the
associated fields do not necessarily resemble the original fields. To see this, consider
an approximate map ε′ with an isotropic high-frequency response ε′

∞. The wave-
front speed of the approximate problem is c′∞ = (ǫ′∞µ′

∞)−1/2. For a sufficiently small
value of the wave-front speed c′∞, the fields of the approximate problem cannot
reach the location of the original fields. The failure of the approximation can be
understood from the lack of passivity, i.e., the approximate model is not passive for
sufficiently large values of ε′

∞. Hence, the solution can have an exponential growth
rate.
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Chapter 2. Electromagnetic modeling

2.4.3 Nevanlinna-Pick problem

To construct an approximation that ensures passive models, we consider the theory
of Nevanlinna functions [6, 56]. A function f is in the Nevanlinna class if Re f(s) ≥ 0
and f(s) is analytic for Re s > 0, i.e.,

f : C+ → C̄+.

The generic representation of these functions is[6]

f(s) = sµ − iν +

∫

R

αs − i

α + is
dτ(α)

where 0 ≤ µ ∈ R, ν ∈ R, and τ(α) is a non-decreasing function of bounded variation.
The Nevanlinna-Pick problem concerns the possibility to construct a function

f in the Nevanlinna class with prescribed values at a given set of points. For our
purpose it is sufficient to consider the following version: Construct a function f in
the Nevanlinna class such that

f(si) = fi for i = 1, 2, . . .

where Re si > 0. The interpolation problem is soluble if and only if the Nevanlinna
matrices

N =

[
fi + f ∗

j

si + s∗j
, i, j = 1, 2, . . . ,

]
(2.29)

are non-negative definite, see Theorem 3.3.3 in Ref. [6]. Moreover, if any of the
matrices are singular, the function f(s) is unique and equal to a real-valued rational
function.

The Nevanlinna-Pick problem is used to get insight into the high-frequency be-
havior of the constitutive map. Let ε be a passive constitutive map, i.e., Re sε(s) ≥
0. Construct a set of functions

fu(s) = uHsε(s)u with u ∈ C
6 and |u| = 1.

These functions are in the Nevanlinna class and for sufficiently many column matri-
ces u the map ε is uniquely determined by the values of fu, e.g.,

u1 =




1
0
0
0
0
0




, u2 =




0
1
0
0
0
0




, u3 =
1√
2




1
1
0
0
0
0




, and u4 =
1√
2




1
i
0
0
0
0




determines the four elements ǫ1,1, ǫ2,2, ǫ2,1, and ǫ1,2. The general bi-anisotropic
model (2.17) is determined by 36 column matrices. Let us construct a constitutive
map ε′(s) with high-frequency response ε′

∞ such that

ε′(si) = ε(si) for i = 1, 2, . . .
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2.5 Long-time response

with Re si > 0. Instead of interpolating the values of ε(si), we interpolate the values
of

uH(siε(si) − siε
′
∞)u for i = 1, 2, . . .

and add uHsε′
∞u to the interpolation function to obtain the correct ε′(s). The

elements of the Nevanlinna matrix are

Ni,j =
fu(si) − siu

Hε′
∞u + f ∗

u(sj) − s∗ju
Hε′

∞u

si + s∗j
=

fu(si) + f ∗
u(sj)

si + s∗j
− uHε′

∞u.

To satisfy the non-negative requirement we get an upper bound on the high-frequency
response, i.e.,

uHε′
∞u ≤

[
fu(si) + f ∗

u(sj)

si + s∗j
, i, j = 1, 2, . . .

]
.

2.5 Long-time response

The time-domain representation of the constitutive relations (2.8) suggests that it is
essential to have detailed information about the history of the electromagnetic fields
to determine the flux densities. However, a priori knowledge about the past field
values are seldom (or never) given in an electromagnetic application. This apparent
contradiction is resolved by the long-time response of the constitutive relations.
The long-time response of the constitutive relations is given by the behavior of the
susceptibility kernel for large times or equivalently the behavior of the constitutive
map at the imaginary axis.

The importance of the long-time response of the constitutive relations is shown
by substitution of the convolution integral (2.8) into the Maxwell equations, i.e.,

∂tε∞e(x, t) + ∂t

∫ t

−∞

χ(x, t − t′)e(x, t′) dt′ −∇× Je(x, t) = −j(x, t).

To determine the fields for times t > 0, the convolution integral is divided into two
parts, i.e.,

∂tε∞e(x, t) + ∂t

∫ t

0−

χ(x, t − t′)e(x, t′) dt′ −∇× Je(x, t)

= −j(x, t) − ∂t

∫ 0−

−∞

χ(x, t − t′)e(x, t′) dt′.

The terms on the left-hand side depend only on the field values at positive times and
at the right-hand side the (induced) current and the past field values are collected.
Even if the past field values, e(x, t) for t < 0, are not a priori known, it is possible
to determine the field values e(x, t) for large times if the influence of the past field
values is small.
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Chapter 2. Electromagnetic modeling

The convolution term of the past field values is estimated as

|∂t

∫ 0

−∞

χ(x, t − t′)e(x, t′) dt′| ≤ sup
t<0

|e(x, t)|
∫ ∞

t

|∂t′χ(x, t′)| dt′. (2.30)

The influence of the past field values vanishes for large times if the above term (2.30)
decays as t → ∞. This decay is satisfied by condition (2.15), i.e.,

∫ ∞

0+

|∂tχ(x, t)| dt ≤ ∞

and χ(x, t) is a continuous function of the temporal coordinate t in [0,∞] and has
a finite discontinuity at t = 0.

The conductivity is given by the long-time limit

ς(x) = lim
t→∞

χ(x, t) < ∞.

Observe that although the conductivity is the infinite long tail of the susceptibility
kernel it acts as a direct term in the Maxwell equations.

The Laplace-domain representation of the constitutive map is

sε(x, s) = s

∫ ∞

0−

e−st (ε∞(x)δ(t) + χ(x, t)) dt

= sε∞(x) + χ(x, 0) +

∫ ∞

0+

e−st∂tχ(x, t) dt.

(2.31)

The integral is well-defined in the limit Re s = 0 and the constitutive map is a
continuous function of the angular frequency at the imaginary axis, i.e.,

iωε(iω) = lim
ηց0

(η + iω)ε(η + iω)

is continuous. A low-frequency asymptotic expansion of (2.31) gives the conductiv-
ity, i.e.,

sε(x, s) → χ(x,∞) = ς(x) as s → 0.

Analogous to the instantaneous response, the long-time response is undetermined
from a physics point of view. This is simply seen by comparing the constitutive maps

ε(x, s) and ε′(x, s) =
s + η0

s
ε(x, s + η0)

where ε is analytic in C+ and passive. The error of the approximate constitutive
map is

|ε′(x, s) − ε(x, s)| = |η0

s
| |(s + η0)ε(x, η0 + s) − sε(x, s)

η0

| = O(η0)

uniformly in ω for Re s = η > 0. The convergence estimate in Section 2.4.1 shows
that the fields associated with ε′ approach the fields associated with ε for finite times
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2.6 Statics

as the approximate parameter η0 decreases to zero. The approximate constitutive
map is analytic for Re s > −η0 except for a simple pole at s = 0, i.e.,

ε′(x, s) =
ς ′(x)

s
+ O(1) as s → 0

where the conductivity ς ′ is given by

ς ′(x) = η0ε(x, η0).

It is interesting to observe that it is always possible to remove the conductivity
from the constitutive map. This is illustrated by comparing the conductivity model
and the Debye model, i.e., compare

ε(x, s) = ε∞(x) +
ς(x)

s
and ε′(x, s) = ε∞(x) +

ς(x)

τ−1 + s
.

Both models are passive and the error |ε(s) − ε′(s)| is small if the relaxation time
τ is large. It is illustrative to compare the approximation in the time domain. The
susceptibility kernel of the conductivity and Debye models are

χ(x, t) = ς(x)H(t) and χ′(x, t) = ς(x)H(t)e−t/τ ,

respectively. For a fixed time T < ∞ the error is

sup
0<t<T

|χ(x, t) − χ′(x, t)| = O(T/τ) as τ → ∞.

Observe that the long-time response of the conductivity and Debye susceptibility
kernels are ς and 0, respectively.

2.6 Statics

Solutions of the Maxwell equations that do not change with time are called static
solutions. In reality, one often uses a static (or quasi static) approximation when
the wavelength of the electromagnetic field is much larger then the spatial domain
of interest. We start with a general discussion about potentials in Section 2.6.1 and
in Section 2.6.2 the static limit is discussed.

2.6.1 Potentials

For some problems it is convenient to express the electromagnetic fields with poten-
tials. Two scalar and two vector potentials are used to determine the electromagnetic
fields

(
Ê

Ĥ

)
=

(
−∇φ̂

−∇φ̂(M)

)
+

(
ǫ ξ

ζ µ

)−1 (
∇× Â(E)

∇× Â

)
.
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Chapter 2. Electromagnetic modeling

The vector potentials are restricted with the gauge requirement

∇ · Â(E) = ∇ · Â = 0.

To show that the potentials are well-defined, the passivity (2.20) is used, i.e., the
constitutive map is bounded as

C(1 + Re s) ≥ Re{sε(x, s)} ≥ δ Re s (2.32)

where (2.43) on page 34 has been used. The potential representation follows from
the passivity of sε(x, s) in C+, i.e., together with the solubility of two elliptic
systems. The idea with the potential representation is more clearly revolved with
the short-hand notation

ê = −∇ϕ̂ + ε−1∇× â,

see Appendix A.2 for a discussion about this notation. Substitution of the potentials
into the Maxwell equations gives the equation

−sε∇ϕ̂ + s∇× â −∇× (Jε−1∇× â) = −̂

for the potentials. The vector potentials are eliminated with the divergence operator.
This gives a set of second order equations in the scalar potentials, i.e.,

−∇ · (sε∇ϕ̂) = −∇ · ̂ (2.33)

or written as a system
{

−∇ · (sǫ∇φ̂) −∇ · (sξ∇φ̂(M)) = −∇ · Ĵ ,

−∇ · (sζ∇φ̂) −∇ · (sµ∇φ̂(M)) = −∇ · ĴM.

This is a 2 × 2 system of elliptic equations for s ∈ C+. For the full space problem
we add a set of radiation conditions.

It is natural to consider weak solutions for the potentials, i.e., multiply the equa-
tion (2.33) with a test function ϕ̃ and integrate over space. This gives a sesquilinear
form in the potential ϕ̂ and the test function ϕ̃, i.e.,

∫

Ω

∇ϕ̃H · sε∇ϕ̂ dV−
∫

Ω

∇ · (ϕ̃Hsε∇ϕ̂) dV = −
∫

Ω

ϕ̃H∇ · ̂ dV . (2.34)

With appropriate radiation or boundary conditions it is possible to focus on the first
term on the left-hand side. The form

Ls(ϕ̃, ϕ̂) =

∫

Ω

∇ϕ̃H · sε∇ϕ̂ dV (2.35)

is sesquilinear and bounded as

Cs‖∇ϕ̃‖2 ≥ Re Ls(ϕ̃, ϕ̃) ≥ Re s

∫

Ω

∇ϕ̃H · ε∞∇ϕ̃ dV ≥ δ Re s‖∇ϕ̃‖2
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2.6 Statics

where we also used (2.43) on page 34. The Lax-Milgram lemma [50, 67] can be used
to show the existence and the uniqueness of the scalar potential if suitable boundary
conditions are imposed for the potentials.

The knowledge of the scalar potentials is used to get a set of equations for the
vector potentials, i.e., the vector potentials satisfy

s∇× â −∇× (Jε−1∇× â) = −̂ + sε∇ϕ̂ (2.36)

together with the gauge requirement ∇ · â = 0. The left-hand side of (2.36) is a
short-hand notation for

(
s∇× Â(E)

s∇× Â

)
−

(
0 ∇×

−∇× 0

)(
ǫ ξ

ζ µ

)−1 (
∇× Â(E)

∇× Â

)
. (2.37)

From the passivity there is a uniform bound Re ε−1 ≥ ηδ′ on the constitutive map.
The left-hand side of (2.36) is

s∇× â −∇× (J(ε−1 − ηδ′)∇× â) + ηδ′∇2Jâ.

Multiply with (Jã)H· from the left where ã are vector-valued test functions, i.e.,
the first three equations (2.37) are scalar multiplied with Ã and the fourth to sixth
equation of (2.37) with −Ã(E), i.e.,

s(Jã)H · ∇ × â − (Jã)H · ∇ × (J(ε−1 − ηδ′)∇× â) + (Jã)H · ηδ′∇2Jâ. (2.38)

Analogous to the scalar potential we neglect the boundary terms, i.e., we assume
that the fields vanish at the boundary. To get coercivity estimates, we rewrite the
terms of (2.38) in the following manner. The first term is rewritten as

Re{s(Jã)H · ∇ × ã} = ∇ · Re{sÃ(E) × Ã},

the second term is

−(∇× ã)H · Re(ε−1 − ηδ′)∇× ã + ∇ · Re{ãH × (ε−1 − ηδ′)∇× ã},

and finally the third term is

∇ · Re{ηδ′
3∑

i=1

(Â(E)

i )∗∇Â(E)

i + Â∗
i∇Âi} − ηδ′|∇ã|2. (2.39)

where the shorthand notation

|∇ã|2 =
3∑

i=1

|∇Â(E)

i |2 + |∇Âi|2.

have been used in the right-hand side of (2.39). With appropriate boundary condi-
tions (or radiation conditions) one can focus on the form

Lv(ã, ã) =

∫

Ω

(∇× ã)H · Re{ε−1 − ηδ′}(∇× ã) + ηδ′|∇ã|2 dV . (2.40)
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This form is bounded as

Cv‖∇ã‖2 ≥ Re Lv(ã, ã) ≥ ηδ′‖∇ã‖2.

This form is coercive and hence the vector potentials are well-behaved for suitable
boundary conditions.

Notice that the potential representation reduces to the commonly used scalar and
vector potentials in an isotropic medium with no magnetic currents and sources, i.e.,

∇ · B̂ = 0 implies φ̂(M) = 0

and

sµĤ −∇× Ê = 0 implies Â(E) = 0.

2.6.2 Static limit

Static fields are fields that do not depend on the temporal coordinate. In the statics
of electromagnetics, we assume that the field intensities are independent of time.
The flux densities are static in non-conducting regions (regions where ς = 0), but
in general not well-defined in conducting regions (regions where ς 6= 0).

There are two essentially similar approaches to statics. In the first, statics is the
longtime limit of the electromagnetic fields for static currents and charges, i.e.,

lim
t→∞

e(x, t)

where e(x, t) solves the Maxwell equations with static currents j(x, t) = j(x) and
static charge densities ̺(x, t) = ̺(x) for t > 0. In the second approach the static
fields can be interpreted as a low frequency limit of time harmonic fields, i.e.,

Re{e(x, iω)eiωt} as ω → 0.

Both these approaches can be considered as limits of solutions of the Maxwell equa-
tions e(x, s) as s → 0. However, here we are mainly interested in the behavior of
the constitutive relations in the limit s → 0 and not the mathematical assumptions
of the above approaches. It is not possible to use the sesquilinear forms in the static
limit since the constitutive map vanishes in non-conducting regions, i.e.,

∇ϕ̃H · sε(x, s)∇ϕ̃ → 0 as s → 0 if ∇ϕ̃H · ς(x)∇ϕ̃ = 0.

It is also well-known that the charge density ̺(x) is the origin of static fields in non-
conducting regions. The charge density is related to the divergence of the current
density by the continuity equation

s ˆ̺(x, s) = −∇ · ̂(s,x) for s ∈ C+.

Let’s start with an assumption on the asymptotic expansion of the constitutive
map in the neighborhood of s = 0, i.e.,

sε(x, s) = ς(x) + sεs(x) + o(s) as C+ ∋ s → 0
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2.6 Statics

where the conductivity ς and the static limit εs are assumed to be symmetric. The
asymptotic expansion is for example valid if χ(t) − χ(∞) ∈ L1[0,∞], see (2.16).
The requirement of passivity, see (2.43) on page 34, gives

Re{sε(x, s)} = ς(x) + Re sεs(x) + o(s) ≥ Re sε∞(x).

It is sufficient to use the estimate (2.32) for the scalar potentials. However, for the
vector potentials, a bound in the inverse of the constitutive map is required. In the
limit η → 0, the constitutive map is bounded as

1

δ′
≥ Re{ηε(x, η)} ≥ ηδ

and hence there is a similar bound on the inverse, i.e.,

1 + o(1)

δ
≥ Re{ε−1(x, η)} ≥ ηδ′(1 + o(1)) as η → 0,

where the symmetry of ς and εs has been used.
The sesquilinear form (2.35) is normalized to give a well-behaved static limit.

Let

L̃s(ϕ̃, ϕ̂) =
Ls(ϕ̃, ϕ̂)

Re Ls(ϕ̃, ϕ̃)/|∇ϕ̃|2

be the normalized sesquilinear form. This form is coercive

Re L̃s(ϕ̃, ϕ̃) = |∇ϕ̃|2.

and the normalization is bounded as

1

δ′
≥ Re Ls(ϕ̃, ϕ̃)

|∇ϕ̃|2 ≥ δη as s = η → 0.

Define the static limit as the solution of the normalized version of (2.34) as the
Laplace parameter s approaches 0, i.e.,

L̃s(ϕ̃, ϕ̂) =
−

∫
Ω

ϕ̃H∇ · ̂ dV

Re Ls(ϕ̃, ϕ̃)/|∇ϕ̃|2 as s = η → 0 (2.41)

where the boundary term have been neglected for simplicity. In a conducting region
the normalization is bounded for all values of η and the limit is well-defined. In non-
conducting regions the weight is of the order of ηε(x, η) and to make the right-hand
side of (2.41) well-defined, the current must have zero divergence. Notice that in a
non-conducting region the limit (2.41) retrieves the divergence equations (2.2), i.e.,
equation (2.41) reduces to the weak form of (2.2) in the static limit

∫

Ω

(∇ϕ̃)H · εs∇ϕ̂ dV =

∫

Ω

ϕ̃H̺ dV .
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A similar procedure is performed for the vector potentials. The normalized
sesquilinear form is

L̃v(ã, â) =
Lv(ã, â)

Re Lv(ã, ã)/|∇ã|2 .

This form is coercive and the normalization is bounded as

1 + o(1)

δ
≥ Re Lv(ã, ã)

|∇ã|2 ≥ δ′η(1 + o(1)) as s = η → 0.

Define the static limit as the weak scaled version of (2.36) as η → 0, i.e.,

L̃v(ã, â) =
−

∫
Ω

ãH · (̂ − sε∇ϕ̂) dV

Re Lv(ã, ã)/|∇ã|2 as s = η → 0

where the boundary terms have been neglected.

2.7 State variables and polarization

The temporal convolution (2.8) is the generic representation of dispersion in the
time domain. In this representation, the material remembers the history of the elec-
tromagnetic fields and the interaction between the material and the electromagnetic
fields depends on this memory. Even if the temporal convolution is frequently used,
it has some drawbacks. First, from a physics point of view, it is not clear how
the mechanics of the memory works. Secondly, the model is not computationally
efficient, i.e., the temporal integration is time and memory consuming, and finally
it is rather difficult to extend the temporal convolution to non-linear constitutive
relations.

To surmount the difficulties outlined above, we consider the class of local con-
stitutive relations. In this class of constitutive relations, the values of the flux
densities do only depend on the values of the field intensities and a fixed number of
state variables in a neighborhood of t. The generic representation of a local consti-
tutive relation is as an ordinary differential equation in the state variables. Here,
we choose to use a second order formulation as an illustration, i.e.,

{
d = ε∞e + αp

γ∂2
t p + ν∂tp + ωp = βe

(2.42)

where the instantaneous response ε∞ = ε∞(x) is a symmetric and positive definite
6 × 6 matrix, p = p(x, t) an m × 1 matrix, α = α(x) a 6 × m matrix, γ = γ(x)
an m × m matrix, ν = ν(x) an m × m matrix, ω = ω(x) an m × m matrix,
and β = β(x) an m × 6 matrix. Observe, that the second order system (2.42) is
reduced to an equivalent first order system by the substitution ∂tp = ṗ. In the
state variable representation, the material do not remember the history of the fields
instead the electromagnetic field intensities affect the state of the material. The
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2.8 State variables and polarization

dispersive effects are due to the dynamics of the state variables. Moreover, the state
variable representation is computationally efficient, see Section 5.5.

The Laplace-domain representation of (2.42) is

d̂ = (ε∞ + α(γs2 + νs + ω)−1β)ê

where it is assumed that the inverse is well-defined and vanish for large frequen-
cies. The constitutive map ε(s) is in the form of a rational function in s, i.e., the
elements of ε(s) are rational functions. The good approximation properties of the
rational functions are seen in the general approximation in Section 2.4.2 and more
appropriately in the explicit solution algorithm of the Nevanlinna-Pick problem,
see Refs [100, 56, 6, 95]. It is also common to use least-squares minimization to
determine a rational approximation from frequency-domain data [174].

The most frequently used form of the state variables are the Debye (or relaxation)
model and the Lorentz (or resonance) model, i.e., in a isotropic setting

ǫ(x, s) = ǫ∞(x) +

ND∑

n=1

αn(x)

1 + τns
+

NL∑

n=1

βn(x)

ω2
n + sνn + s2

where ND is the number of the Debye states and NL is the number of Lorentz states.
A single Debye and Lorentz model is passive if α(x) ≥ 0 and β(x) ≥ 0, respectively.
The model is stable if τ > 0 and ν > 0. In the time domain, the electric field
E(x, t) and magnetic field H(x, t) satisfy the Maxwell equations (2.1) with the
substitutions

D(x, t) = ǫ∞(x)E(x, t) +

ND∑

n=1

P (D)

n (x, t) +

NL∑

n=1

P (L)

n (x, t)

and B(x, t) = µH(x, t). The Debye states P (D)

n and Lorentz states P (L)

n are updated
with the ordinary differential equations

τn∂tP
(D)

n + P (D)

n = αn(x)E for n = 1, . . . , ND

and

∂2
t P

(L)

n + νn∂tP
(L)

n + ω2
nP

(L)

n = βn(x)E for n = 1, . . . , NL,

respectively.
Additional advantages with the state-space representation is the simple exten-

sion to non-stationary and non-linear medium models. The model becomes non-
stationary by the extension

ε∞ = ε∞(x, t), φ = φ(x, t), and ψ = ψ(x, t),

see Refs [4, 2, 3, 1] for a general discussions about non-stationary models. Non-linear
models are, e.g.,

{
d = ε∞e + βTp

∂2
t p + ν(p)∂tp + ω2

0(p) = βe

where ν(p) is positive definite, i.e., ṗTν(p)ṗ ≥ C|ṗ|2 and ṗTω2
0(p) is assumed to

be a differential.
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Chapter 2. Electromagnetic modeling

2.8 Alternative forms of the constitutive relations

The preferred form of the constitutive relations depends on the specific application.
In this thesis, the emphasis is on energy analysis and computations. In these appli-
cations it is natural to consider the field intensities as fundamental fields and the
flux densities as derived quantities, i.e., the map (E,H) → (D,B). However, in
applications related to the relativistic behavior of matter, such as moving objects,
it is natural to consider the electric field intensity and the magnetic flux density
as the fundamental field quantities, i.e., the map (E,B) → (D,H). The generic
bi-anisotropic model is written

(
D̂

Ĥ

)
=

(
P L
M Q

)(
Ê

B̂

)

in the (EB-DH) formulation, see Refs [153, 177]. Formal inversion of the (EH-DB)
model (2.17) and identification with the (EB-DH) model gives the relation

(
D̂

Ĥ

)
=

(
ǫ − ξµ−1ζ ξµ−1

−µ−1ζ µ−1

) (
Ê

B̂

)
.

The constitutive tensors (dyadics) ǫ,µ, ξ, and ζ are analytic in C+. Moreover, the
two tensors ǫ and µ are non-zero in C+. Hence, the inverse µ−1 is analytic and
non-zero in C+. This shows that the tensors P, Q, L, and M in the (EB-DH)
formulation are analytic in C+.

2.9 Inequalities

Above and below we use a few inequalities based on the analytic properties of the
constitutive map ε(s). Let ε(s) be a passive constitutive map with high-frequency
response ε∞, i.e.,

Re{sε(s)} ≥ 0 for s ∈ C+ and ε(s) = ε∞ + O(s−1) as |s| → ∞.

Then we have the estimate

Re{sε(s)} ≥ ε∞ Re s. (2.43)

To show this estimate we use

Re{sε(s)} = Re{s(ε(s) − ε∞)} + Re{sε∞}.

The first term on the right hand side is bounded by the minimum principle for
harmonic functions [100], i.e., transform C+ to the unit disc |z| < 1 with the Cayley
transform (2.28) and use the fact that the real-valued part of the high-frequency
response (Re{ε∞}) vanishes at the boundary. We get

Re{s(ε(s) − ε∞)} ≥ Re{iω(ε(iω) − ε∞)} = Re{iωε(iω)} ≥ 0.
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2.9 Inequalities

In the wave splitting and the Bremmer series, see Chapters 4 and 6, respectively,
we need an estimate on the square-root symbol (the branch Re

√
z ≥ 0 is chosen)

√
sǫ(s)sµ(s) + ξ2

where the scalars ǫ(s) and µ(s) are passive and have well-defined high-frequency
values, i.e.,

Re{sǫ(s)} ≥ 0 and ǫ(s) = ǫ∞ + O(s−1) as |s| → ∞

and similarly for the permeability µ. The real-valued part of the square-root symbol
can be estimated as

Re
√

sǫ(s)sµ(s) + ξ2 ≥ √
ǫ∞µ∞ Re s (2.44)

for all real-valued ξ. We show this is in two steps. The case ξ = 0 follows from:
Any complex-valued numbers z1 = a + ib ∈ C+ and z2 = c + id ∈ C+ satisfy

Re
√

z1z2 = Re
√

(a + ib)(c + id) = (
√

(ac − bd)2 + (ad + bc)2 + ac − bd)1/2/
√

2

= (
√

(ac)2 + (bd)2 + (ad)2 + (bc)2 + ac − bd)1/2/
√

2

≥ (
√

(ac + bd)2 + ac − bd)1/2/
√

2 =
√

ac =
√

Re z1 Re z2 .

The second part of (2.44) is given by: A complex-valued number z ∈ C+ and a
real-valued number ξ satisfy

Re
√

z2 + ξ2 ≥ Re z.

The stationary point is given of

∂ξ Re
√

z2 + ξ2 = ξ Re(z2 + ξ2)−1/2 = 0.

This point ξ = 0 is the minimum.
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Chapter 3

Acoustics

The motivation to include a discussion of the acoustic wave equation in this thesis
is twofold. First, it is motivated by the many acoustic wave propagation problems,
e.g., in exploration geophysics and underwater acoustics. Secondly, it is motivated
by the mathematical similarities between the Maxwell equations and the acoustic
wave equation, e.g., the Maxwell equations reduce to a acoustic wave equation in
two spatial dimensions.

We start with a brief discussion of the acoustic wave equation in Section 3.1. In
Sections 3.2 and 3.3 the formal similarities between the Maxwell equations and the
acoustic wave equation are outlined in two and one spatial dimensions, respectively.

3.1 Acoustic wave equation

The acoustic wave equation models the evolution of sound, i.e., pressure waves. It
can be written either as a scalar second order equation in the pressure p

∂2
t p − 1

κ
∇ · (ρ−1∇p) =

1

κ
∂tq −

1

κ
∇ · (1

ρ
f)

or as a symmetric first order hyperbolic system in the pressure p(x, t) and the
particle velocity v(x, t), i.e.,

{
κ(x)∂tp + ∇ · v = q(x, t),

ρ(x)∂tv + ∇p = f(x, t).
(3.1)

The medium properties are described by the compressibility κ and the density ρ.
The acoustic wave field is generated by the sources f(x, t) and q(x, t), see Table 3.1.
In the scattering problem, we assume that the sources are quiescent and that the
fields vanish before time t = 0. This gives the initial conditions

p(x, 0) = ∂tp(x, 0) = 0

or

p(x, 0) = 0 and v(x, 0) = 0,
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Chapter 3. Acoustics

Description Symbol SI units Scaled units

Pressure p Pa ( Ws/m3)1/2

Particle velocity v m/s ( Ws/m3)1/2

Compressibility κ Pa−1 ( Ws/m3)1/2

Density ρ Kg/m3 ( Ws/m3)1/2

Force density f N/m3 ( Ws/m5)1/2

Injection rate q s−1 ( Ws/m5)1/2

Table 3.1: The acoustic fields

for the second order and first order versions of the acoustic wave equation, respec-
tively. The Laplace transformed version of the acoustic equation (3.1) is

{
sκ(x, s)p̂ + ∇ · v̂ = q̂(x, s),

sρ(x, s)v̂ + ∇p̂ = f̂(x, s),
(3.2)

together with the radiation condition

√
ρ0v̂r −

√
κ0p̂ = o(|x|−1) = o(r−1) as r → ∞, (3.3)

where v̂r stands for the radial component of the particle velocity. To ensure causality,
the compressibility κ(x, s) (and density ρ(x, s)) is an analytic function of s in the
right complex half-plane. Furthermore, we restrict the analysis to passive dispersive
models such that

Re{sκ(x, s)} ≥ 0, (3.4)

and

κ(x, s) − κ0 = O(s−2) as s → ∞. (3.5)

3.2 The Maxwell equations in two spatial dimen-

sions

In some situations, it is natural to consider the Maxwell equations in two spatial
dimensions. Let the field intensities and flux densities be independent of the x3

coordinate, i.e., the fields depend only on the transverse, x = (x1, x2), part of the
spatial coordinates. Furthermore, we assume that the constitutive relations are
isotropic. In this case, the Maxwell equations separate into a transverse electric
(TE) equation and a transverse magnetic (TM) equation.

Let D denote the transverse gradient operator and J the transverse rotation
matrix, i.e.,

D =

(
∂1

∂2

)
and J =

(
0 1
−1 0

)
.
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3.3 The Maxwell equations in one spatial dimension

The curl operator has the transverse components and vertical component

J D E3 and D ·JE, (3.6)

respectively, where also the vector field is decomposed into its transverse and vertical
components, see also Section 4.1 and Appendix A.

In the (TE) case, the electric field is orthogonal to the x-plane. The (TE)
equations are

{
sǫ(x, s)Ê3 − D ·JĤ + Ĵ3(x, s) = 0,

sµ(x, s)JĤ − D Ê3 + JĴ (M)(x, s) = 0.
(3.7)

In the corresponding (TM) case, the magnetic field intensity is orthogonal to the
x-plane, i.e.,

{
sµ(x, s)Ĥ3 + D ·JÊ + Ĵ (M)(x, s) = 0,

sǫ(x, s)JÊ + D Ĥ3 + JĴ(x, s) = 0.
(3.8)

The analogous acoustic wave equations are
{
sκ(x, s)p̂ + D ·v̂ = q̂(x, s),

sρ(x, s)v̂ + D p̂ = f̂(x, s),
(3.9)

if the fields are independent of the vertical coordinate.
We can identify the (TE) and (TM) equations with the acoustic equations. In

the (TE) case, the pressure field corresponds to the vertical component of the electric
field and the particle velocity to the transverse part of the magnetic field, i.e.,

p ↔ E3, v ↔ −JH, κ ↔ ǫ, and ρ ↔ µ.

In the (TM) case, we identify the pressure field with the vertical component of
the magnetic field intensity, the particle velocity with the transverse electric field
intensity, i.e.,

p ↔ H3, v ↔ JE, κ ↔ µ, and ρ ↔ ǫ.

3.3 The Maxwell equations in one spatial dimen-

sion

Assume that the electromagnetic fields are independent of the transverse directions
x = (x1, x2), e.g., E = E(x3). The curl operator has the transverse part

−∂3JE. (3.10)

The Maxwell equations reduce to
{

sǫ(x3, s)Ê + ∂3JĤ = −Ĵ(x3, s)

sµ(x3, s)JĤ + ∂3Ê = −JĴ (M)(x3, s)
(3.11)
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Chapter 3. Acoustics

where the second equation have been multiplied with the rotation matrix J. The
corresponding one-dimensional acoustic wave equation is

{
sκp̂ + ∂3v̂3 = q̂,

sρv̂3 + ∂3p̂ = f̂3.
(3.12)

The acoustic and electromagnetic equations are identified as

Ê ↔ p̂, JĤ ↔ v̂3, ǫ ↔ κ, and µ ↔ ρ.
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Chapter 4

Wave splitting

With wave splitting (or directional decomposition) of a wave field we mean a full or
partial decomposition of the wave field into wave constituents propagating in oppo-
site directions. Wave splitting of electromagnetic and acoustic wave fields appear
as a natural concept in many problems, e.g., wave guide theory, Bremmer series,
radiation conditions, absorbing boundary conditions, parabolic approximations, and
inverse scattering.

We start with a brief introduction to wave-field decomposition in Section 4.1.
In Section 4.2, we discuss different one-dimensional wave splittings. Section 4.3
treats energy flux wave splittings. Multi-dimensional wave splittings of acoustic and
electromagnetic wave fields are considered in Sections 4.4 and 4.5, respectively.

4.1 Introduction

There are several alternative possibilities to split (or decompose) a wave field with
respect to a direction. In this chapter, we discuss some aspects of the wave splitting.
One of the most obvious motivations for wave splitting are in one-way wave prop-
agation, i.e., a wave field that evolves in one direction, e.g., wave fields in guided
structures [35]. It is also common to approximate numerically large problems with
one-way problems. Typical electromagnetic applications are long range radio wave
propagation, propagation of laser beams, and integrated optics [242, 57, 221, 126].
For the acoustic (and elastodynamic) wave fields there are applications in explo-
ration geophysics [22, 34] and underwater acoustics [146, 76]. The Bremmer series
accounts for the backscattered field that the one-way approximation neglects, see
Refs [28, 39, 52, 242]. In the analysis of partial differential equations, wave split-
ting appears naturally in the analysis of boundary conditions [154], radiation condi-
tions [193, 48] , and absorbing boundary conditions [63, 187, 66, 228]. Wave splitting
is also a natural ingredient in inverse scattering problems, see [116] and Chapters 7
and 8.

To split a wave field with respect to a preferred direction i (|i| = 1), it is natural
to start with a decomposition of the spatial coordinate x into its component parallel
to i and its components perpendicular to i. The component in the direction i is

41



Chapter 4. Wave splitting

E

E

i

Eii

Figure 4.1: Decomposition of a vector field E into its tangential components E
and normal component Ei with respect to the direction i.

given by

xi = i · x

and the components perpendicular to i by

x = −i × (i × x) = x − ixi.

Observe that the transverse part x is a vector. In this thesis, we denote vector fields
in R

3 with bold face italics, e.g., x, and the corresponding transverse components
by the symbol x, see Appendix A. In this notation the electric field is written

Ei = i · E and E = −i × (i × E) = E − Eii, (4.1)

see Figure 4.1.
It is not sufficient to decompose the vector fields into their components parallel

and perpendicular to i, it is also necessary to decompose the spatial differential oper-
ator into its component parallel to the direction i and its components perpendicular
to i, i.e.,

∂i = i · ∇ and D = −i × (i ×∇) = ∇− i∂i,

respectively. The cross product between a vector field and the preferred direction i

is given by the rotation operator J (a rotation of −π/2 around i), i.e.,

i × E = −JE. (4.2)

In many problems, the preferred direction is fixed. We choose this direction to
be the vertical direction, i.e., i = i3. In this case the transverse part of the spatial
differentiation operator ∇ and the transverse part of a vector field E are

D =

(
∂1

∂2

)
and E =

(
E1

E2

)
, (4.3)
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ǫ
(x3)

x3 = X3x3 = 0
x3

Êr

Êi

Ê+Ê
−


Êt

Figure 4.2: The scattering problem for a dielectric slab.

respectively, see also Sections 3.2 and 3.3. With the notation above, the Maxwell
equations (2.1) are written





∂tD + ∂3JH − J D H3 = −J(x, x3, t),

∂tD3 − DT JH = −J3(x, x3, t),

∂tB − ∂3JE + J D E3 = 0,

∂tB3 + DT JE = 0,

(4.4)

where the rotation matrix J has the matrix representation

J =

(
0 1
−1 0

)
. (4.5)

4.2 One-dimensional wave splitting

The wave splitting concept is illustrated with electromagnetic scattering by a slab.
Consider an incident plane wave impinging normally at the slab depicted in Fig-
ure 4.2. We assume that the fields are generated by sources to the left of the slab.
Outside the slab, the wave field is decomposed into an incoming wave field Êi and
a reflected wave field Êr to the left of the slab and a transmitted wave field Êt to
the right of the slab. Here, ·̂ denotes the Laplace transformed quantity. The wave
fields outside the slab are hence decomposed into wave constituents propagating in
the positive and negative directions. The wave splitting generalizes this directional
decomposition to the wave fields in the interior of the slab.

Let the slab be modeled by a passive and isotropic medium, i.e.,

D̂(x, s) = ǫ(x3, s)Ê(x, s) and B̂(x, s) = µ(x3, s)Ĥ(x, s) (4.6)

with scalar ǫ and µ. Outside the slab, the permittivity and permeability reduce to
their free-space values, i.e., ǫ(x3, s) = 1 and µ(x3, s) = 1, respectively. The wave
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field is polarized in the x = (x1, x2) plane, i.e.,

Ê(x, s) =




Ê1(x3, s)

Ê2(x3, s)
0


 and Ĥ(x, s) =




Ĥ1(x3, s)

Ĥ2(x3, s)
0


 ,

where Ê and Ĥ are the tangential parts of the electromagnetic fields (4.3). In this
case, the Maxwell equations (4.4) reduce to a one-dimensional wave equation. The
tangential components of the electric and magnetic fields satisfy the equations

{
sǫ(x3, s)Ê + ∂3JĤ = 0,

sµ(x3, s)JĤ + ∂3Ê = 0,
(4.7)

in a source-free environment. To decompose the wave field with respect to the
vertical direction x3, it is natural to rewrite the system (4.7) in the form of an
evolution equation in x3, i.e.,

∂3

(
Ê

JĤ

)
+

(
0 sµ(x3, s)

sǫ(x3, s) 0

)(
Ê

JĤ

)
=

(
0

0

)
. (4.8)

We decompose the electromagnetic wave field into wave constituents propagat-
ing in the positive x3-direction and negative x3-direction, respectively. There are
several different wave splittings. We start with a locally exact wave splitting in
Section 4.2.1. Here, the wave field is decomposed at a point x3 as if the medium
parameters are independent of x3, i.e., we freeze the coordinate dependence and per-
form the wave splitting. The locally exact wave splitting decouples the wave fields
in a homogeneous medium. In Section 4.2.2, the wave splitting is generalized to an
approximate decomposition, i.e., a wave splitting performed with respect to a ref-
erence medium. This splitting is not ‘locally exact’, however a proper choice of the
reference medium reduces the coupling between the two wave constituents. Wave
splitting in the time-domain is considered in Section 4.2.3. In the time-domain, it
is advantageous to perform the splitting with respect to the instantaneous response
of the medium, i.e., the principal part of the partial differential equation.

4.2.1 Locally exact wave splitting

In the locally exact wave splitting, the wave field is decomposed as if the medium
is independent of the spatial coordinates. The wave field is decomposed by a diag-
onalization of the system matrix of (4.8), i.e., diagonalization of the matrix

A =

(
0 sµ(x3, s)

sǫ(x3, s) 0

)
.

The eigenvalues of A are the square roots of the characteristic operator A = s2ǫµ,
i.e.,

±Γ where Γ =
√

s2ǫµ,
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ǫ
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ǫ
2

ǫ
3

ǫ
N

ζ
0 = 0 ζ
1 ζ
2 ζ
3 ζ
N−
1 ζ
N = X3

ǫ
(x3)

x3
d1 d2 d3 dN

Figure 4.3: The geometry of a layered dielectric slab.

where we introduced the vertical-propagation operator Γ. We also use the vertical-
propagation coefficient (symbol) γ =

√
s2ǫµ. The corresponding eigenvectors are

given by

α1

(√
µ√
ǫ

)
and α2

( √
µ

−√
ǫ

)
.

The eigenvectors are only determined up to a normalization. Depending on the
choice of the normalization parameters α1 and α2 one gets different wave splittings.
Three common normalizations are:

1. the electric-field normalization

α1 = α2 = µ−1/2,

2. the magnetic-field normalization

α1 = α2 = ǫ−1/2,

3. the energy-flux normalization

α1 = α2 = 1,

respectively, see Refs [52, 242]. In this thesis, we use the electric-field normalization.
In the electric-field normalization, the down- and up-going wave constituents are
given by

(
Ê+

Ê−

)
=

1

2

(
1 Z

1 −Z

)(
Ê

JĤ

)
, (4.9)
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where Z =
√

µ/ǫ is the impedance, Ê+ is the down-going wave constituent, and Ê−

is the up-going wave constituent. The electric and magnetic fields are retrieved with
the inverse of (4.9), i.e.,

(
Ê

JĤ

)
=

(
1 1

Y −Y

)(
Ê+

Ê−

)
, (4.10)

where Y = Z−1 is the admittance. Substitution of (4.10) into the one-dimensional

wave equation (4.8) gives a system of one-way wave equations. The split fields Ê±

satisfy

∂3

(
Ê+

Ê−

)
+

(
Γ 0

0 −Γ

)(
Ê+

Ê−

)
= R

(
1 − 1

−1 1

)(
Ê+

Ê−

)
(4.11)

in a source-free region. In a homogeneous background, the reflection operator R =
−Y−1∂3Y/2 vanishes and the system decouples. This is especially convenient for
wave propagation in a layered medium. Let the permittivity and permeability be
given by

ǫ(x3, s) = ǫj(s) and µ(x3, s) = µj(s) for ζj−1 ≤ x3 < ζj,

where 0 = ζ0 < ζ1 < · · · < ζN = X3, see Figure 4.3. In each layer, the one-way
system is decoupled. The solution of the one-way system (4.11) is given by

{
Ê+(ζj−, s) = Ê+(ζj−1+, s)e−γjdj ,

Ê−(ζj−1+, s) = Ê−(ζj−, s)e−γjdj ,

where dj = ζj − ζj−1 is the thickness of the layers, γj the vertical-propagation
coefficient (symbol) in the layers, and j = 1, . . . , N . The split fields are coupled
at the interfaces between the layers. The coupling between the down- and up-
going wave fields follows from the continuity of the tangential components of the
electromagnetic field intensities. The coupling is given by

{
Ê+(ζj+, s) = (1 + Rj)Ê+(ζj−, s) − RjÊ−(ζj+, s),

Ê−(ζj−, s) = RjÊ+(ζj−, s) + (1 − Rj)Ê−(ζj+, s),

where the reflection operator is

Rj = (Yj+1 + Yj)
−1(Yj − Yj+1) = (Zj+1 + Zj)

−1(Zj+1 − Zj), (4.12)

see Figure 4.4.

4.2.2 Reference medium wave splitting

In Section 4.2.1, the wave splitting was performed with respect to the actual medium
model. In some cases, it is advantageous to perform the splitting with respect to
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Ê+ Ê
−


ζ
jx3 =

(1 + Rj)Ê+ −
 RjÊ−

RjÊ+ + (1 −
 Rj)Ê−


Figure 4.4: The boundary coupling between the split fields.

a reference medium, e.g., a smooth background, a layered media, or free space.
To simplify the notation, we consider materials with a homogeneous permeability.
Decompose the wave field with respect to a permittivity ǫ′(x3) (and permeability µ).
The vertical propagation operator is given by Γ = (s2ǫ′µ)1/2. Following Section 4.2.1,
we get a coupled set of one-way wave equations

∂3

(
Ê+

Ê−

)
+

(
Γ 0

0 −Γ

)(
Ê+

Ê−

)
=

(
R + Ξ −R + Ξ

−R − Ξ R − Ξ

)(
Ê+

Ê−

)
(4.13)

where R is the reflection operator and Ξ is the error in the approximation of the
square root of A, i.e.,

R = −Y−1∂3Y

2
= −∂3ǫ

′

4ǫ′
and Ξ =

Γ − Γ−1A

2
= s

√
µ

ǫ′ − ǫ

2
√

ǫ′
,

respectively. Notice that the coupling is decomposed into the reflection part R and
the error part Ξ. The error part contains the Laplace parameter s (the frequency).
Hence, it is possible to reduce the size of the coupling by a proper choice of the
reference medium, see Section 6.2.

4.2.3 Time-domain wave splitting

Time-domain wave splitting and its connection to one-dimensional inverse scattering
have been extensively studied, see Section 7.2. Here, we outline a few properties of
the time-domain wave splitting. Let the slab be modeled by an isotropic, passive,
and non-magnetic model, i.e.,

D(x, t) = ǫ∞(x)E(x, t) +

∫ t

−∞

χ(x, t − t′)E(x, t′) dt′ and B(x, t) = µH(x, t).

In the time-domain, it is preferable to perform the wave splitting with respect to
the instantaneous response ǫ∞(x) (and µ). Following Section 4.2.1, we get the time-
domain counterpart of (4.9), i.e., the down- and up-going wave constituents are
defined as

(
E+

E−

)
=

1

2

(
1 Z∞

1 −Z∞

)(
E
JH

)
(4.14)
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where Z∞ =
√

µ/ǫ∞ is the wave-front impedance. The split fields satisfy the fol-
lowing system of coupled one-way equations

∂3

(
E+

E−

)
+ ∂t

(
c−1
∞ 0
0 −c−1

∞

)(
E+

E−

)

=
∂3ǫ∞
4ǫ∞

(
−1 1
1 −1

)(
E+

E−

)
−

√
µ∂tχ∗

2
√

ǫ∞

(
1 1
−1 −1

)(
E+

E−

)
(4.15)

where c−1
∞ =

√
ǫ∞µ is the wave-front slowness. Observe that the principal part of

the one-way system is decoupled. The coupling is divided into a reflection part and
a dispersive part due to the approximate wave splitting.

In numerical implementations it is convenient to scale the coordinates to travel-
time coordinates and to use a state-variable representation of the dispersion, see Sec-
tions 7.2 and 2.7, respectively. The travel-time coordinates offer a good description
of the wave front for calculation of the impulse response of a slab. The time-domain
wave splitting appears natural in the invariant imbedding and Green function ap-
proaches to one-dimensional inverse scattering problems, see Sections 7.2.1 and 7.2.2,
respectively.

The wave splitting concept has been generalized to several complex medium mod-
els, see the end of Section 7.2.2. It is also possible to perform a locally exact wave
splitting (dispersive wave splitting) in the time-domain [61, 206]. This decomposi-
tion is practical for inverse scattering by a spatially homogeneous and temporally
dispersive slab as well as for a time-domain theory of precursors [62, 141, 60]. No-
tice, that a locally exact time-domain wave splitting can give non-local operators
even though the dispersive term has a local representation.

4.3 Energy-flux splitting

There are several generalizations of the one-dimensional wave splitting to multi-
dimensions. In this section, we consider a generalization to bounded regions Ω
where the energy flux through the surface ∂Ω is decomposed, see Figure 4.5. This
decomposition is performed by a one-dimensional wave splitting with respect to the
inward unit normal i = −n. The choice of inward normal implies that the input
(output) energy corresponds to the positive (negative) i-direction.

In Section 4.3.1, we consider frequency-domain wave splitting and in Section 4.3.2
the time-domain case is discussed.

4.3.1 Frequency-domain energy-flux wave splitting

The energy-flux wave splitting can be obtained from an energy analysis of the
Maxwell equations. We get the energy balance from the Poynting’s theorem [128,
176]

∇ · Ê × Ĥ∗ + s∗Ê · D̂∗ + sĤ∗ · B̂ + Ê · Ĵ∗ = 0. (4.16)
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4.3 Energy-flux splitting

Integrate over the region Ω to get
∫

∂Ω

Ê × Ĥ∗ · n dS +

∫

Ω

s∗Ê · D̂∗ + sĤ∗ · B̂ dV +

∫

Ω

Ê · Ĵ∗ dV = 0.

The energy flux through the surface ∂Ω is given by the real-valued part of the normal
component of the Poynting vector, i.e.,

1

2
Re{Ê × Ĥ∗ · n} = −1

2
Re Ê · JĤ∗,

where J is the rotation operator (4.2) and the tangential fields are defined with
respect to the direction i = −n. To get the energy-flux wave splitting, the energy
flux is decomposed into two parts with definite signs. Let the impedance Z be
real-valued and positive, and use the polarization identity to get

1

2
Re Ê · JĤ∗ =

1

2Z

∣∣∣∣∣
Ê + ZJĤ

2

∣∣∣∣∣

2

− 1

2Z

∣∣∣∣∣
Ê − ZJĤ

2

∣∣∣∣∣

2

.

The positive and negative terms can be interpreted as the energy-flux input and
energy-flux output of the region, respectively. Define the in-going Ê+ and out-going
Ê− wave constituents as

(
Ê+

Ê−

)
=

1

2

(
1 Z

1 −Z

)(
Ê

JĤ

)
. (4.17)

The energy balance is

Ê(s) + Ê−(s) = Ê+(s) − Re
1

2

∫

Ω

Ê(x, s) · Ĵ∗(x, s) dV (4.18)

where Ê is the energy in the region Ω, i.e.,

Ê(s) = Re
1

2

∫

Ω

Ê∗(x, s) · sD̂(x, s) + Ĥ∗(x, s) · sB̂(x, s) dV (4.19)

and Ê±(s) are the inward and outward energy flux

Ê±(s) =
1

2

∫

∂Ω

1

Z
|Ê±(x, s)|2 dS .

First, we observe that the energy-flux wave splitting (4.17) reduces to the one-
dimensional wave splitting (4.9) if i = i3. This lets us interpret the energy-flux
wave splitting as a locally exact wave splitting with respect to the inward unit
normal in one dimension. Secondly, we observe that in the case of a spherical region
Ω = {x : |x| ≤ r} and a vacuum background, the wave splitting reduces to the
(Silver-Müller) radiation condition, i.e.,

Ê+(s) → 0 as r → ∞
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n

E

E
+


E
−


i

Figure 4.5: The energy-flux splitting.

or equivalently (with i = −r)

Ê+(r, s) =
Ê(r, s) + Z0JĤ(r, s)

2
=

Ê(r, s) + r × Z0Ĥ(r, s)

2
= o(r−1) as r → ∞,

where r = |x| and r = x/r.
Notice that the energy balance (4.18) is valid for arbitrary bi-anisotropic medium

models (2.17). Finally, the requirement of passive medium models gives an L2-bound
on the map

Ê+ −→ Ê−,

e.g., for a source-free region the output energy is bounded by the input energy

∫

∂Ω

|Ê−(x, s)|2 dS ≤
∫

∂Ω

|Ê+(x, s)|2 dS .

4.3.2 Time-domain energy-flux wave splitting

It is straightforward to generalize the energy-flux wave splitting (4.17) to the time-
domain. As in the one-dimensional wave splitting in Section 4.2.3 it is natural to
decompose the wave field with respect to the instantaneous response. Let E(x, t)
and H(x, t) be given at the surface ∂Ω and assume that the medium is isotropic
with the instantaneous permittivity ǫ∞(x) and the permeability µ∞(x). We define
the tangential split fields with respect to the inward unit normal i = −n as

E±(x, t) =
−n × (n × E) ∓ Z∞n × H

2
=

E ± Z∞JH

2
, (4.20)

where Z∞(x) is the instantaneous part of the impedance, i.e., Z∞ =
√

µ∞/ǫ∞ and
the tangential fields E and H are defined in (4.1). As in the frequency domain (4.17),
the time-domain wave splitting (4.20) is a natural component in energy estimates.
The Poynting vector in the forward direction can be decomposed as

n · (E × H) =
1

Z∞

∣∣∣∣
E − Z∞JH

2

∣∣∣∣
2

− 1

Z∞

∣∣∣∣
E + Z∞JH

2

∣∣∣∣
2

=
E2

− − E2
+

Z∞

(4.21)
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x3 = X3
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κ(x) = κ0
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Figure 4.6: The acoustic scattering geometry.

This gives the energy balance

E(T ) + E−(T ) = E(0) + E+(T ) −
∫ T

0

∫

Ω

E(x, t) · J(x, t) dV dt. (4.22)

Where the energy E in the region Ω is defined as

E(T ) = E(0) +

∫ T

0

∫

Ω

E(x, t) · ∂τD(x, t) + H(x, t) · ∂τB(x, t) dV dt

and the energy input and output through the surface ∂Ω as

E±(T ) =

∫ T

0

∫

∂Ω

|E±(x, t)|2Y∞ dS dt

with the instantaneous admittance Y∞ = Z−1
∞ . The time-domain energy-flux wave

splitting (4.20) appears natural in the study of the boundary conditions for symmet-
ric hyperbolic systems of partial differential equations [154]. Furthermore, it offers
a simple FDTD implementation of the boundary conditions, see Section 5.5.1. In
this thesis, the time-domain wave splitting (4.20) is used in the formulation of the
multi-dimensional inverse scattering problems, see Chapter 8.

4.4 Acoustic equation

In this section, we consider multi-dimensional wave splittings of an acoustic wave
field with respect to the depth direction x3. Let the medium be modeled by a
temporally dispersive compressibility κ(x, s) and a homogeneous and non-dispersive
density ρ = ρ0. The Laplace transformed version of the acoustic equation (3.1) is

{
sκ(x, s)p̂(x, s) + ∇ · v̂(x, s) = q̂(x, s),

sρ0v̂(x, s) + ∇p̂(x, s) = f̂(x, s).
(4.23)
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To ensure causality, the compressibility κ(x, s) is an analytic function of s in the
right complex half plane. Furthermore, we restrict the analysis to passive dispersive
models, i.e.,

Re{sκ(x, s)} ≥ κ0 Re s = κ0η, (4.24)

see Section 2.3 and (2.43). For simplicity, we assume that κ(x, s) depends smoothly
on the spatial coordinate x. Observe that the first order system (4.23) corresponds
to a second order wave equation in the pressure, i.e.,

s2p̂ − c2(x, s)∇2p̂ = sρ0c
2q̂ − c2∇ · f̂ , (4.25)

where c is the speed c(x, s) = (κ(x, s)ρ0)
−1/2.

In Section 4.4.1, a formal wave splitting of the acoustic wave field is introduced.
An exact wave splitting is performed for the case of layered media in Section 4.4.2.
Approximate wave splittings are discussed in Sections 4.4.3 to 4.4.5 with a local
approximation, pseudo-differential calculus, and a paraxial approximation, respec-
tively. In Section 4.4.6, a time-domain wave splitting is outlined.

4.4.1 Acoustic multi-dimensional wave splitting

Write the Laplace transformed system (4.23) as an evolution equation in the pre-
ferred direction x3

(∂3 + A)ŵ = ĝ. (4.26)

The system matrix A is

A =

(
0 sρ0

−DT(s−1ρ−1
0 D) + sκ(x, x3, s) 0

)
, (4.27)

and the field vector ŵ and source vector ĝ are

ŵ =

(
p̂
v̂3

)
and ĝ =

(
f̂3

q̂ + DT(ρ−1
0 s−1f̂)

)
,

respectively. The problem (4.26) is not well-posed for marching in the x3 direction,
but it is possible to decompose the system (4.26) into two parts, one propagating
in the positive x3-direction and the other propagation in the negative x3-direction.
We decompose the system by formally diagonalizing the system matrix (4.27). The
diagonalization operator is only determined up to a normalization. Here we use the
acoustic-pressure normalization [52]. The diagonal elements are the square roots of
the characteristic operator

A = −∂2
1 − ∂2

2 + s2κ(x, x3, s)ρ0 = −D2 +s2c−2(x, x3, s). (4.28)

In general, it is difficult to determine an exact square root, so instead, we determine
an approximate square root of A.
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û+
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û
(0)

+ (x, s)

û
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−
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Figure 4.7: The one-way acoustic scattering geometry.

Let Γ be an operator such that the difference A − Γ2 is small. We call Γ the
vertical-propagation operator for the acoustic wave equation. Let Ξ denote the error
in the approximation of the square-root operator, i.e.,

Ξ = (Γ − Γ−1A)/2. (4.29)

We construct approximations of A1/2, such that Ξ is small in a general medium and
vanishes identically in a homogeneous medium. In the acoustic-pressure normaliza-
tion, the composition operator L and the decomposition operator L−1 are defined
as

L =

(
1 1

(sρ0)
−1Γ −(sρ0)

−1Γ

)
and L−1 =

1

2

(
1 sρ0Γ

−1

1 −sρ0Γ
−1

)
,

respectively. The decomposition operator L−1 defines the down- and up-going com-
ponents û = (û+, û−)T of the wave field, i.e.,

(
û+

û−

)
=

1

2

(
1 sρ0Γ

−1

1 −sρ0Γ
−1

) (
p̂
v̂3

)
,

see also Figure 4.7. We substitute ŵ = Lû into the dynamics (4.26) to get

(∂3L + AL)û = ĝ.

A multiplication with the decomposition operator and the use of the relation ∂3L =
(∂3L) + L∂3 give

(∂3 + L−1AL)û = −L−1(∂3L)û + L−1ĝ.

The principal part of the equation is now decomposed as

L−1AL =
1

2

(
Γ + Γ−1A −Γ + Γ−1A
Γ − Γ−1A −Γ − Γ−1A

)
=

(
Γ 0
0 −Γ

)
+

(
−Ξ −Ξ
Ξ Ξ

)
,

and we see that the principle part decouples if Ξ is of lower order than Γ. In the
region 0 ≤ x3 ≤ X3, the decomposed fields û satisfy the source free one-way system
of equations

∂3

(
û+

û−

)
+

(
Γ 0
0 −Γ

)(
û+

û−

)
=

(
R + Ξ −R + Ξ
−R − Ξ R − Ξ

)(
û+

û−

)
, (4.30)
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where R = −Γ−1∂3Γ/2. We also use the matrix-valued interaction operator R
defined as

R =

(
R1,1 R1,2

R2,1 R2,2

)
= R

(
1 −1
−1 1

)
+ Ξ

(
1 1
−1 −1

)
. (4.31)

The boundary conditions for the one-way wave equation (4.30) are

û+(x, 0) = û(0)

+ (x) and û−(x,X3) = û(0)

− (x), (4.32)

where the boundary terms are obtained from the solution of the one-way prob-
lem (4.30) in free space. In free space, the vertical-propagation operator Γ reduces
to multiplication with the free space vertical-propagation symbol

γ0(ξ, s) =

√
c−2
0 s2 + ξ2,

in the spatial Fourier domain, i.e.,

Γ0û(x) =
1

4π2

∫

y∈R2

∫

ξ∈R2

γ0(ξ, s)e
iξ·(x−y)û(y) dy dξ. (4.33)

The solution is




û(0)

+ (x) =
1

4π2

∫ 0

x3=−∞

∫

ξ∈R2

∫

y∈R2

eiξ·(x−y)eγ0x3ĥ+(y) dy dξ dx3,

û(0)

− (x) =
1

4π2

∫ ∞

x3=X3

∫

ξ∈R2

∫

y∈R2

eiξ·(x−y)e−γ0x3ĥ−(y) dy dξ dx3,

where ĥ± are the down- and up-going part of the source, i.e.,

ĥ+ = (ĝ1 + sρ0Γ
−1
0 ĝ2)/2 and ĥ− = (ĝ1 − sρ0Γ

−1
0 ĝ2)/2,

respectively.

4.4.2 Layered media

Before we try to determine an appropriate representation of the vertical-propagation
operator in a general medium, we consider a layered structure. Let the compress-
ibility be given by

κ(x, x3, s) = κj(s) for ζj−1 ≤ x3 < ζj

where 0 = ζ0 < . . . < ζN = X3. In each layer, the vertical-propagation operator Γj

reduces to a multiplication with the vertical-propagation symbol

γj(ξ, s) =
√

ρ0κj(s)s2 + ξ2,
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Figure 4.8: The acoustic scattering geometry for a layered medium.

in the spatial Fourier domain, i.e.,

Γjû(x, x3, s) =
1

4π2

∫

y∈R2

∫

ξ∈R2

γj(ξ, s)e
iξ·(x−y)û(y, x3, s) dy dξ. (4.34)

In the interior of a layer, the one-way wave equation (4.30) decouples. The solution
of the one-way wave equation in a layer is





û+(x, ζj−, s) =
1

4π2

∫

ξ∈R2

∫

y∈R2

eiξ·(x−y)e−γj(ξ,s)dj û+(y, ζj−1+, s) dy dξ,

û−(x, ζj−1+, s) =
1

4π2

∫

ξ∈R2

∫

y∈R2

eiξ·(x−y)e−γj(ξ,s)dj û−(y, ζj−, s) dy dξ,

where dj = ζj − ζj−1, j = 1, . . . , N is the thickness of the layers, see Figure 4.8. The
down- and up-going wave constituents are coupled at the interfaces of the layers.
The coupling is given by

{
û+(x, ζj+, s) = (1 + Rj)û+(x, ζj−, s) − Rjû−(x, ζj+, s)

û−(x, ζj−, s) = Rjû+(x, ζj−, s) + (1 − Rj)û−(x, ζj+, s)

where the reflection operator is

Rj = (Γj + Γj+1)
−1(Γj − Γj+1). (4.35)

The transmission part is given by the familiar 1 + Rj = (Γj + Γj+1)
−12Γj, see also

Figure 4.4. Just as the one-dimensional reflection operator (4.12), the reflection
operator (4.35) is bounded.
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4.4.3 Local approximation

In this section, we consider a local approximation of the square-root operator. We
restrict the analysis to passive medium models (4.24) with a homogeneous instan-
taneous response, i.e.,

κ(x, s) − κ0 = O(s−2) as s → ∞. (4.36)

It is convenient to write the compressibility (4.36) as a perturbation of free space

κ(x, s) = κ0 + δψ(x, s)s−2

where ψ(x, s) is uniformly bounded in x and s for Re s ≥ β0 > 0. The parameter δ
determines the size of the perturbation.

The local approximation of the square-root operator is determined as the square
root of a locally homogeneous medium, i.e., freeze the coordinate dependence and
define the square root with Fourier calculus. This gives a left-symbol representation
of the vertical-propagation operator, i.e., the operator is defined as the action of the
integral

(ΓLû)(x, s) =
1

4π2

∫

ξ∈R2

∫

y∈R2

γL(x, ξ, s)ei(x−y)·ξû(y, s) dy dξ,

where γL(x, ξ, s) is the local vertical-propagation symbol (or coefficient)

γL(x, ξ, s) =
√

c−2(x, s)s2 + ξ2 =
√

c−2
0 s2 + ξ2 + δψ(x, s) . (4.37)

Here and in the following, the dependence of the vertical coordinate x3 is suppressed.
The local vertical-propagation operator ΓL is a classical pseudo-differential operator
for fixed s, see Section 4.4.4. Here, we use the dispersive property (4.36) to analyze
the vertical propagation operator and to get uniform estimates for s in a half-plane
Re s ≥ η0 > 0.

We start with some properties of the free-space vertical-propagation operator
defined in (4.33). The real-valued part of s is a lower bound of the real-valued
part of γ0, i.e., Re γ0 ≥ c−1

0 η. Fourier calculus gives a similar lower bound on the
symmetric part of the free-space vertical-propagation operator

Re Γ0 ≥ c−1
0 η, (4.38)

and an upper bound on the inverse

‖Γ−1
0 ‖ ≤ c0η

−1.

We expand the vertical-propagation operator ΓL in the free space vertical-propa-
gation operator Γ0. Extract the free-space symbol γ0(ξ, s) from the symbol (4.37)

γL(x, ξ, s) = γ0(ξ, s)
√

1 + δγ−2
0 (ξ, s)ψ(x, s) .
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The symbol ψ contains all inhomogeneous and dispersive parts and it is uniformly
bounded in x, x3, and s. For sufficiently large values of η, we can expand the symbol
in the binomial series

γL(x, ξ, s) = γ0(ξ, s) +
∞∑

n=1

(
1/2
n

)
δnψn(x, s)γ1−2n

0 (ξ, s).

Use the linearity of the left symbol and the left-symbol composition rule

(ΨΓ0û)(x, s) =
1

4π2

∫

ξ∈R2

∫

y∈R2

eiξ·(x−y)ψ(x, s)γ0(ξ, s)û(y, s) dy dξ,

where Ψ is the multiplicative operator associated with the symbol ψ, i.e., Ψ = ψ.
The vertical-propagation operator is

ΓL = Γ0 +
∞∑

n=1

(
1/2
n

)
δnΨnΓ1−2n

0 = Γ0 +
δ

2
ΨΓ−1

0 + O(δ2/η3) (4.39)

where O(δk/ηl) denotes an operator of the size δkΨkΓ−l
0 , i.e., there is a constant C ′

such that

‖O(δk/ηl)‖ ≤ C ′δkη−l.

Use (4.39) and the coercivity, (4.38), to get the estimate

Re ΓL ≥ c−1
0 η/2 (4.40)

for sufficiently large values of η. The inverse of the vertical propagation operator
Γ−1

L is

Γ−1
L =

(
1 + Γ−1

0 ΨΓ−1
0 δ/2 + O(δ2/η4)

)−1
Γ−1

0

= Γ−1
0 − Γ−1

0 ΨΓ−2
0 δ/2 + O(δ2/η5).

(4.41)

Notice that the vertical-propagation operator is a perturbation of the free-space
vertical-propagation operator, i.e., ΓL ∼ Γ0 for large η.

The representations (4.39) and (4.41) are used to derive uniform estimates on the
operators in Section 4.4.1. The error term Ξ of the square-root approximation (4.29)
is

ΞL = (ΓL − Γ−1
L A)/2 = δ(ΨΓ−1

0 − Γ−1
0 Ψ)/4 + O(δ2/η3).

The reflection operator (4.31) is estimated as

Γ−1
L ∂3ΓL =

(
Γ−1

0 − Γ−1
0 ΨΓ−2

0 δ/2 + O(δ2/η4)
) (

∂3ΨΓ0δ + O(δ2/η3)
)

= δΓ−1
0 ∂3ΨΓ−1

0 + O(δ2/η3).

Finally, we get a uniform bound on the interaction operator RL, i.e., there is a
constant C such that

‖RL‖ ≤ Cδη−1 for all x3 and s such that Re s ≥ η0 (4.42)

with η0 sufficiently large. Notice that it would be sufficient to use the free-space
vertical-propagation operator in the approximate wave decomposition to get esti-
mates (4.40) and (4.42).
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4.4.4 Pseudo-differential calculus

Pseudo-differential calculus offers a mathematical technique that can be used to
represent and analyze the operators in the one-way wave equation (4.30) and to
define an asymptotic expansion of the square-root operator. For a general discussion
of pseudo-differential operators see e.g., Refs [125, 214, 101, 5, 233, 235].

Pseudo-differential analysis of the square-root operator for fixed frequencies have
been discussed by Fishman et al., in a number of papers [75, 76, 80, 82, 81, 79]. A
recent approach to improve the square-root approximation is the uniform asymptotic
expansion [78, 54]. For a few special structures it is possible to find an analytical
representation of the square-root operator [77, 76]. In [52], de Hoop used pseudo-
differential calculus to analyze the square-root operator A1/2 and its applications
in Bremmer series for the case of real-valued values of the Laplace parameter, i.e.,
s = η ≥ η0 > 0. A generalization to anisotropic material is discussed by Jonsson
and de Hoop in Ref. [131].

We start with a brief discussion of approximations of the square-root operator
for a fixed value of the Laplace parameter s and a fixed depth x3. In the following
we often suppress the s and x3 parameters.

We consider left-symbol representations of the pseudo-differential operators, i.e.,
the operators are defined by the integral

Qu = q(x,−i D)u =
1

4π2

∫

ξ∈R2

∫

y∈R2

q(x, ξ)eiξ·(x−y)u(y) dy dξ

where q(x, ξ) is the symbol associated with the operator Q. The symbol class
Sm(R2 × R

2) consists of smooth functions q(x, ξ) such that

|Dβ
x Dα

ξ q(x, ξ)| ≤ Cα,β(1 + |ξ|)m−|α| (4.43)

for all multi-indices α, β, and numbers x, ξ ∈ R
2, and has the property

q(x, ξ) ∼
∞∑

n=0

qn(x, ξ),

where qj(x, ξ) is positively homogeneous in ξ of degree m − j, i.e.,

qj(x, τξ) = τm−jq(x, ξ).

The index m is the order of the symbol. With Ψm(R2 × R
2), we denote the class of

pseudo-differential operators, associated with the symbols in Sm(R2 ×R
2). Observe

that D denotes the spatial differential operator in the x-plane.
The dynamics of the one-way system (4.30) is determined by the vertical-propa-

gation operator Γ. The vertical-propagation operator is defined implicitly through
(4.29) as an approximation to the square root of the characteristic operator A. The
symbol of the characteristic operator (4.28) is

a(x, ξ) = a(x, ξ, x3, s) = s2c−2(x, x3, s) + ξ2 ∈ S2(R2 × R
2). (4.44)
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4.4 Acoustic equation

The space coordinates x and ξ are the actual pseudo-differential parameters whereas
the Laplace coordinate s is a fixed complex-valued parameter and x3 is a fixed real-
valued parameter. The characteristic operator is an elliptic operator of order two,
i.e.,

|c2a(x, ξ, η + iω)|2 = (η2 + ω2)2 + 2(η2 − ω2)|cξ|2 + |cξ|4 ≥ |cξ|4/2 (4.45)

for sufficiently large values of ξ.
One can define a pseudo-differential approximation of the square root of the

characteristic operator in an iterative fashion. Let Γ0 be a first order approximation
of the square-root operator, i.e.,

Γ2
0 − A ∈ Ψ1(R2 × R

2).

Examples of valid first order approximation are given by the symbols γ0 = |ξ| or
γ0 = (s2c−2(x) + ξ2)1/2. The pseudo-differential operator approximation of A1/2 is
improved by addition of the operator

Γ1 = (Γ−1
0 A − Γ0)/2 ∈ Ψ0(R2 × R

2) (4.46)

to Γ0, i.e.,

(Γ0 + Γ1)
2 − A ∈ Ψ0(R2 × R

2). (4.47)

Iteration of the algorithm above gives a pseudo-differential operator approximation
of A1/2, i.e.,

(
∞∑

k=0

Γk

)2

− A ∈ Ψ−∞(R2 × R
2).

Observe that a good choice of the initial approximation Γ0 can improve the level of
approximation of the succeeding terms.

There is a formal problem in the symbol calculus of the local approximation
γ = γL = (s2c−2(x) + ξ2)1/2. Differentiation of the symbol gives a problem at the
zeros of the square root, i.e., ξ2 = c−2ω2 (assuming fixed frequency s = iω and a loss-
less medium Im c = 0). A zero corresponds to the underlying wave propagation, i.e.,
the characteristics of the ‘hyperbolic’ operator. However, in the pseudo-differential
calculus, the emphasis is on the asymptotic properties as |ξ| → ∞. The small values
of ξ can be collected in a smoothing operator. In the analysis this is accomplished
by a cut-off function. Let χ = χ(ξ) be a smooth function such that

χ(ξ) =

{
1 |ξ| < 2|s/c|,
0 |ξ| > 3|s/c|.

Decompose γL in a low wave number part and a high wave number part

γL = χγL + (1 − χ)γL.

59



Chapter 4. Wave splitting

The low wave number part corresponds to the smoothing operator and the high
frequency is a classical symbol (4.43).

Although the asymptotic expansion above appears to be a good representation
for the vertical-propagation operator Γ, the approximation is not very good. The
basic problem is that the pseudo-differential calculus emphasizes the approximation
for large values of the ξ parameter which corresponds to the evanescent regime of
the wave field.

To be able to incorporate time-domain results it is natural to consider uniform
estimates in the Laplace parameter s. We include the Laplace parameter in the
pseudo-differential calculus with the theory of pseudo-differential operators with a
parameter [214, 101, 5]. We consider the symbol class Sm(R2 × R

2 × Λ) consisting
of smooth functions q(x, ξ, s) such that

|Dβ
x Dα

ξ ∂j
sq(x, ξ, s)| ≤ Cα,β(1 + |ξ| + |s|)m−|α|−j (4.48)

for all multi-indices α, β, integers j, and numbers x, ξ ∈ R
2 and s ∈ Λ, and has the

property

q(x, ξ, s) ∼
∞∑

n=0

qn(x, ξ, s),

where qj(x, ξ, s) is positively homogeneous in (ξ, s) of degree m − j, i.e.,

qj(x, τξ, τs) = τm−jq(x, ξ, s).

The domain Λ ⊂ C+ will be specified below. The index m is the order of the
symbol. Observe that the parameter dependent symbol classes often are denoted by
Sm,ν(R2×R

2×Λ) where ν is the regularity. The symbol class considered here has an
infinite regularity. With Ψn(R2 ×R

2 ×Λ), we denote the class of pseudo-differential
operators, associated with the symbols in Sn(R2 × R

2 × Λ). In the left-symbol
calculus, the operators are defined by the integral

q(x,−i D, s)u =
1

4π2

∫

ξ∈R2

∫

y∈R2

q(x, ξ, s)eiξ·(x−y)u(y) dy dξ.

The space coordinates x and ξ are the actual pseudo-differential parameters whereas
the Laplace coordinate s is a complex-valued parameter (the vertical coordinate x3

is fixed and real-valued). An operator q(x,−i D, s) is elliptic of order n if for some
r < ∞

|q(x, ξ, s)| ≥ C|ξ|n for |ξ| ≥ r and s ∈ Λ. (4.49)

The symbol of the characteristic operator (4.28) is

a(x, ξ, s) = s2c−2(x) + ξ2 ∈ S2(R2 × R
2 × Λ)

for all regions Λ. Furthermore, a(x, ξ, s) is elliptic, of order 1, if Λ ∩ {s : Re s = 0}
is bounded, e.g., if Λ is a right half-plane Λ = {s : Re s ≥ η0 > 0}. It is elliptic, of
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4.4 Acoustic equation

η = αω

η =

√

η
2

0
+ α2ω2

η0

Re s = η

Im s = ω

Figure 4.9: Region of definition for uniform pseudo-differential estimates of the
vertical-propagation operator γ(x,−i D, s).

order 2, if Λ ∩ {s : |Re(s)| ≤ η0} is bounded for all η0, e.g., if Λ is a region such
that η ≥ α|ω| for some α ≥ α0 > 0, i.e., Λ = {s : | arg s| < π/2 − δ} for some fixed
δ > 0. The first statement follows from the estimate

|c2a(x, ξ, η0 + iω)|2 = (η2
0 − ω2 + c2|ξ|2)2 + 4ω2η2

0 ≥ η4
0 + 2η2

0(ω
2 + c2|ξ|2) (4.50)

with equality for ω = c|ξ|. For the second estimate, we consider the region described
by

Λη0,α = {η + iω : η ≥
√

η2
0 + α2ω2 },

see Figure 4.9. The absolute value of c2a(x, ξ, s) is

|c2a(x, ξ,
√

η0 + α2ω2 + iω)|2 = (η2
0 + c2ξ2 + ω2(α2 − 1))2 + 4ω2(η2

0 + α2ω2)

= (η2
0 + c2|ξ|2)2 − (1 − α2)2ω2(η2

0 + c2|ξ|2) + ω4(α2 + 1)2 + 4ω2η2
0

=

(
η2

0 + c2|ξ|2√
1 + α2

− ω2
√

1 + α2

)2

+
α2

1 + α2
(η2

0 + c2|ξ|2)2

+ (α4 + α2)ω4 + 2α2ω2(η2
0 + c2|ξ|2) + 4ω2η2

0

≥ α2

1 + α2

(
(η2

0 + c2|ξ|2)2 + ω4 + 2ω2(η2
0 + c2|ξ|2)

)

=
α2

1 + α2

(
η2

0 + c2|ξ|2 + ω2
)2

(4.51)

However, our focus is on the square root of A. Here, we use estimate (4.51) to
show that we can construct a well-defined approximation of the square root. The
principal part of the square root of A is
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Chapter 4. Wave splitting

γL(x, ξ, s) =
√

c−2(x)s2 + ξ2. (4.52)

Formal differentiation and the use of estimate (4.51) show that the symbol is in the
symbol class S1(R2 × R

2 × Λη0,α) for α > 0 and η0 ≥ 0.
If we try to increase the region Λη0,α to include a half-plane, i.e., α → 0, the

nice properties of the symbol class vanish. The first order approximation (4.52) is
the local wave splitting of Section 4.4.3. The iterative scheme (4.46)—(4.47) can be
used to construct higher order approximations of the square-root operator.

The square root can also defined with a resolvent method, see e.g., Refs [?, 52,
214].

4.4.5 Paraxial approximations

The paraxial (or parabolic) approximation was introduced by Leontovich and Fock
in the 40’s. Since then, the paraxial approximation has been applied to various wave
propagation problems, e.g., exploration geophysics, underwater acoustics, radiowave
propagation, random media, and laser beam propagation. The paraxial approxima-
tions are typically rational approximations of the vertical-propagation operator, e.g.,
Pade approximations and Thiele approximations, see Refs [30, 170, 57, 173, 53, 36,
255, 98]. Here, we restrict the analysis to the first order approximation given by the
Taylor series approximation

√
s2c−2 + ξ2 ≈ sc−1 +

ξ2

2sc−1
.

The approximation is accurate if |cξ/s| ≪ 1, i.e., waves propagation in the vertical
direction. The spatial differentiation operator is not appropriately treated in the
Taylor series approximation above. We define the parabolic approximation as the
operator

Γp = sc−1(x, x3, s) −
1

2s
DT(c(x, x3, s) D ). (4.53)

The error in the parabolic approximation Ξ = (Γ−1
p A−Γp)/2 has the principal part

symbol

− ξ4

4sc−1(2s2c−2 + ξ2)
.

The error is small in the vertical direction, i.e., for small |ξ|, but the error is un-
bounded in the transverse directions [183]. We use this parabolic approximation in
the time-reversal mirror analysis in Section 9.2.

4.4.6 Time-domain multi-dimensional wave splitting

In a sequence of papers Weston et al., have studied a generalization of the one-
dimensional time-domain wave splitting to multi-dimensions. We give a brief de-
scription of the analysis, for more details we refer to the literature [117, 114, 118,
253, 249, 250, 251, 116].
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4.4 Acoustic equation

Consider the non-dispersive second order wave equation (4.25)

∂2
t p − c2(x, x3)∇2p = 0 (4.54)

in the pressure p. The wave field is decomposed with respect to the depth direction.
At a depth x3 = x′

3 the wave field is decomposed by freezing the x3 = α variable
and performing the splitting for a speed c(x, α) — compare with the locally exact
wave splitting in Section 4.2.1.

The decomposition is defined by the solution of two initial-boundary value prob-
lems. The problems are given by the acoustic equation

∂2
t u − c2(x, α)∇2u = 0 for x3 ≥ x′

3 and t ∈ [0, T ] (4.55)

together with zero initial values, i.e., u(x, x3, 0) = ∂tu(x, x3, 0) = 0. The boundary
conditions are of Neumann or Dirichlet type, i.e.,

∂x3u(x, x3, t)|x3=x′
3

= uN(x, t) (4.56)

or

u(x, x′
3, t) = uD(x, t), (4.57)

respectively. The solution u of the wave equation (4.55) together with the Neumann
data (4.56) is used to define the Neumann operator Kα by

lim
x3ցx′

3

u(x, x3, t) = −KαuN.

The Neumann operator maps the Neumann data to the Dirichlet data on the plane
x3 = x′

3. Similarly, the Dirichlet problem (4.57) defines an operator K−1
α by

lim
x3ցx′

3

∂3u(x, x3, t) = −K−1
α uD.

The above Dirichlet and Neumann relations are valid for all depth x3 and all fields
uD and uN. This permits us to define down-going waves from the condition

u + Kα∂3u = 0 or K−1
α u + ∂3u = 0.

The corresponding up-going condition is given by

u − Kα∂3u = 0 or K−1
α u − ∂3u = 0.

It can be shown [252] that the Neumann operator is the inverse of the square root
of wave equation (4.54), i.e.,

K−2
α = c(x, α)−2∂2

t − D2 = c(x, α)−2∂2
t − ∂2

1 − ∂2
2 .

For the depth dependent problem, the Neumann operator K is defined as

Ku(x, x3, t) = Kαu(x, α, t)|α=x3 .

63



Chapter 4. Wave splitting

The down- and up-going wave fields are defined by the Neumann operator as
(

u+

u−

)
=

1

2

(
1 K
1 −K

)(
p

∂3p

)
,

where the split fields satisfy the one-way wave equations[116]

∂3

(
u+

u−

)
+

(
K−1 0
0 −K−1

)(
u+

u−

)
=

K∂3K
−1

2

(
−1 1
1 −1

)(
u+

u−

)
.

Observe that the Neumann operator K is the inverse of the time-domain version of
a locally exact vertical-propagation operator Γ = A1/2, i.e., formally

K−1 = L−1A1/2

where L−1 is the inverse Laplace transform. For further discussion of this time-
domain wave splitting and its applications on inverse scattering see Refs [117, 114,
118, 253, 249, 250, 251, 116].

4.5 Electromagnetic wave splitting

The analysis of the acoustic wave splitting in Section 4.4 can be generalized to the
Maxwell equations. For the Maxwell equations one gets a system of four equations
in contrast to a system of two equations in the acoustic case.

The Laplace domain version of the Maxwell equations (4.4) for an isotropic
medium are 




sǫÊ + ∂3JĤ − J D Ĥ3 = −Ĵ ,

sǫÊ3 − DT JĤ = −Ĵ3,

sµĤ − ∂3JÊ + J D Ê3 = 0,

sµĤ3 + DT JÊ = 0.

(4.58)

The medium is assumed to be passive and the permeability µ is assumed to be ho-
mogeneous. To obtain an evolution problem in the preferred direction, we eliminate
the vertical components of the electric and magnetic field intensities. Notice that
vertical differential operator ∂3 only operates on the transverse components of the
electromagnetic field intensities. The Maxwell equations reduce to the system





sǫÊ + ∂3JĤ + J D
(
s−1µ−1 DT JÊ

)
= −Ĵ ,

sµĤ − ∂3JÊ + J D
(
s−1ǫ−1 DT JĤ

)
= J D s−1ǫ−1Ĵ3.

(4.59)

This system of four equations is rewritten as an evolution problem in the vertical
direction, i.e.,

∂3

(
Ê

JĤ

)
+

(
0 sµ − s−1 D(ǫ−1 DT )

sǫ + s−1J D(µ−1 DT )J 0

) (
Ê

JĤ

)

=

(
−s−1 D(ǫ−1Ĵ3)

−Ĵ

)
.

(4.60)

64



4.5 Electromagnetic wave splitting

In Section 4.5.1, a formal wave splitting is outlined and in Section 4.5.2 wave
splitting in a layered medium is considered. For further discussion about wave
splitting of the Maxwell equations we refer to the literature, see e.g., [242, 116].

4.5.1 Formal wave splitting

Following the formal wave splitting of the acoustic wave equation in Section 4.4.1,
the system (4.60) is written as

(∂3 + A)ŵ = ĝ. (4.61)

The system matrix A is

A =

(
0 A1,2

A2,1 0

)
=

(
0 sµ − s−1 D(ǫ−1 DT )

sǫ + s−1J D(µ−1 DT )J 0

)
, (4.62)

and the field vector ŵ and source vector ĝ are

ŵ =

(
Ê

JĤ

)
=




Ê1

Ê2

Ĥ2

−Ĥ1


 and ĝ =

(
−s−1 D(ǫ−1Ĵ3)

−Ĵ

)
,

respectively. Observe that A is a 2 × 2 matrix of 2 × 2 matrix elements. We
decompose the system by formally diagonalizing the system matrix (4.62). The
diagonalization operator is only determined up to a normalization; here we use the
electric-field normalization [242]. The diagonal elements are the square root of the
characteristic operator

A = A1,2A2,1 = s2ǫµ − ǫ D(ǫ−1 DT ) + J D(DT )J.

In general, it is difficult to define an exact square root, so instead, we determine an
approximate square root of A. Let Γ be an operator such that the difference A−Γ2

is small. We call Γ the vertical-propagation operator for the Maxwell equations. Let
Ξ denote the degree of accuracy in the approximation, i.e.,

Ξ = (Γ − Γ−1A)/2. (4.63)

In the electric field normalization, we use the impedance Z and admittance Y,
defined as

Z = Γ−1A1,2 and Y = Z−1 = A−1
1,2Γ. (4.64)

These operators connect the electric and magnetic field to each other. The compo-
sition operator L and the decomposition operator L−1 are defined as

L =

(
1 1

Z−1 −Z−1

)
and L−1 =

1

2

(
1 Z
1 −Z

)
, (4.65)

65



Chapter 4. Wave splitting

respectively. The decomposition operator L−1 defines the down- and up-going com-
ponents û = (û+, û−) of the wave-field, i.e.,

(
û+

û−

)
= L−1

(
Ê

JĤ

)
and

(
Ê

JĤ

)
= L

(
û+

û−

)
.

Substitute ŵ = Lû into the dynamics (4.26) and we get

(∂3L + AL)û = ĝ.

Multiply with the decomposition operator and use the relation ∂3L = (∂3L) + L∂3.
This gives

(∂3 + L−1AL)û = −L−1(∂3L)û + L−1ĝ.

The principal part of the equation decouples which is given by the following calcu-
lation:

L−1AL =
1

2

(
1 Z
1 −Z

)(
0 A1,2

A2,1 0

) (
1 1

Z−1 −Z−1

)

=
1

2

(
1 Z
1 −Z

)(
Γ −Γ

A2,1 A2,1

)

=
1

2

(
Γ + Γ−1A −Γ + Γ−1A
Γ − Γ−1A −Γ − Γ−1A

)
=

(
Γ 0
0 −Γ

)
+

(
−Ξ −Ξ
Ξ Ξ

)
.

We see that the equations decouple provided Ξ is of lower order than Γ.
In the region 0 ≤ x3 ≤ X3, the decomposed fields û satisfy the source free

one-way system of equations
(

∂3 + Γ 0
0 ∂3 − Γ

) (
û+

û−

)
=

(
R + Ξ −R + Ξ
−R − Ξ R − Ξ

)(
û+

û−

)
, (4.66)

where R = −Y−1∂3Y/2.

4.5.2 Layered media

In a isotropic layered medium the vertical-propagation operator, impedance operator
and admittance operator have explicit representations. The symbol of the system
matrix A is composed of the 2 × 2 matrices

a1,2 = sµ + ξξT/sǫ

and

a2,1 = sǫ + Jξ(Jξ)T/sµ.

The symbols a1,2 and a2,1 have the same set of eigenvectors ξ and Jξ, i.e.,

a1,2ξ = (sµ + ξ2/sǫ)ξ, a2,1ξ = sǫξ
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Figure 4.10: The layered media.

and

a2,1Jξ = (sǫ + ξ2/sµ)Jξ, a1,2Jξ = sµJξ.

The first set is the TM case, i.e., the magnetic field Jξ is orthogonal to the direction
ξ. The second set is the TE case, i.e., the electric field Jξ is orthogonal to the
direction ξ. The symbol of the characteristic operator A = A1,2A2,1 is

a = a1,2a2,1 = s2ǫµ + ξξT + Jξ(Jξ)T.

The TE and TM polarizations are

a1,2a2,1ξ =
(
s2ǫµ + ξ2

)
ξ

and

a1,2a2,1Jξ =
(
s2ǫµ + ξ2

)
Jξ,

respectively.
The vertical-propagation symbol is

γ = γ(TE) = γ(TM) =
√

s2ǫµ + ξ2.

Observe that the TE and TM vertical-propagation operators are identical in an
isotropic medium. The symbol of the impedance operator Z = Γ−1A1,2 is

z(TE) =
sµ

γ(TE)
and z(TM) =

γ(TM)

sǫ
.

The symbol of the admittance operator Y = A−1
1,2Γ is

y(TE) =
γ(TE)

sµ
and y(TM) =

sǫ

γ(TM)
.
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Wave propagation in a layered medium reduces to propagation of the TE- and
TM-modes. To see this, let the permittivity be given by

ǫ(x, x3, s) = ǫj(s) for ζj−1 ≤ x3 < ζj

where 0 = ζ0 < . . . < ζN = X3. In each layer, the vertical-propagation operator Γj

reduces to multiplication with the vertical-propagation symbol

γj(ξ, s) =
√

ǫj(s)µs2 + ξ2,

in the spatial Fourier domain, i.e.,

Γjû(x, x3, s) =
1

4π2

∫

y∈R2

∫

ξ∈R2

γj(ξ, s)e
iξ·(x−y)û(y, x3, s) dy dξ. (4.67)

In the interior of a layer, the one-way wave equations (4.66) decouple. The solution
of the one-way wave equation in a layer is





û+(x, ζj−, s) =
1

4π2

∫

ξ∈R2

∫

y∈R2

eiξ·(x−y)e−γj(ξ,s)dj û+(y, ζj−1+, s) dy dξ,

û−(x, ζj−1+, s) =
1

4π2

∫

ξ∈R2

∫

y∈R2

eiξ·(x−y)e−γj(ξ,s)dj û−(y, ζj−, s) dy dξ,

where dj = ζj−ζj−1, j = 1, . . . , N is the thickness of each layer, see Figure 4.10. The
down- and up-going wave constituents are coupled at the interfaces of the layers.
The coupling is given by

{
û+(x, ζj+, s) = (1 + Rj)û+(x, ζj−, s) − Rjû−(x, ζj+, s),

û−(x, ζj−, s) = Rjû+(x, ζj−, s) + (1 − Rj)û−(x, ζj+, s),

where the reflection operator has the (TE) and (TM) modes

R(TE)

j =
γ(TE)

j µ−1
j − γ(TE)

j+1 µ−1
j+1

γ(TE)

j µ−1
j + γ(TE)

j+1 µ−1
j+1

and

R(TM)

j =
γ(TM)

j ǫ−1
j − γ(TM)

j+1 ǫ−1
j+1

γ(TM)

j ǫ−1
j + γ(TM)

j+1 ǫ−1
j+1

,

respectively.
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Chapter 5

Direct problem

The direct electromagnetic problem is to determine the electromagnetic fields from
given sources and material parameters (constitutive relations). Typical applications
are found in antenna theory, wave guides, and integrated optics. The direct problem
has been extensively studied and its mathematical properties are well understood.

In Section 5.1, the direct problem is outlined and in Section 5.2, an energy anal-
ysis of a initial boundary value problem is given. Section 5.4 contains a discussion
of the local energy decay of the Maxwell equations. Two finite difference schemes
are reviewed in Section 5.5.

5.1 Formulation

In a majority of electromagnetic problems we know the source, typically the currents
on an antenna, and we want to determine the fields generated by the source, see
Figures 1.2 and 5.1.

There are a few important properties to analyze when one wants to solve this
kind of problems. They are:

Existence: Does there exist a solution to problem? Even if we know that there
exists a solution to the original physical problem, we have to be sure that there
exists a solution to the mathematical model of problem.

Uniqueness: If the solution exists, is it unique?

Continuous dependence on the data: What happens if we only have data cor-
rupted with errors (i.e., the field values are measured, and there are always
errors in actual measurements). Here we want the error in the solution to be
small if the error in the data is small.

The problem is well-posed if all these conditions hold [110, 154]. There are several
numerical methods that can be used to solve electromagnetic problems, e.g.,

FDTD: The finite difference time-domain methods. Here the electromagnetic prob-
lem is restricted to a bounded region and the differential operators in the
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Chapter 5. Direct problem

Fields

Constitutive
parametersSources

Figure 5.1: The direct problem. One determines the field from given currents,
sources, and material properties.

Maxwell equations are approximated with finite differences. The resulting sys-
tem is solved in a time-stepping manner, see e.g., Refs [51, 102, 154, 220, 228]
and Section 5.5.

FEM & FD: The finite element and the finite difference methods. The spatial
differential operators of the frequency-domain Maxwell equations are approxi-
mated with local operators. This gives sparse linear systems of equations, see
e.g., Refs [220, 211].

MoM: The method of moments. The Maxwell equations are transformed to an
integral equation. This integral equation is approximated with a finite dimen-
sional linear system. The system is solved with a time-stepping algorithm
in the time-domain and a linear system solver in the frequency-domain [112].
A recent approach is the fast multipole method, that reduces the computa-
tional complexity and hence have made it possible to solve ‘relatively large’
3D problems [208, 201].

All the above methods can be used to solve the Maxwell equations in an arbitrary
region, i.e., in theory one can solve all direct problems! However, it might be too
time- and memory consuming to perform the actual computations.

Some direct problems have a geometry that admit a more efficient numerical
method, e.g., eigenfunction expansions [128, 219, 191, 192]. In other cases, it is
necessary to perform additional approximations. A well known approach is the
high-frequency expansions, e.g., ray tracing, Geometrical Optics (GO), Geometri-
cal Theory of Diffraction (GDT), Physical Optics (PO), and Physical Theory of
Diffraction (PTD), see e.g., Refs [129, 180, 152, 144, 236, 19, 69]. There are also
asymptotic expansions with respect to a direction, e.g., the paraxial approximation
and the general wave splitting algorithms, see Chapter 4. These directional ap-
proximations give one-way wave problems. In Chapter 6, we consider the Bremmer
series as a method to include back-scattered wave constituents in the one-way wave
formulation.
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5.2 Energy

5.2 Energy

It is natural to consider energy quantities in the analysis of the Maxwell equations.
The electromagnetic energy has already been used in the analysis of the constitutive
relations in Chapter 2 and in the energy-flux wave splitting in Section 4.3.1. Observe
that the energy is not uniquely defined [74], the definition given here is the usually
accepted one.

The increase of energy E(t) in a region Ω from time t = 0 to time t = T > 0 is
defined by

E(T ) − E(0) =

∫ T

0

∫

Ω

e(x, t)T · ∂td(x, t) dV dt

=

∫ T

0

∫

Ω

E(x, t) · ∂tD(x, t) + H(x, t) · ∂tB(x, t) dV dt.

(5.1)

Observe that we are only interested in the energy difference E(T )−E(0) and not in
the total value of the energy.

The Poynting’s theorem relates the increase of energy in Ω to the energy flux
though the boundary ∂Ω and the electric currents in Ω, i.e.,

E(T ) − E(0) = −
∫ T

0

∫

∂Ω

E(x, t) × H(x, t) · n(x) dS dt

−
∫ T

0

∫

Ω

E(x, t) · J(x, t) dV dt. (5.2)

To get an understanding of the energy quantity E , we consider the energy in a
homogeneous isotropic source-free Lorentz medium. The constitutive relations are
described by an ordinary differential equation in the polarization P , i.e.,

D(x, t) = ǫ∞(x)E(x, t) + P (x, t) (5.3)

where the polarization P (x, t) satisfies

∂2
t P + ν∂tP + ω2

0P = αE(x, t). (5.4)

The permeability is assumed to be isotropic and non-dispersive, i.e., B = µH . The
material parameter ν is the collision frequency, ω0 is the harmonic frequency, and α
is proportional to the density of the inclusions, see Section 2.7. Multiply the second
equation with the time derivative of the polarization Ṗ = ∂tP and collect terms to
get

1

2
∂t|Ṗ |2 + ν|Ṗ |2 +

1

2
ω2

0∂t|P |2 = αṖ · E.

From the first equation in (5.3) we get the power density

E · ∂tD + H · ∂tB =
1

2
∂t

(
ǫ∞|E|2 + µ|H|2

)
+ E · Ṗ

=
1

2
∂t

(
ǫ∞|E|2 + µ|H|2 + α−1ω2

0|P |2 + α−1|Ṗ |2
)

+ α−1ν|Ṗ |2.
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t

t = T

t = 0
Ω


∂Ω


= ?

e(x, t) = e0(x, t)

e+(x, t) +Re
−

(x, t)

= eb(x, t) e(x, t)

Figure 5.2: Geometry for the initial-boundary value problem.

The increase of energy in the region Ω from time t = 0 to t = T is

E(T ) = E(0) +

∫ T

0

∫

Ω

ν

α
|Ṗ (x, t)|2 dV dt

+
1

2

∫

Ω

ǫ∞|E(x, t)|2 + µ|H(x, t)|2 +
ω2

0

α
|P (x, t)|2 +

|Ṗ (x, t)|2
α

dV

∣∣∣∣∣

T

t=0

.

Here it is convenient to make a separation of the energy density in a rapid part given
by the field intensities

E∞(t) =
1

2

∫

Ω

ǫ∞|E(x, t)|2 + µ|H(x, t)|2 dV,

a slower material part given by

1

2

∫

Ω

ω2
0

α
|P (x, t)|2 +

|Ṗ (x, t)|2
α

dV,

and one part due to losses

∫ T

0

∫

Ω

ν

α
|Ṗ (x, t)|2 dV dt.

The loss part constitutes the energy change from electromagnetic energy to heat,
whereas the other material part merely represents the electromagnetic energy stored
in the material.

5.3 Initial-boundary value problem

Many electromagnetic problems can be formulated as an initial-boundary value prob-
lem, i.e., field values are given in Ω for t ≤ 0, boundary values are given at ∂Ω for
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5.4 Local energy decay

0 ≤ t ≤ T , and currents are given in Ω for 0 ≤ t ≤ T . The mathematical formula-
tion is as follows. The fields e(x, t) satisfy the Maxwell equations in the region Ω,
i.e.,

∂t[εe] −∇× Je = −j(x, t) for x ∈ Ω and t ∈ [0, T ].

The initial values consists of the all previous field values in a convolution formulation
of dispersion, i.e.,

e(x, t) = e0(x, t) for t ≤ 0 (5.5)

are given. In the state-variable representation, the initial values reduce to the field
values in Ω at t = 0 together with the values of the states in Ω at t = 0 and in the
case of second order formulations the values of the temporal derivatives of the states
in Ω at t = 0. At the boundary ∂Ω, a set of tangential fields are prescribed, e.g.,
the tangential electric, the tangential magnetic, or a linear combination of them are
given at the boundary. It is natural to formulate the boundary conditions in the
energy-flux split fields (4.20), i.e.,

e+(x, t) + Re−(x, t) = eb(x, t) at ∂Ω for t ≥ 0, (5.6)

where R is a matrix-valued operator, i.e.,

R : (L2(∂Ω × [0, T ]))2 7→ (L2(∂Ω × [0, T ]))2.

Use the energy-flux split fields to rewrite the Poynting’s theorem as, see Sec-
tion 4.3.2

E(T ) + E−(T ) = E(0) + E+(T ) −
∫ T

0

∫

Ω

E(x, t) · J(x, t) dV dt. (5.7)

where E± is the energy-flux input and output through the boundary, i.e.,

E±(T ) =

∫ t

0

∫

∂Ω

|E±(x, t)|2Y∞ dS dt.

Energy methods can be used to get a bound on the fields in the region and the
tangential components at the boundary ∂Ω [154, 103]. For the inverse problem in
Chapter 8 it is sufficient to consider a source-free region with passive medium and
R = 0. In this case the energy balance (5.7) gives a bound on the fields.

5.4 Local energy decay

It is natural to assume that the influence of the pre-history of electromagnetic field
is weak, i.e., the influence of the fields decays as time evolves. We used this decay
property in the motivation of the constitutive relations in Chapter 2 and it is a
fundamental part of the time-reversal cavity in Chapter 9, see e.g., Refs [257, 24,
11, 190, 189] for a discussion about local energy decay for wave equations.
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To state the local energy decay property, we consider the Maxwell equations in
R

3 together with a set of constitutive relations and initial values. The question is
what happens with the electromagnetic fields in a region Ω as time evolves?

Before we discuss the mathematical analysis, we motivate the analysis from a
physical point of view. Typically a field is decomposed into a static constituent
and a (radiating) wave field. The static constituent is independent of time and, by
definition, does not decay in time.

So what is the static field constituent? From electrostatics , we have the classical
potential solution satisfying ∇ × E = 0. That is, the static field belongs to the
nullspace (or kernel) of the curl operators of the Maxwell equations. The divergence
equations (2.2) relate the static fields to the source densities, and therefore the static
field vanishes in a charge- and current-free space.

A mathematical formulation is: consider E∞(t) as t → ∞, where E∞(t) is the
instantaneous part of the energy, i.e.,

E∞(t) =

∫

Ω

(
E(x, t)
H(x, t)

)T

·
(

ǫ∞(x) ξ∞(x)
ζ∞(x) µ∞(x)

)(
E(x, t)
H(x, t)

)
dV .

The fields E,H ,D, and B satisfy the Maxwell equations (2.1) together with a set
of constitutive relations (2.4) and the initial values

E(x, t) = E0(x, t) and H(x, t) = H0(x, t) (5.8)

for x ∈ R
3 and t ≤ 0.

The local decay result of Avila and Costa in [11] shows that the non-static part
of the field decays, i.e.,

E∞(t) → 0 as t → ∞ (5.9)

if the medium is non-dispersive and depends smoothly on x such that

|ε∞(x) − 1| = O(|x|−1−δ) as |x| → ∞ for some δ > 0.

The static part is connected to the charge density by the divergence equations (2.2).
The local energy decay for general constitutive relations, e.g., the requirements

on the longtime response is a subject for future research.

5.5 Finite-difference approximations

A natural way to solve the electromagnetic and acoustic initial boundary value
problems is to use a finite-difference approximation. In the time-domain, this nu-
merical method is referred to as the finite difference time-domain (FDTD) method.
The popularity of the method has followed with the development of the computers.
Several FDTD schemes were developed in the 50’s, e.g., the leapfrog scheme, the
Lax-Wendroff scheme, and the Lax-Fredrich scheme. A good understanding of the
schemes is given by the von Neumann analysis and the Lax-Richtmyer equivalence
theorem [51, 102, 154, 220, 228].
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5.5 Finite-difference approximations

In the 60’s, Yee introduced the Yee-cell for electromagnetic problems. The Yee-
cell utilizes a leapfrog (central differences) approximation on a shifted grid. In this
thesis, we do not use the Yee-cell in the solution of the Maxwell equations. Instead,
we use a standard leapfrog scheme and a Lax-Wendroff scheme. This is motivated
by the treatment of the boundary conditions.

Before we describe the different FDTD schemes, the basic analysis of FDTD
schemes is reviewed. The Lax-Richtmyer equivalence theorem states that an FDTD
scheme converges to the true solution as the discretization parameters approach
zero if and only if the scheme is consistent and stable. Consistency means that the
difference between difference scheme and the partialdifferential operator is small for
a fine discretization, e.g., the difference scheme is accurate for smooth fields. The
stability condition states that the difference between two fields is not allowed to
grow too fast [220].

It is interesting to compare the Lax-Richtmyer equivalence theorem with the
construction of the constitutive relations in Chapter 2. In the treatment of the
instantaneous response in Section 2.4, the passivity enters as a stability condition,
i.e., to get an approximate constitutive map, it is necessary that the constitutive
relations are consistent, i.e., give a good approximation of the interaction between
the fields and the material for the desired set of fields, and that the approximation
is stable, i.e., passivity gives a bound on the growth of the fields.

5.5.1 The leapfrog scheme

We start with the leapfrog scheme for the acoustic wave equation in two spatial
dimensions, see Section 3.2. The pressure field p(x1, x2, t) and the velocity field
v(x1, x2, t) are approximated by the fields

p|ni,j ≈ p(i∆x, j∆x, n∆t) and v|ni,j ≈ v(i∆x, j∆x, n∆t).

The leapfrog scheme is based on a central difference approximation of both the
spatial and temporal differential operators. This gives the internal scheme

{
p|n+1

i,j = p|n−1
i,j − κ−1

i,j 2∆t D0 ·v|ni,j
v|n+1

i,j = v|n−1
i,j − ρ−1

i,j 2∆t D0 p|ni,j
(5.10)

where D0 is the central difference operator in two spatial dimensions, i.e.,

D0 f |i,j =
1

2∆x

(
f |i+1,j − f |i−1,j

f |i,j+1 − f |i,j−1

)
.

The scheme has to be modified at the boundary. We consider the case when the
boundary conditions are given by the energy-flux split fields. For a finite inhomo-
geneous object located in a square area (x1, x2) ∈ [0, 1] × [0, 1], the fields at the
boundary are computed with a one-way propagation type of scheme. For example,
at the boundary x1 = 0, the acoustic wave equations are equivalent to the following
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Chapter 5. Direct problem

system of differential equations (for simplicity, it is assumed that ρ0 = c0 = 1)





∂tp± ± ∂1p± +
1

2
D ·v = 0,

∂tv + D p = 0,

where we have used the energy flux split fields in Section 4.3.2, i.e.,

p± =
p ∓ vn

2
=

p ± v1

2

at the boundary x1 = 0. If the incoming part of the split fields is prescribed at the
boundary, i.e., p+(x, t) = p(m)

+ (x, t), we get the system





p+|n+1
0,j = p(m)

+ |n+1
0,j ,

p−|n+1
0,j = p−|n0,j +

∆t

∆x

(
p−|n1,j − p−|n0,j

)
− ∆t

2
D0 ·v|n0,j.

Use the definition of the split fields to update the pressure field and the normal
component of the particle velocity, i.e.,

{
p|n+1

0,j = p+|n+1
0,j + p−|n+1

0,j ,

v1|n+1
0,j = p+|n+1

0,j − p−|n+1
0,j .

The transverse part of the particle velocity is updated as

v2|n+1
0,j = v2|n−1

0,j − 2∆t D0 p|n0,j . (5.11)

The boundary conditions at the other boundaries are treated similarly.

5.5.2 Leapfrog scheme for the Maxwell equations

To simplify the notation, we only consider a single Debye polarization and a single
Lorentz polarization. The electromagnetic field intensities satisfy





ǫ∞∂tE −∇× H + ∂tP
(D) + ∂tP

(L) = 0,

µ∞∂tH + ∇× E = 0,

τ∂tP
(D) + P (D) = αE,

∂2
t P

(L) + ν∂tP
(L) + ω2

0P
(L) = βE,

(5.12)

rewrite the system as




ǫ∞∂tE + τ−1αE = ∇× H + τ−1P (D) − Ṗ (L),

µ∞∂tH = −∇× E,

τ∂tP
(D) + P (D) = αE,

∂tṖ
(L) + νṖ (L) = −ω2

0P
(L) + βE,

∂tP
(L) = Ṗ (L).

(5.13)
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5.5 Finite-difference approximations

Approximate the differential operators with central differences and the left-hand
side quantities with temporal central averages. This gives the leapfrog scheme





(ǫ∞ + ∆tτ−1α)E|n+1 = (ǫ∞ − ∆tτ−1α)E|n−1 + 2∆t(∇0 × H + τ−1P (D) − Ṗ (L))|n,
µ∞H|n+1 = µ∞H|n−1 − 2∆t∇0 × E|n,
(τ + ∆t)P (D)|n+1 = (τ − ∆t)P (D)|n−1 + 2∆t αE|n,
(1 + ∆tν)Ṗ (L)|n+1 = (1 − ∆tν)Ṗ (L)|n−1 − 2∆t (ω2

0P
(L)|n + βE|n),

P (L)|n+1 = Ṗ (L)|n−1 + 2∆t Ṗ (L)|n.

The leapfrog scheme is second order accurate and stable if [228, 220]

∆t

∆x
≤ 1

c∞
√

d

where d is the number of spatial dimensions and c∞ is the wave-front speed. It is
straightforward to generalize the leapfrog scheme to general bi-anisotropic medium
models.

5.5.3 The Lax-Wendroff scheme

An alternative finite-difference scheme is given by the Lax-Wendroff scheme. The
Lax-Wendroff scheme is based an a Taylor series approximation of the acoustic wave
fields, i.e.,





p|n+1 = p|n + ∆t ∂tp|n +
∆t2

2
∂2

t p|n + O(∆t3),

v|n+1 = v|n + ∆t ∂tv|n +
∆t2

2
∂2

t v|n + O(∆t3).

The acoustic wave equation is used to eliminate the temporal differentiations of the
pressure and particle velocity. This gives the approximation





p|n+1 = pn − ∆t

κ
∇ · vn +

∆t2

2κ
∇ ·

(
1

ρ
∇p|n

)
,

v|n+1 = v|n − ∆t

ρ
∇p|n +

∆t2

2ρ
∇

(
1

κ
∇ · v|n

)
,

with the second order approximations for the spatial derivatives. The fields at the
boundary are treated in a way that is similar to the one used in the leapfrog scheme,
except that the tangential components are implemented with a Lax-type scheme,
e.g.,

v2|n+1
0,j =

v2|n0,j−1 + v2|n0,j+1

2
− ∆t D0 p|n0,j,

are used at the boundary x1 = 0 instead of (5.11).

77



78



Chapter 6

Bremmer Series

The Bremmer series solves the coupled system of one-way wave equations in an it-
erative fashion. Hence, it accounts for the back scattered wave fields in the one-way
wave approximation. The series was introduced by Bremmer to solve and ana-
lyze a one-dimensional scattering problem [28]. Convergence of the one-dimensional
Bremmer series is considered in several papers, see e.g., Refs [10, 143, 142]. In
multi-dimensions, Corones [39] considered the Bremmer series as a correction to the
paraxial approximation. The Bremmer series with a locally exact wave splitting is
discussed by de Hoop [52], see also Stralen [242].

To illustrate the Bremmer series idea, we start with a discussion of scattering
by a homogeneous slab in Section 6.1. The Bremmer series for a layered medium
and an inhomogeneous slab is analyzed in Section 6.2. Acoustic scattering by an
inhomogeneous slab is considered in Section 6.3.

6.1 Scattering by a homogeneous slab

We start with a very simple problem, i.e., scattering by a homogeneous slab, see
Figure 6.1. The slab and the surrounding medium are isotropic materials with a
permittivity ǫi and permeability µi. Propagation of a plane wave in the medium
is characterized by the vertical-propagation coefficient (symbol) γi, i = 0, 1, 2, see

Section 4.2.1. A plain wave Êie
−γ0x3 impinges at the slab from the left. The incoming

wave is reflected by the slab, i.e., to the left of the slab we have the total electric
field

Ê(x3) = Êie
−γ0x3 + Êre

γ0x3 for x3 < 0. (6.1)

In the internal region of the slab, the total wave field can be written as a sum of a
right- and left-going wave, i.e.,

Ê(x3) = Ê+e−γ1x3 + Ê−eγ1(x3−d) for 0 < x3 < d. (6.2)

To the right of the slab, there is a single right-going wave

Ê(x3) = Ête
−γ2(x3−d) for x3 > d. (6.3)
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Ê+

Ê
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Figure 6.1: Scattering against a homogeneous slab: (a) the ansatz method, (b) the
Bremmer series interpretation.

The corresponding magnetic fields are given by the impedance transformation
(4.10). In (6.1), (6.2), and (6.3) we have the four unknowns Êr, Ê+, Ê−, and Êt. We
can determine these parameters in several ways, e.g., an ansatz followed by matching
boundary conditions or as a sequence of single scattering problems, see Figure 6.1.
In the ansatz method, we prescribe general fields inside as well as outside the slab
and match the electric and magnetic fields at the boundaries x3 = 0 and x3 = d,
respectively. We start with the ansatz method, i.e., the tangential components of
the electric and magnetic fields are continuous at the slab interfaces. This gives the
system




1 −1 −e−γ1d 0

Z0 Z1 −Z1e
−γ1d 0

0 e−γ1d 1 −1

0 Z1e
−γ1d −Z1 −Z2







Êr

Ê+

Ê−

Êt


 =




−Êi

Z0Êi

0

0


 . (6.4)

The reflected and transmitted fields are determined as the solution of the sys-
tem (6.4), i.e.,

Êr =
r0 + r1e

−2γ1d

1 + r0r1e−2γ1d
Êi

and

Êt =
t0t1e

−2γ1d

1 + r0r1e−2γ1d
Êi,

respectively. Where the reflection coefficient rj and the transmission coefficient tj

are

rj =
Zj+1 − Zj

Zj+1 + Zj

and tj = rj + 1, j = 0, 1,
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6.2 Bremmer Series in one spatial dimension

respectively. The impedance Zj is Zj =
√

µj/ǫj for j = 0, 1, 2.

In the Bremmer series the problem is reduced to a sequence of single scattering
problems. see Figure 6.1. First, the right going wave Êi(x3) impinges at the interface
x3 = 0. One part is reflected by the interface and the rest is transmitted into the
slab. The transmitted part propagates through the slab to the interface x3 = d.
Here one part is reflected back into the slab and the rest is transmitted through
the interface. These arguments are then repeatedly applied to each of the reflected
parts. The result is an infinite series of single scattering events. Summing all single
scattering events gives the total wave field. The reflected field is

Êr = Ê(1)
r + Ê(3)

r + . . .

= Êi

(
r0 + (1 − r0)e

−γ1dr1e
−γ1d(1 + r0)

+(1 − r0)e
−γ1dr2e

−γ1d(−r0)e
−γ1dr1e

−γ1d(1 + r0)
)

= Êi

(
r0 + r1e

−2γ1d
) ∞∑

n=0

(
−r0r1e

−2γ1d
)n

.

The corresponding transmitted field is

Êt = Ê(0)
t + Ê(2)

t + . . .

= Êi

(
(1 − r0)e

−γ1d(1 − r1) + (1 − r0)e
−γ1dr2e

−γ1d(−r0)e
−γ1d(1 − r1)

)

= Êi (1 − r0)(1 − r1)e
−γ1d

∞∑

n=0

(
−r0r1e

−2γ1d
)n

.

The internal fields are determined in a similar fashion. The series converges if
|r0r1e

−2γ1d| < 1. Another interpretation of the Bremmer series is as an iterative
solution of the system




1 0 −(1 − r0)e
−γ1d 0

0 1 r0e
−γ1d 0

0 −r1e
−γ1d 1 0

0 −(1 + r1)e
−γ1d 0 1







Êr

Ê+

Ê−

Êt


 =




r0Êi

(1 + r0)Êi

0

0


 , (6.5)

see also Figure 4.4.

6.2 Bremmer Series in one spatial dimension

The one-dimensional Bremmer series have been thoroughly investigated, see Refs [142,
10, 143, 99, 28]. The series converges in the Fourier domain for sufficiently small
and smooth parameters and in general in the time domain.

Here, we give a rough convergence estimate of the series. We consider the system
of one-way wave equations (4.13). The system is solved by a fixed point iteration,
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Chapter 6. Bremmer Series

i.e., the first and succeeding equations are




(∂3 + Γ − R − Ξ)û(0)
+ = 0

(∂3 − Γ − R + Ξ)û(0)
− = 0

û(1)
+ (0) = û(in)

+

û(1)
− (X3) = û(in)

− ,

and




(∂3 + Γ − R − Ξ)û(k)
+ = −(R − Ξ)û(k−1)

−

(∂3 − Γ − R + Ξ)û(k)
− = −(R + Ξ)û(k−1)

+

û(k)
+ (0) = 0

û(k)
− (X3) = 0,

for k = 1, 2, . . . ,

respectively. Observe that we use the notation û± = Ê± for the down- and up-going

wave constituents. The prescribed incoming wave fields are given by û
(in)
± . The

reflection operator and error term are given by

R = −∂3ǫ
′

4ǫ′
= −∂3 ln(ǫ′)1/4 and Ξ = s

ǫ′ − ǫ

2
√

ǫ′
,

respectively, see Section 4.2.2.
The total wave field is the sum of the Bremmer terms

û± =
∞∑

k=0

û
(k)
± . (6.6)

The sequence converges, if the iteration is a contraction. We let the medium be
non-magnetic and passive, i.e., µ = 1, and

Re{sǫ(x3, s)} ≥ ηǫ∞ and Re{sǫ′(x3, s)} ≥ ηǫ′∞.

It is also assumed that 0 < lims→∞ ǫ′(x3, s) < lims→∞ ǫ(x3, s). We get a rough con-

vergence estimate by an energy estimate type inequality, i.e., multiply with (û
(k)
± )∗

from the left and we get

{
∂3|û(k)

+ (x3)|2 + 2(Γ − R − Ξ)|û(k)
+ (x3)|2 = −2(û(k)

+ )∗(R − Ξ)û(k−1)
− (x3),

∂3|û(k)
− (x3)|2 − 2(Γ + R − Ξ)|û(k)

− (x3)|2 = −2(û(k)
− )∗(R + Ξ)û(k−1)

+ (x3).
(6.7)

Multiply with the factors of integration, i.e.,





exp(2

∫ x3

0

Γ − R − Ξ dx′
3) =

(
ǫ′(x3)

ǫ′(0)

)1/2

exp(2

∫ x3

0

Γ − Ξ dx′
3)

exp(2

∫ X3

x3

Γ + R − Ξ dx′
3) =

(
ǫ′(x3)

ǫ′(X3)

)1/2

exp(2

∫ X3

x3

Γ − Ξ dx′
3)
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6.2 Bremmer Series in one spatial dimension

and integrate over [0, x3] and [x3, X3], respectively, to get





|û(k)
+ (x3)

4
√

ǫ′|2 = −
∫ x3

0

exp(−2

∫ x3

x′
3

Γ − Ξ dx′′
3) (û(k)

+ )∗(R − Ξ)û(k−1)
−

√
ǫ′ dx′

3,

|û(k)
− (x3)

4
√

ǫ′|2 = −
∫ X3

x3

exp(−2

∫ x′
3

x3

Γ − Ξ dx′′
3) (û(k)

− )∗(R + Ξ)û(k−1)
+

√
ǫ′ dx′

3.

(6.8)

Here, we use a supremum estimate on the terms, i.e.,





|û(k)
+ (x3)

4
√

ǫ′|2 ≤ 2 sup
x′
3∈[0,x3]

|û(k)
+ (x′

3)
4
√

ǫ′| |û(k−1)
− (x′

3)
4
√

ǫ′|
∫ x3

0

exp(−2 Re

∫ x3

x′
3

Γ − Ξ dx′′
3) |R − Ξ| dx′

3,

|û(k)
− (x3)

4
√

ǫ′|2 ≤ 2 sup
x′
3∈[x3,X3]

|û(k)
− (x′

3)
4
√

ǫ′| |û(k−1)
+ (x′

3)
4
√

ǫ′|
∫ X3

x3

exp(−2 Re

∫ x′
3

x3

Γ − Ξ dx′′
3) |R + Ξ| dx′

3.

(6.9)

Use the passivity condition Re{Γ − Ξ} ≥ ηǫ′∞ to get the estimate





sup
x′
3∈[0,X3]

|û(k)
+

4
√

ǫ′| ≤ 2 sup
x′
3∈[0,X3]

|û(k−1)
−

4
√

ǫ′|
∫ X3

0

e−η(X3−ζ)|R − Ξ| dζ,

sup
x′
3∈[0,X3]

|û(k)
−

4
√

ǫ′| ≤ 2 sup
x′
3∈[0,X3]

|û(k−1)
+

4
√

ǫ′|
∫ X3

0

e−η(X3−ζ)|R + Ξ| dζ

(6.10)

for sufficiently large values of Re s = η. The iteration is an contraction if η is
sufficiently large or if the interaction is sufficiently small, i.e., the series converges
in the time domain but Fourier convergence (s = iω) is only shown if (here, it is
assumed that Re{Γ − Ξ} ≥ 0)

∫ X3

0

|R ± Ξ| dx3 =

∫ X3

0

| − ∂3ǫ
′

4ǫ′
± iω

ǫ′ − ǫ

2
√

ǫ′
| dx3 ≤

1

2
.

Atkinson [10] have shown that the series converge if and only if

∫ ∞

0

|∂3ǫ

4ǫ
| dx3 < π (6.11)

and Kay [142] have shown that a reformulation of the Bremmer series converges if

∫ ∞

0

|∂3ǫ

4ǫ
| dx3 < ∞, (6.12)

see also Refs [143, 99].

83



Chapter 6. Bremmer Series

The coupling between the down- and up-going wave constituents is given by
the reflection part R and the error part Ξ. It is interesting to minimize the total
coupling, i.e.,

min
ǫ′

∫ X3

0

| − ∂3ǫ
′

4ǫ′
± iω

ǫ′ − ǫ

2
√

ǫ′
| dx3.

This can be formulated as a variational problem with the solution of the correspond-
ing Euler equation [247].

In the original formulation by Bremmer, the series was derived as a limiting case
of a layered medium [28]. For a layered medium one gets a system similar to the
slab system (6.5). The Bremmer series is a special iterative solution of this sparse
linear system [211].

We also note the asymptotic property of the Bremmer series. Let the medium
be a small perturbation of a homogeneous background, i.e.,

ǫ(x3, s) = ǫb + δψ(x3, s)

where δ is a real-valued parameter that determines the size of the perturbation. The
reflection operator is

R = −δ
∂3ψ

4ǫb

+ O(δ2) and Rj = δ
ψj − ψj+1

4ǫb

+ O(δ2) as δ → 0

for a continuous and layered medium, respectively. The same estimates hold for the
error estimate. Hence a reflection reduces the amplitude of the field one order in δ
and the Bremmer series have the asymptotic convergence rate

û(k)
± = O(δk−1) as δ → 0.

6.3 The Bremmer series for the acoustic wave

equation

In multi-dimensions, the Bremmer series was introduced by Corones as a correction
to the paraxial approximation [39]. In Ref. [183], McMaken considered the conver-
gence properties of the two-dimensional Bremmer series in the frequency domain.
de Hoop have shown that the Bremmer series converges in the Laplace domain for
a locally exact wave splitting provided that the Laplace parameter is real-valued
and sufficiently large [52]. Here, we follow [105] to show time-domain conver-
gence of the Bremmer series for passive medium models with a homogeneous high-
frequency response. The non-homogeneous high-frequency response can be treated
with an approximation procedure similar to the approximation in Section 2.4, see
also Ref. [105].

We consider the one-way system (4.30), where the local approximation is used
for the vertical-propagation operator and the interaction operator is bounded ac-
cording to (4.42). In the Bremmer series, we solve the scattering problem (4.30)
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6.3 The Bremmer series for the acoustic wave equation
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Figure 6.2: Numerical illustration of the Bremmer series. (a) The first down-going
wave constituent. (b) The second up-going wave constituent. Time is evolving from
the left to the right.

in an iterative fashion, i.e., fixed point iterations, Neumann series or successive
approximations. The initial step and the succeeding iterations are





(∂3 + ΓL − RL − ΞL)û
(0)

+ = 0

(∂3 − ΓL − RL + ΞL)û
(0)

− = 0

û(1)

+ (x, 0) = û(in)

+ (x)

û(1)

− (x,X3) = û(in)

− (x),

(6.13)

and




(∂3 + ΓL − RL − ΞL)û
(k)

+ = −(RL + ΞL)û
(k − 1)

−

(∂3 − ΓL − RL + ΞL)û
(k)

− = −(RL − ΞL)û
(k − 1)

+

û(k)

+ (x, 0) = 0

û(k)

− (x,X3) = 0,

for k = 1, 2, . . . , (6.14)

respectively. The fields outside the strip [0, X3] are determined with the free space
vertical-propagation operator Γ0 defined in (4.33). Observe that there is an ambigu-
ity in the definition of the Bremmer series regarding the position of the transmission
part of the interaction RL ± ΞL. In approaches based on integral equations it is
common to include the transmission part in the right-hand side of the iteration [52].
Here, we choose to update the fields as much as possible and hence include the trans-
mission part in the left-hand side. The convergence proof is essentially independent
of this choice.

The total wave field is the sum of the Bremmer terms in (6.13) and (6.14)

û± =
∞∑

k=0

û(k)

± .

85



Chapter 6. Bremmer Series

The sequence converges, if the iteration is a contraction. We use energy estimates
to get an L2-bound, see Ref. [154, 68]. The equations (6.14) are multiplied with û(k)

+

and û(k)
− , respectively, and the estimates (4.40) and (4.42) are used to get

{
∂3‖û(k)

+ (·, x3)‖2
2 + (ηc−1

0 − 3Cδη−1)‖û(k)

+ (·, x3)‖2
2 ≤ Cδη−1‖û(k − 1)

− (·, x3)‖2
2,

−∂3‖û(k)

− (·, x3)‖2
2 + (ηc−1

0 − 3Cδη−1)‖û(k)

− (·, x3)‖2
2 ≤ Cδη−1‖û(k − 1)

+ (·, x3)‖2
2.

Next we integrate the inequalities over [0, X3]. This gives the bounds




∫ X3

0

‖û(k)

+ (·, x3)‖2
2 dx3 ≤

Cδ

η2c−1
0 − 3Cδ

∫ X3

0

‖û(k − 1)

− (·, x3)‖2
2 dx3,

∫ X3

0

‖û(k)

− (·, x3)‖2
2 dx3 ≤

Cδ

η2c−1
0 − 3Cδ

∫ X3

0

‖û(k − 1)

+ (·, x3)‖2
2 dx3.

The final bound is obtained by adding the two inequalities

∫ X3

0

‖û(k)(·, x3)‖2
2 dx3 ≤

Cδ

η2c−1
0 − 3Cδ

∫ X3

0

‖û(k − 1)(·, x3)‖2
2 dx3.

For η sufficiently large, i.e., η2 ≥ 4Cδc0, the map is a contraction and the Bremmer
series (6.14) converges. The initial step in (6.13) gives in a similar way a bound on
the first term

∫ X3

0

‖û(0)(·, x3)‖2
2 dx3 ≤ ‖û(in)(·)‖2

2,

for η2 ≥ 4Cδc0.
To show that there exists a solution to the one-way systems (6.13) and (6.14),

we can use the free space representations (4.39), (4.40), and (4.41). The one-way
system is iterated with the free space solution (existence of the free space solution
follows from Fourier calculus). The iteration converges for sufficiently large values
of η0.

A numerical example of the Bremmer series in shown in Figure 6.2. A plane wave
in a homogeneous space, modeled by compressibility κ0 and density ρ0, impinges on
a cylinder with compressibility κ = 5κ0. The first down-going wave constituent is
shown in Figure 6.2a, and the second order up-going wave constituent (the reflected
field) is shown in Figure 6.2b.

6.3.1 Convergence rate

In the Bremmer series, the real-valued part of the Laplace parameter is fixed at the
value, Re s = η. We iterate the series N times and subsequently go back to the time-
domain trough the inverse Laplace transform (2.10). If the parameter η is increased
the series converges faster. However, the error has to be smaller due to multiplication
with eηt in the inverse Laplace transformation. For a fixed time t = T , the series can
be iterated until the error is small enough (assume no numerical truncation errors)
and the inverse Laplace transformation gives time-domain convergence.
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6.3 The Bremmer series for the acoustic wave equation

A rough estimate of the error is

∫ T

0

∫ X3

0

‖
N∑

k=1

u(k)(·, x3, t) − u(·, x3, t)‖2
2 dx3 dt

≤ e2ηT

2π

∫

R

∫ X3

0

‖
N∑

k=1

û(k)(·, x3, η + iω) − û(·, x3, η + iω)‖2
2 dx3 dω

≤ e2ηT

∫ T

0

‖u(0)(·, t)‖2
2 dt

∞∑

k=N

(
Cδ

η2c−1
0 − 3Cδ

)k

.

(6.15)

The error estimate (6.15) gives the convergence rate

N ∼ ηT − ln(Error) (6.16)

for large values of η. The number of iterations grows linearly in time, and the accu-
racy convergence is of exponential order, see Ref. [242] for corresponding numerical
results in one spatial dimension. The error can be made arbitrary small by iterating
the series enough number of times.

It is also interesting to consider the asymptotic convergence in weak scattering.
Let the compressibility by a small perturbation of free space, i.e., δ is small. We get
the asymptotic convergence

∫ T

t=0

∫ X3

x3=0

‖
N∑

k=0

u(k)(·, x3, t) − u(·, x3, t)‖2
2 dx3 dt = O(δN) as δ → 0. (6.17)
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Chapter 7

Inverse problems

In this chapter and below we discuss inverse problems. The first question to ask
is: what is an inverse problem? According to Keller two problems are each others
inverses if the formulation of one of them require full or partial knowledge of the
other [145]. This general description does not distinguish the two problems. In many
cases it is desirable to consider one of the problems as a direct problem and the other
as the inverse problem. Here, we define the direct and inverse problems from a cause
and effect perspective. In the previous chapters, we studied how to determine the
fields (effects) caused by given sources and constitutive relations. This is the direct
problem. The inverse to this direct problem is to use the fields (effects) to infer
information about the causes, i.e., the sources and (or) the constitutive relations.
Furthermore, the inverse problems are distinguished according to the amount of
available information, e.g., into inverse scattering, inverse source problems, imaging,
and inverse spectral problems. There is an extensive literature on inverse problems,
see e.g., Refs [122, 124, 209, 234, 38, 23, 38, 25] for electromagnetic inverse problems
and[169, 37, 127, 147, 18] for a general discussion about inverse problems in partial
differential equations and integral equations.

In Section 7.1, we discuss inverse scattering and in Section 7.2 three algorithms
for inverse scattering against a dielectric slab are outlined. In Chapter 8, the opti-
mization approach of Section 7.2.3 is generalized to multidimensional inverse scat-
tering problems.

7.1 Inverse scattering

To infer information about the electromagnetic structure of an object, we study the
interaction between the object and electromagnetic fields. Typically, we illuminate
the object with a known field and (part of) the scattered field is measured. To relate
the scattered field to the electromagnetic properties of the object, we make a model
of the object. In general, the electromagnetic properties of the object are mod-
eled by the source-free Maxwell equations (2.1) together with a set of constitutive
relations (2.4). We use our knowledge about the direct problem, i.e., for a given
set of constitutive relations we determine the interaction between the object and
the electromagnetic field. Assuming that it is possible to determine the interaction
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Chapter 7. Inverse problems

Fields

Constitutive
parametersSources

Figure 7.1: The inverse scattering problem. We infer information about the object
from given scattering data.

between the electromagnetic field and all object models, one gets a set of admissible
models of the object that resembles the interaction between the object and the field.
The problem to determine the model from given scattering data is called the inverse
scattering problem, see Figure 7.1.

A few important observations about the inverse scattering problem are:

Non-linear: The set of constitutive parameters does not depend linearly on the
observed fields.

Uniqueness: To get a unique model, the set of admissible constitutive models
might have to be restricted, i.e., the scattering data might not contain suffi-
cient information to uniquely determine the scatterer.

Existence: If the set of admissible models is restricted and (or) the observed fields
are contaminated with noise, it is unlikely that there exists a model that fits
the data.

Continuity: The identified set of models does not depend continuously on the
observed fields, i.e., there might be several different models that fit the data
with high accuracy.

These observations are not very promising for solving the inverse scattering problem.
The lack of continuous dependence of data (also the existence and uniqueness) is
usually referred to as the ill-posedness of the inverse scattering problem. In general,
we use additional information about the object to remedy these deficiencies to get
a well-posed problem. The additional information is typically in the form of a
priori knowledge about an accurate and simple model of the object, e.g., an a priori
given parameterization of the object. If the object model is sufficiently good and
not too general, we get uniqueness (and existence) of the solution of the inverse
scattering problem. The lack of continuous dependence of the data is typically
resolved by additional assumptions about the spatial properties of the object, e.g.,
the electromagnetic properties of the object are modeled by (piecewise) sufficiently
smooth functions of the spatial coordinates. The assumption on the spatial structure
is related to the fundamental limitation of the scattering problem, i.e., we have a
limited resolution, see Chapter 2.
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Figure 7.2: The measurement configuration of the inverse problem. The gray
and black parts illustrate the unknown region and the region of field observa-
tion, respectively. From top to bottom: (a) The one-dimensional case. (b) The
multi-dimensional case with a continuous set of field observations. (c) The multi-
dimensional case with a discrete set of field observations.
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Chapter 7. Inverse problems

Mathematically, we formulate the inverse scattering problem as a problem to
identify parameters of the constitutive relations. The formulation depends on the
amount of given data. A few typical measurement configurations are illustrated in
Figure 7.2. Subfigures (a), (b), and (c) illustrate the one-dimensional case, the multi-
dimensional case with a continuous set of observed data, and the multi-dimensional
case with a discrete set of observed data, respectively. Furthermore, the data can be
observed at a surface surrounding the object or only at part of the surface, i.e., the
left or right part of Figure 7.2, respectively. We also distinguish whether the data
is given in the time domain or for a discrete set of frequencies. There are several
other measurement configurations, e.g., in many radar applications, where only the
(backscattered) far-field (amplitude) is observed.

In medical imaging there are many applications where it is possible to get mea-
surements at a surface surrounding the unknowing object. A well known example
is X-ray tomography where a high frequency source is used to illuminate the ob-
ject [123, 17]. A low frequency version is electrical impedance imaging where a
current is induced at one spot on the bounding surface and the voltage is mea-
sured around the body [33]. Other medical applications are, e.g., magnetic reso-
nance imaging, ultrasound tomography, diffuse tomography, and biomagnetism, see
Refs [7, 178, 151].

One-sided measurement configurations are of fundamental importance in geo-
physics. There is an extensive literature in this field, see e.g., Refs [22, 213, 34].
Here, the problem is typically divided into determination of the smooth part of
the speed (e.g., travel time tomography) and detection of ‘reflectors’, i.e., imaging.
There are several approaches to these problems and we refer to the literature for a
more detailed description of these geophysical applications. An example of an elec-
tromagnetic application with similar restrictions on the measured data is synthetic
aperture radar [216, 25].

In the one-dimensional case, see Figure 7.2a, the fields are observed at one side of
the object or at both sides, i.e., one uses reflection and (or) transmission data. The
one-dimensional case have been thoroughly studied in both the time- and frequency-
domains, see e.g., Refs [234, 45, 29, 172, 116] and Section 7.2. One fundamental
problem in one-dimensional inverse scattering is that the set of admissible consti-
tutive models have to be restricted, i.e., typically it is only possible to identify two
parameters from given reflection and transmission data. To understand this defi-
ciency we consider the amount of data that is possible to observe for a linear and
time-invariant model. The slab can be excited from either side of the slab with two
orthogonal polarizations and the observed reflected and transmitted fields have two
polarizations. This gives a total of 24 = 16 observed functions of the temporal coor-
dinate. Symmetries of the constitutive relations reduce the amount of independent
data further. The uniqueness deficiency is resolved in multi-dimensions. Let the
source and receivers have a spatial sampling ∆x and temporal sampling ∆t. For field
observations in a unit box in d spatial dimensions, it is possible to get

(
2(1/∆x)d−1 2d

)2
(T/∆t), d = 1, 2, 3

samples of data. The corresponding ‘maximal’ number of constitutive parameter

92



7.2 One-dimensional inverse scattering

samples is roughly

36 (1/∆x)d (T/∆t), d = 1, 2, 3.

To conclude: in one spatial dimension, the inverse scattering problem is under-
determined. In two spatial dimensions, the amount of data and the model pa-
rameters are of the same order, and in three spatial dimensions, the observed
amount of data is one order of magnitude larger then the amount of admissi-
ble model parameters. For uniqueness results we refer to the literature, see e.g.,
Refs [194, 209, 195, 37, 127, 226, 150, 147, 148, 226, 227].

Frequency-domain techniques dominate the electromagnetic inverse literature.
Among an extensive literature we have the Born approximations [186], least-squares
optimization with conjugate gradient [111, 241, 202], contrast source inversion [237,
239, 240], equivalent source method [175], and global optimization methods [185, 94],
see also Refs [168, 169, 238, 85, 197, 109, 230, 163, 149] for additional details and
references.

In this thesis, we focus on time-domain methods. One-dimensional inverse prob-
lems are studied with layer-stripping algorithms in Refs [29, 158, 159, 160] and least-
squares optimization in Refs [116, 234]. Two layer-stripping algorithms are briefly
described in Sections 7.2.1 and 7.2.2 and a least squares approach in Section 7.2.3.

Among the multi-dimensional time-domain approaches there are the Born type
inversion [188, 256, 184, 245], space-time integral equations [15], layer-stripping
approaches [254], time-domain diffraction tomography [200, 49], physical optics ap-
proximation [210], and the singularity expansion method [59, 234].

In Chapter 8, we use a gradient based least-squares optimization approach for
multi-dimensional inverse scattering problems. Multi-dimensional least-squares op-
timization was introduced for the acoustic equation in [231], where a discrete set of
measurements is considered, see also Refs [70, 71, 232, 115, 96, 218, 246, 106, 108,
107].

7.2 One-dimensional inverse scattering

One-dimensional inverse scattering problem offers a natural introduction to param-
eter identification and wave splitting techniques. Following [158], we study the
scattering of a plane wave impinging normally at a slab, see Figure 7.3. The re-
flected field is written as a temporal convolution between the incident field Ei and
the reflection kernel R, i.e.,

Er(x3, t + x3/c0) =

∫ t

−∞

R(t − t′ + x3/c0)Ei(0, t
′) dt′. (7.1)

Notice that R is the impulse response of the slab, i.e., if the incoming plane wave has
the form of a Dirac delta pulse Ei(x3, t) = δ(t−x3/c0), the reflected field is Er(x3, t) =
R(t+x3/c0). The reflected wave field is recorded for the time interval [0, 2T ], where
T is the one-way travel time, see (7.2) below. Assume that the electromagnetic
properties of the slab are accurately described by an instantaneous permittivity
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Figure 7.3: The scattering problem for a dielectric slab.

ǫ = ǫ(x3) and the free space permeability µ = 1. The electric and magnetic fields
satisfy the one-dimensional wave equation

{
ǫ(x3)∂tE + ∂3JH = 0,

µ∂tJH + ∂3E = 0,
x3 ∈ [0, X3].

It is convenient to transform the spatial and temporal coordinates to travel time
coordinates. The spatial coordinate x3 is transformed to ζ by

ζ(x3) =
1

T

∫ x3

0

c(x′
3)

−1 dx′
3, ζ ∈ [0, 1],

where T is the one-way travel time through the slab, i.e.,

T =

∫ X3

0

c(x′
3)

−1 dx′
3. (7.2)

and c = (ǫµ)−1/2 is the wave-front speed. The temporal coordinate t is scaled by
the one-way travel time as

τ = t/T, τ ∈ [0, 2].

This transformation gives a homogeneous principal part of the wave equation, hence
the characteristics are straight lines, see Figure 7.4. It is natural to separate the
wave field into wave constituents propagating in opposite directions. The down-
and up-going wave constituents u+ and u− are defined by the one-dimensional wave
splitting (4.14). The split fields u± satisfy the coupled set of one-way wave equations

∂ζ

(
u+

u−

)
+ ∂τ

(
1 0
0 −1

)(
u+

u−

)
=

A(ζ)

2

(
−1 1
1 −1

) (
u+

u−

)
, (7.3)

94



7.2 One-dimensional inverse scattering

N

i = 0
j = 0

τ


N −
 1 N

(a) (b)

ζ


N

i = 0
j = 0

τ


N −
 1 N ζ
2 31 2 31

Figure 7.4: Information flow of the scattering problem and inverse scattering
problem, respectively. The direct problem is solved forward in time τ whereas the
inverse problem is solved forward in space ζ. The parameter identification in the
inverse problem is performed at the dashed arrows. ⊗ indicates the location of the
data.

where the permittivity is contained in

A(ζ) = −∂ζ ln(c(ζ)) = ∂ζ ln(ǫ(ζ))/2, ζ ∈ [0, 1].

We start with a few essential properties of the system of the one-way wave
equations (7.3). First, the system is hyperbolic in both the temporal coordinate τ
and the spatial coordinate ζ. This offers a well-posed migration of the data, i.e., it
is a stable process to propagate the fields from ζ = ζ1 to ζ = ζ2, see Figure 7.4b.
Secondly, the homogeneous principal part gives straight characteristics and hence
a simple numerical implementation. Finally, an incident Dirac-delta field locates
the identification problem, i.e., the wave front can be used to identify one medium
parameter.

The layer-stripping algorithms, in Section 7.2.1 and 7.2.2 are based on these
three properties. The properties also pinpoint some of the fundamental problems
encountered in multi-dimensional inverse scattering. In multi-dimensions, the mi-
gration of data is not well-posed, there are no simple coordinate transformations that
describe the wavefront, and typically it is not sufficient to identify one medium pa-
rameter. This makes it very difficult to generalize the beauty of the one-dimensional
layer-stripping algorithms to multi-dimensions. Instead, we pursue a least-squares
algorithm in Section 7.2.3 that can be generalized to multi-dimensions.

There are several approaches to and an extensive literature on the one-dimensio-
nal inverse scattering problem, see e.g., Refs [234, 45, 29, 172, 116] with references.
Here we illustrate two different layer-stripping algorithms for the inversion. First,
we have the imbedding algorithm [46, 40, 41, 42, 43, 47, 158, 159], and, secondly,
the Green function algorithm [166].
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Figure 7.5: The flow chart of the imbedding algorithm: (a) The direct algorithm.
(b) The inverse algorithm. The parameter identification in the inverse problem is
performed at the dashed arrows. ⊗ indicates the location of the data.

7.2.1 Imbedding equation

The imbedding algorithm is based on a continuous imbedding of the slab. In the
imbedding equation, the reflection kernel R(τ) in (7.1) is imbedded in a family of
subproblems. Specifically, let R(ζ, τ) denote the reflection kernel for the slab [ζ, 1].
Notice that R(τ) = R(0, τ) is the impulse response of the entire slab and that
R(1, τ) = 0 since the slab ends at ζ = 1. The reflection kernel R(ζ, τ) satisfies the
imbedding equation [164]

∂ζR(ζ, τ) − 2∂τR(ζ, τ) =
A(ζ)

2

∫ τ

0

R(ζ, τ − τ ′)R(ζ, τ ′) dτ ′, (7.4)

for τ > 0 and 0 < ζ < 1. In the numerical implementation, the equation is
discretized with the trapezoidal rule. The discetized reflection kernel satisfies

Ri,j = Ri+1,j +
∆ζ

4
(Ai+1(R ∗ R)i,j + Ai(R ∗ R)i,j) + O(∆ζ3),

where Ri,j = R(i∆ζ, 2j∆ζ) and ∆ζ is the spatial discretization step. In the direct
problem, we determine the impulse response R(0, τ) of the slab. The medium pa-
rameter A(ζ) and the end condition R(1, τ) = 0 and given. In addition to these two
values we have the initial value

R(ζ, 0) = −A(ζ)/4, 0 ≤ ζ ≤ 1.

The direct problem is solved from ζ = 1 to ζ = 0, see Figure 7.5a.
In the inverse scattering problem, we determine the medium parameter A(ζ)

from a given impulse response R(0, τ) = R(t/T ). In this formulation of the inverse
problem, the medium parameter Ai = −4Ri,0 is identified by the initial condition

−Ai = 4Ri−1,1 − 2∆ζAi−1Ri−1,1Ri−1,0
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Figure 7.6: The Green functions algorithm: (a) The direct algorithm. (b) The
inverse algorithm. The parameter identification in the inverse problem is performed
at the dashed arrows. ⊗ indicates the location of the data.

and the reflection kernel Ri,j, j ≥ 1 is updated at a new space position, see Fig-
ure 7.5b.

The algorithm above is restricted to identification of the permittivity, generaliza-
tions to simultaneous identification of the permittivity and conductivity are given
by Kristensson and Krueger in [158, 159, 160, 161, 157], see also Refs [45, 14, 58,
116, 164].

The drawback of the imbedding algorithm is the extra computational cost due to
the temporal convolution in (7.4). The convolution originates from the imbedding
idea, where R(ζ, τ) is the reflection kernel (or impulse response) of the subslab [ζ, 1].
To determine this reflection kernel, the smooth tail of the incident wave field have
to be deconvolved. The problem is solved by the Green function algorithm where
the true wave fields are used.

7.2.2 Green functions approach

The Green function approach in this context was originally introduced by Krueger
and Ochs [166]. In the Green functions approach, a set of kernels G(+) and G(−)

represents the solution of (7.3), i.e.,





u+(ζ, τ + ζ) = e−
1
2

∫ ζ

0 A(ζ′) dζ′
(

u+(0, τ) +

∫ τ

−∞

G(+)(ζ, τ − τ ′)u+(0, τ ′) dτ ′

)
,

u−(ζ, τ + ζ) = e−
1
2

∫ ζ

0 A(ζ′) dζ′
∫ τ

−∞

G(−)(ζ, τ − τ ′)u+(0, τ ′) dτ ′.
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The Green functions satisfy the coupled set of one-way equations




∂ζG
(+) =

1

2
AG(−),

∂ζG
(−) − 2∂τG

(−) =
1

2
AG(+),

ζ ∈ [0, 1], τ ≥ 0. (7.5)

The Green functions have the initial values

G(+)(ζ, 0) =
−A(ζ)

4
and G(−)(ζ, 0) =

−1

8

∫ ζ

0

A(ζ ′)2 dζ ′

and the boundary conditions are

G(+)(0, τ) = 0 and G(−)(0, τ) = R(τ).

We get a numerical approximation of G(±) by a trapezoidal rule discretization of the
system (7.5). The result is





G(+)

i,j = G(+)

i−1,j +
∆ζ

4

(
AiG

(−)

i,j + Ai−1G
(−)

i−1,j

)
,

G(−)

i,j = G(−)

i+1,j−1 −
∆ζ

4

(
Ai+1G

(+)

i+1,j−1 + AiG
(+)

i,j

)
.

The direct problem is updated with a stencil depicted in Figure 7.6a. In the inverse
problem, the medium parameter Ai is first determined and subsequently, the Green
functions are updated, see Figure 7.6b.

The imbedding and Green function approaches have been studied extensively. A
compactly supported Green function was introduced by He in [113]. Karlsson unified
the imbedding, Green function, and compact Green function approaches with the
propagation method in [135, 136]. The methodology have been used to study inverse
scattering for temporal dispersive medium [13, 134, 155, 91], temporal dispersive
anisotropic medium [89, 88, 87, 86], temporal dispersive bi-isotropic medium [204,
162, 203, 205], non-linear medium [217, 165], non-stationary medium [4, 2, 3], waveg-
uides [16, 156], heat waves [244], transmission lines [179], gyrotropic media [196, 140],
non-reflecting medium [121, 120], spherically symmetric dispersive medium [138],
source problems [222, 223, 224, 225], non-reflecting media [121, 120], periodic me-
dia [137], structural mechanics [21, 20, 83, 21], and viscoelastic medium [44, 133, 8].
Experimental results are found in [92, 91, 116]. Multi-dimensional generalizations
are discussed by Weston in a sequence of papers [117, 114, 118, 253, 249, 250, 251,
116].

7.2.3 Least-squares optimization

In this subsection, we describe a gradient based least-squares optimization approach
to one-dimensional inverse scattering by the slab depicted in Figure 7.3. The scat-
tering data are given at the boundary of the slab. Here it is convenient to work with
the electromagnetic fields, i.e.,

E(m)(0, t), H (m)(0, t), E(m)(X3, t), and H (m)(X3, t),
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Figure 7.7: The direct and dual problems for the inverse scattering at a dielectric
slab.

are given at the boundary of the slab. To identify the permittivity ǫ inside the slab,
we minimize the misfit between a set of calculated fields E and H and the given
fields at the boundary. We use the least-squares functional to determine the error
of a permittivity ǫ

J [ǫ] =
∑

ζ=0,X3

∫ T

0

Φ(t)
(
|E(ζ, t) − E(m)(ζ, t)|2 + |H(ζ, t) − H (m)(ζ, t)|2

)
dt. (7.6)

The calculated fields satisfy the one-dimensional wave equation

{
ǫ(x3)∂tE + ∂3JH = 0,

µ∂tJH + ∂3E = 0,
for x3 ∈ [0, X3],

together with the initial values E(x3, 0) = H(x3, 0) = 0 in the slab. We can choose
appropriate boundary values of the calculated fields to get a simple and efficient
algorithm. Here, we prescribe the split fields (4.14) at the boundary, i.e.,

E+(0, t) = E(m)

+ (0, t) and E−(X3, t) = E(m)

− (X3, t).

Observe that it is the incoming fields that are prescribed at the boundary, e.g.,
E(m)

+ (0, t) = Ei(t) in Figure 7.3. With this choice, the misfit functional (7.6) reduces
to the difference between the output fields

J [ǫ] = 2

∫ T

0

Φ(t)
(
|E−(0, t) − E(m)

− (0, t)|2 + |E+(X3, t) − E(m)

+ (X3, t)|2
)
dt. (7.7)

We update the permittivity ǫ with a gradient based optimization algorithm.
Perturb the permittivity an amount δ in the direction ǫ′, i.e.,

ǫ(x3) → ǫ(x3) + δǫ′(x3).
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The corresponding electric and magnetic fields are perturbed as

E → E + δE ′ + O(δ2) and H → H + δH ′ + O(δ2),

where O(δ2) is a term of the size δ2. The first order perturbation satisfies the wave
equation

{
ǫ(x3)∂tE

′ + ∂3JH ′ = −ǫ′(x3)∂tE(x3, t),

µ∂tJH ′ + ∂3E
′ = 0,

for x3 ∈ [0, X3],

together with zero initial values E ′(x3, 0) = H ′(x3, 0) = 0 in the slab and zero input
fields at the boundary

E ′
+(0, t) = E ′

−(X3, t) = 0.

The misfit functional is perturbed as J → J + δJ ′ + O(δ2) where the first order
perturbation is given by

J ′[ǫ] = 4

∫ T

0

Φ(t) E ′
−(0, t) · (E−(0, t) − E(m)

− (0, t))

+ Φ(t) E ′
+(X3, t) · (E+(X3, t) − E(m)

+ (X3, t)) dt.

To relate the perturbation of the misfit functional to the perturbation of the
permittivity ǫ, we use the adjoint fields Ẽ and H̃. The adjoint fields satisfy the
wave equation

{
ǫ(x3)∂tẼ + ∂3JH̃ = 0,

µ∂tJH̃ + ∂3Ẽ = 0,
for x3 ∈ [0, X3].

This adjoint equation is solved backwards in time, from t = T to t = 0, with zero
initial values, i.e., Ẽ(x3, T ) = H̃(x3, T ) = 0. At the boundary the difference between
the output fields are used, i.e.,

Ẽ−(0, t) = Φ(t)
(
E−(0, t) − E(m)

− (0, t)
)

and

Ẽ+(X3, t) = Φ(t)
(
E+(X3, t) − E(m)

+ (X3, t)
)
.

Cross multiply the perturbed fields and the adjoint field and collect terms to get

∂t

(
ǫE ′ · Ẽ + µH ′ · H̃

)
+ ∂3

(
Ẽ · JH ′ + E ′ · JH̃

)
= −ǫ′Ẽ · ∂tE.

Integrate over the slab [0, X3], the time interval [0, T ], and use the identity

Ẽ · JH ′ + E ′ · JH̃ = 2
(
E ′

+ · Ẽ+ − E ′
− · Ẽ−

)
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to get an expression of the perturbed misfit functional. The first order perturbation
(Fréchet differential) of the misfit functional is

J ′[ǫ] = −2

∫ X3

0

∫ T

0

ǫ′(x3)Ẽ(x3, t) · ∂tE(x3, t) dt dx3 = 〈Gǫ, ǫ
′〉,

where 〈·, ·〉 is the inner product in L2([0, X3]). The gradient is identified as

Gǫ(x3) = −2

∫ T

0

Ẽ(x3, t) · ∂tE(x3, t) dt.

One-dimensional gradient based optimization is considered in Refs [234, 229, 171,
119]. Compared with the Green function algorithm the optimization algorithm is
computationally more demanding. One evaluation of the misfit functional (7.7) is
roughly identical to the total cost of the Green function algorithm. Furthermore,
local optimization algorithms (e.g., the conjugate gradient) might be trapped in a
local minimum if the misfit functional is not convex. However, the least-squares
algorithm has the advantage of great generality and simplicity. It can be used to
solve different inverse problems related to many ordinary and partial differential
equations as long as there are fast direct solvers. In contrast to the layer-stripping
algorithms it is straightforward to generalize the least-squares algorithm to multi-
dimensions. In the next chapter, we use a least-squares conjugate-gradient algorithm
to solve multi-dimensional time-domain inverse scattering problems.
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Chapter 8

Multi-dimensional time-domain

least-squares inversion

In this chapter, we describe a gradient based optimization approach to a multi-
dimensional inverse scattering problem.

The least-squares formulation and the use of an adjoint problem is outlined in
Section 8.1. The adjoint problem and the gradients are derived for a permittivity,
permeability, and conductivity medium in Section 8.2. Regularization and the us-
ages of a priori information are discussed in Section 8.3. A parameter scaling is
introduced in Section 8.4. The identification algorithm is given in pseudo-code in
Section 8.5. A numerical example of the identification of the permittivity, permeabil-
ity, and conductivity medium parameters is presented in Section 8.6. In Section 8.7,
a motivation for the use of energy-flux split fields is given. Section 8.8 generalizes
the adjoint problem and the gradients to Debye and Lorentz models. Numerical
identifications of two Debye parameters and moisture are performed in Sections 8.9
and 8.10, respectively. The use of inverse scattering to find effective medium param-
eters are considered in Section 8.11. The chapter ends with a discussion of inverse
scattering for bi-anisotropic material in Section 8.12.

8.1 Least-squares formulation

We determine the electromagnetic properties in a region Ω ⊂ R
3 (or R

2) from a set
of given electric and magnetic fields at the boundary of the region, i.e.,

E(m)(x, t; m) and H (m)(x, t; m) (8.1)

are given for x ∈ ∂Ω, t ∈ [0, T ], and m = 1, 2, ..,M . It is assumed that these fields
are generated by sources outside the region Ω and that the fields are quiescent at
t ≤ 0 in Ω.

The inverse scattering problem is to identify N parameters (or functions of the
spatial coordinate)

α(x) = (α1(x), . . . , αN(x)),
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Figure 8.1: (a) The inverse scattering problem and (b) the optimization formula-
tion of the parameter identification problem.

such that the corresponding calculated electromagnetic fields resemble the given
fields at the boundary. The calculated fields E, H , D, and B satisfy the source
free Maxwell equations (2.1) in Ω together with a set of constitutive relations

(
E(x; m)

H(x; m)

)
ε(α(x))−−−−−−→

(
D(x; m)

B(x; m)

)

and quiescent initial fields

E(x, t; m) = H(x, t; m) = 0 for t ≤ 0. (8.2)

We assume that the parameter values are known at the boundary of the region and
that the constitutive map ε(α(x)) reduces to the free space map at the boundary.

The error of an identified set of parameters is measured by the least-squares
functional

J [α] =
M∑

m=1

∫ T

0

∫

∂Ω

Φ(x, t; m)
(
|E(x, t; m) − E(m)(x, t; m)|2

+|H(x, t; m) − H (m)(x, t; m)|2
)
dS dt

(8.3)

where a weight function Φ(x, t; m) is included for future convenience. Notice that
the misfit in both the electric and magnetic fields are determined.

It is well known that either the electric field, magnetic field or a linear combina-
tion of the fields offers a well-posed direct problem, see Chapter 5. Therefore, there
is a freedom in the choice of appropriate inputs to the algorithm, e.g., the electric,
magnetic, or a linear combination of them can be prescribed at the boundary. Here,
we use the energy-flux split fields (4.20) with respect to the inward normal vector
−n as the input to the algorithm, i.e.,

E+(x, t; m) = E(m)

+ (x, t; m) for x ∈ ∂Ω (8.4)

where we use the a priori information about the constitutive map at the boundary
to get

E± =
E ± JH

2
=

−n × (n × E) ± n × H

2
. (8.5)
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Figure 8.2: The inverse scattering problem and the direct problem for the calcu-
lated fields used in the misfit functional (8.6).

Here and in the following we use the dimensional scaling given by (2.5). The choice
of the energy-flux split fields is motivated by an energy analysis in Section 8.7. For
this choice, the misfit functional reduces to the L2 difference of the output field

J [α] = 2
M∑

k=1

∫ T

0

∫

∂Ω

Φ(x, t; m)|E−(x, t; m) − E(m)

− (x, t; m)|2 dS dt. (8.6)

To proceed, we need a strategy to find the set of parameters, α, that minimize
the misfit. Here we use a gradient based optimization algorithm. The adjoint- or
dual-problem gives an expression for the gradient. To illustrate the idea, we start
with an abstract formulation. Let P = P(y, α(y), ∂) denote a linear differential
operator. The differential operator P depends on the coordinate y, the differential
operator ∂ = ∂y, and the parameter (function) α = α(y). Assume that we can solve
the equation

P(y, α(y), ∂)u = 0 for y ∈ D

together with a set of boundary conditions. We want to relate the parameter α to
the value of u at the boundary ∂D. Perturb the parameter α an amount δ in the
direction α′, i.e.,

α(y) → α(y) + δα′(y).

The corresponding perturbed differential operator has the form

P(y, α(y), ∂) → P(y, α(y), ∂) + δα′(y)Q(y, ∂).

Assume that the solution of the perturbed problem has an asymptotic expansion in
δ, i.e.,

u(y) → u(y) + δu′(y) + O(δ2).
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The first order perturbed term u′ satisfies

P(y, α(y), ∂)u′(y) = −α′(y)Q(y, ∂)u(y)

together with vanishing boundary conditions. To relate the boundary term to the
perturbation α′(y), we use the adjoint problem

P†(y, α(y), ∂)ũ = 0 for y ∈ D

together with a set of adjoint boundary conditions. The adjoint operator is defined
by the identity

〈v, Pu〉 = 〈P†v, u〉 = boundary term

where 〈·, ·〉 is the inner product in D

〈v, u〉 =

∫

Ω

v∗(y)u(y) dy. (8.7)

This definition gives the identity

boundary term = 〈ũ, Pu′〉 − 〈P†ũ, u′〉 = −〈ũ, α′Qu〉.

Here, the boundary values of u are related to the perturbation α′ in the region. For
time-domain problems, the adjoint problem is typically solved backwards in time.

Least-squares inversion in the frequency domain is discussed in many papers,
see Section 7. The time domain formulation was introduced by Tarantola in 1984
for a seismic problem, see Refs [232, 231, 96, 218]. In [188], a two dimensional
electromagnetic inverse problem is discussed. Diffusive electromagnetic problems
are considered in [246]. In [115, 116, 107] the acoustic inverse problem for data
at a closed surface is considered. The present approach is found in [108, 106]. A
mathematical analysis is found in [71, 70].

8.2 Permittivity, permeability, and conductivity

models

We use the procedure with adjoint functions to derive the gradient for materials
modeled with permittivity ǫ, permeability µ, and conductivity σ. The calculated
electric and magnetic field intensities satisfy the source-free Maxwell equations

{
ǫ(x)∂tE −∇× H + σ(x)E = 0,

µ(x)∂tH +∇× E = 0,
(8.8)

for x ∈ Ω and t ∈ [0, T ]. The measurement starts at time t = 0. This gives the zero
initial values

E(x, 0; m) = H(x, 0; m) = 0.
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8.2 Permittivity, permeability, and conductivity models

Following (8.4), the split fields, (8.5), are used as the input field, i.e.,

E+(x, t; m) = E(m)

+ (x, t; m) for x ∈ ∂Ω.

To find the gradient with respect to the constitutive parameters ǫ, µ, and σ, the
parameters are perturbed an amount δ, i.e.,





ǫ(x) → ǫ(x) + δǫ′(x) ,

µ(x) → µ(x) +δµ′(x) ,

σ(x) → σ(x) +δσ′(x) .

The corresponding fields E and H in (8.8) are perturbed as
{

E →E + δE′ + O(δ2),

H →H + δH ′ + O(δ2),
(8.9)

where O(δ2) is a term of the size δ2, i.e., ‖O(δ2)‖ ≤ Cδ2 as δ → 0, see Section 8.7
for details. We find the gradient of the misfit functional (8.3) with respect to the
parameters ǫ, µ, and σ by calculating the increment of the misfit functional (8.6) to
the first order, i.e.,

J ′[ǫ, µ, σ] = lim
δ→0

J [ǫ + δǫ′, µ + δµ′, σ + δσ′] − J [ǫ, µ, σ]

δ

=4
M∑

m=1

∫ T

0

∫

∂Ω

ΦE ′
− · (E− − E(m)

− ) dS dt.

(8.10)

The first order perturbations of the calculated fields E ′ and H ′ satisfy the Maxwell
equations

{
ǫ∂tE

′ −∇× H ′ + σE′ = −ǫ′∂tE − σ′E,

µ∂tH
′ +∇× E′ = −µ′∂tH ,

(8.11)

where the induced sources are given by the unperturbed fields in (8.8). The initial
values and boundary values are

E′(x, 0) = H ′(x, 0) = 0

and

E ′
+(x, t) = 0 for x ∈ ∂Ω, (8.12)

respectively. The perturbation of the misfit functional (8.10) is related to the per-
turbed parameters (8.9) by a set of adjoint fields Ẽ and H̃ . The adjoint fields satisfy
the equations

{
ǫ(x)∂tẼ −∇× H̃ − σ(x)Ẽ = 0,

µ(x)∂tH̃ +∇× Ẽ = 0.
(8.13)
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Figure 8.3: The forward problem of the calculated fields (8.8) and the problem
of the adjoint fields (8.13) solved backward in time.

This adjoint equation is solved backwards in time, from t = T to t = 0, with zero
‘initial’ values

Ẽ(x, T ) = H̃(x, T ) = 0.

At the boundary ∂Ω, the adjoint field Ẽ− is given by the difference between the
calculated output field and the given output field, i.e.,

Ẽ−(x, t) = Φ(t)
(
E−(x, t) − E(m)

− (x, t)
)

for x ∈ ∂Ω, (8.14)

where the weight function Φ(t) is a smooth function such that Φ(T ) = 0. The
adjoint equation is essentially the original equation (8.8) (the conductivity changes

sign) solved backwards in time with an input field (Ẽ− is the natural input field when
the equation is solved backwards in time) depending on the difference between the
calculated output and the given output fields, see Figure 8.3.

Cross multiply the fields of the perturbed equation (8.11) with the fields of the
adjoint problem (8.13), add and collect terms to get

∂t (ǫE′ · Ẽ + µH ′ · H̃) + ∇ · (Ẽ × H ′ + E′ × H̃)

= −ǫ′Ẽ · ∂tE − µ′H̃ · ∂tH − σ′Ẽ · E.

Integrate this relation over time [0, T ] and space Ω. The first term vanishes according
to the initial values of the perturbed and adjoint problems, and the second term gives
an integral over the boundary, i.e.,

∫ T

0

∫

∂Ω

(Ẽ × H ′ + E′ × H̃) · n dS dt

= −
∫ T

0

∫

Ω

ǫ′Ẽ · ∂tE + µ′H̃ · ∂tH + σ′Ẽ · E dV dt
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where n is the outward normal of the region Ω. Rewrite the boundary term in the
input and output fields E±

n · (Ẽ × H ′ + E′ × H̃) = −Ẽ · JH ′ − E ′ · JH̃

= 2
(
Ẽ− · E ′

− − Ẽ+ · E ′
+

)
= 2ΦE ′

− ·
(
E− − E(m)

−

)
(8.15)

where we have used (A.6) (observe that the split fields are defined with respect to
the inward unit normal) and the boundary conditions (8.12) and (8.14). The first
order perturbation of the misfit functional is

J ′[ǫ, µ, σ] = −2
M∑

m=1

∫ T

0

∫

Ω

ǫ′Ẽ · ∂tE + µ′H̃ · ∂tH + σ′Ẽ · E dV dt

= 〈Gǫ, ǫ
′〉 + 〈Gµ, µ

′〉 + 〈Gσ/〈σ〉, σ
′/〈σ〉〉

(8.16)

where 〈·, ·〉 is the inner product in L2(Ω). In (8.16), we introduced a scaling 〈σ〉
of the conductivity. The scaling is used to average the different components of the
gradient, see Section 8.4. The gradient is identified from (8.16), i.e.,

G(x) = (Gǫ(x), Gσ/〈σ〉(x), Gµ(x))

where




Gǫ(x) = −2
M∑

m=1

∫ T

0

Ẽ(x, t,m) · ∂tE(x, t,m) dt,

Gσ/〈σ〉(x) = −2〈σ〉
M∑

m=1

∫ T

0

Ẽ(x, t,m) · E(x, t,m) dt,

Gµ(x) = −2
M∑

m=1

∫ T

0

H̃(x, t,m) · ∂tH(x, t,m) dt

=
2

µ

M∑

m=1

∫ T

0

H̃(x, t,m) · ∇ × E(x, t,m) dt.

(8.17)

Notice that equation (8.8) can be used to replace the magnetic field with the electric
field in the permeability gradient. This is convenient from a computational point
of view. The gradient points in the direction towards the fastest growth of the
misfit functional. Hence, the parameters are updated in the opposite direction of
the gradient.

8.3 Regularization and a priori information

The identification of the parameters are limited to a certain resolution. The resolu-
tion depends on the given amount of information, e.g., the bandwidth of the given
fields. This lack of information causes the identification algorithm to be ill-posed
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Chapter 8. Multi-dimensional time-domain least-squares inversion

in the sense that the parameters do not depend continuously on the given bound-
ary fields. The identification algorithm is stabilized by increasing the amount of
a priori information about the parameters—here we assume the parameters to be
smooth. The smoothness assumption is included in the misfit functional J [α] by a
Tikhonov type of regularization that punish rapid spatial variations in the medium
parameters, i.e.,

νT

∫

Ω

|∇ǫ(x)|2 + |∇µ(x)|2 + |∇σ(x)/〈σ〉|2 dV . (8.18)

The parameter values are known at the boundary of the region. We include this
a priori information in the functional

νB

∫

Ω

ΨB(x)
(
|ǫ(x) − 1|2 + |µ(x) − 1|2 + |σ(x)/〈σ〉|2

)
dV . (8.19)

The function ΨB(x) is small in the interior region. In the numerical identifications
in this thesis we use

ΨB(x) = exp

(
−1

2

(
dist(x, ∂Ω)

∆x

)2
)

where dist(x, ∂Ω) is the distance from the point x to the boundary ∂Ω and ∆x the
spatial discretization of the finite difference scheme, see Section 5.5.1.

With the Tikhonov regularization and the a priori boundary value information,
the gradients are modified as





Gǫ = −2
M∑

m=1

∫ T

0

Ẽ · ∂tE dt − 2νT∇2ǫ + 2νBΨB(ǫ − 1),

Gµ = −2
M∑

m=1

∫ T

0

H̃ · ∂tH dt − 2νT∇2µ + 2νBΨB(µ − 1),

Gσ/〈σ〉 = −2〈σ〉
M∑

m=1

∫ T

0

Ẽ · E dt − 2νT

∇2σ

〈σ〉 + 2νBΨB

σ

〈σ〉 .

(8.20)

We also incorporate physical restrictions on the parameters into the identification
algorithm. The restriction that the medium is passive implies that the conductivity
σ is non-negative. The permittivity and permeability are assumed to be equal
or greater to one. These type of restrictions could be included in an additional
functional. However, we prefer to postulate the restrictions in the update of the
parameters, i.e., parameter values outside the domain of restrictions are set to the
closest allowed value, e.g.,

σ(x) →
{

σ(x) if σ(x) ≥ 0,
0 if σ(x) < 0.

(8.21)
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Figure 8.4: (a) The Gaussian input field. (b) The frequency spectrum on the
given boundary field (8.23) and the frequency dependence of the constitutive pa-
rameters (8.22).

8.4 Parameter scaling

In the perturbed misfit functional, (8.16), we introduced a scaling 〈σ〉 to scale the
conductivity. It is easy to understand the importance of the conductivity scaling
from the different dimensions of the conductivity and permittivity. Both the per-
mittivity ǫ and permeability µ are invariant under a time scaling t → t/τ whereas
the conductivity is scaled as σ → στ . Hence the gradient (8.20) depends on units
used. If it was just a dimensional problem, it would be fairly easy to choose a
scaling parameter. However, numerical tests indicate that the performance of the
identification algorithm is very sensitive to the scaling parameter 〈σ〉.

To motivate the scaling, we consider the constitutive relations of the prob-
lem (8.8)

D̂(iω) =
(
ǫ +

σ

iω

)
Ê(iω) and B̂(iω) = µĤ(iω) (8.22)

where the hat denotes the frequency-domain electromagnetic fields (A.9). The pa-
rameters ǫ and µ are not weighted with respect to the frequency, and thus it is
sufficient to use the scaling implied by the energy units (2.5). From the above rela-

tions one sees that the conductivity σ has a weight of (iω)−1. Let ‖Ê(m)
± (iω)‖ denote

the amplitude spectrum of the given boundary fields, i.e.,

‖Ê(m)

± (iω)‖ =

(
M∑

m=1

∫

∂Ω

|Ê(m)(x, iω; m)|2 + |Ĥ(m)(x, iω; m)|2 dS

)1/2

, (8.23)

see the shaded region in Figure 8.4b. If we use a scaling 〈σ〉, the new parameter
σ(x)/〈σ〉 has a weight of 〈σ〉/(iω), see Figure 8.4b. We choose 〈σ〉 such that 〈σ〉/(iω)
(the weight for σ/〈σ〉) and 1 (the weight for ǫ and µ) have the same averaged values

with respect to ω‖Ê(m)
± (iω)‖2, i.e.,

∫ ∞

0

|〈σ〉
iω

| ‖Ê(m)

± (iω)‖2ω dω =

∫ ∞

0

‖Ê(m)

± (iω)‖2ω dω
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or

〈σ〉 =

(∫ ∞

0

‖Ê(m)

± (iω)‖2 dω

)−1 ∫ ∞

0

‖Ê(m)

± (iω)‖2ω dω.

Note that the choice for the scaling parameter 〈σ〉 is non-unique, i.e., above we used
a L1 measure and a frequency weight ω.

Here, we motivate the scaling and generalize the scaling to general dispersion
models. Let the constitutive relations depend on the n parameters α1, α2, . . . , αn,
i.e.,

d̂(iω) = ε(iω; α1, α2, . . . , αn)ê(iω),

where the six-vector notation (2.6) is used. In energy estimates, it is natural to
consider the product

ê(x, iω)H · iωd̂(x, iω) = iωê(x, iω)H · ε(iω; α1, α2, . . . , αn)ê(x, iω). (8.24)

We get a measure of the sensitivity on a parameter αk, by perturbing αk and de-
termine the change of the L1 norm of (8.24). This give a scaling by forcing the
expressions

∫

Ω

∫ ∞

0

|ê(x, iω)H · ∂ε(iω; α1, . . . , αn)

∂αi/〈αi〉
iωê(x, iω)| dω dV

to be equal. However, this is not an appropriate scaling, since the fields are not a
priori known in the interior part of the region. For the parameter identification, we
determine the a priori scaling by the expressions

∫ ∞

0

|∂ε(iω; α1, . . . , αn)

∂αi/〈αi〉
| ‖Ê(m)

± (iω)‖2ω dω =

∫ ∞

0

‖Ê(m)

± (iω)‖2ω dω (8.25)

where ‖Ê(m)
± (iω)‖ is the amplitude spectra of the prescribed boundary fields (8.23).

We also introduce a measure of distinguishing two parameters as

〈αi − αj〉 =

∫ ∞

0

|∂ε(iω; α1, . . . , αn)

∂αi/〈αi〉
− ∂ε(iω; α1, . . . , αn)

∂αj/〈αj〉
| ‖Ê(m)

± (iω)‖2ω dω. (8.26)

We use two measures of the identification error. Let α(i) be a set of identified
parameters. Firstly, we have the scaled difference of the identified parameters

‖α(i) − α‖〈α〉 =
N∑

n=1

1

〈αn〉

∫

Ω

|α(i)

n (x) − αn(x)| dV (8.27)

and secondly the error of the constitutive map

‖ε(α(i)(x)) − ε(α(x))‖
Ê

(m)
±

=

∫

Ω

∫ ∞

0

|ε(iω; α(i)(x)) − ε(iω; α(x))| ‖Ê(m)

± (iω)‖2ω dω dV . (8.28)
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8.5 Identification algorithm

Once the gradient of the objective functional has been computed, one can use a
conventional optimization method to minimize the objective functional in an itera-
tive way. In this thesis we use a standard conjugate-gradient method (Polak-Ribiere
algorithm [97, 198]) to minimize the objective functional and determine a sequence
of parameters α(i)(x), i = 0, . . . , I. The iterative algorithm for the identification is
as follows:

Parameterize the constitutive map, ε(s,α), initialization of the parameters
α(x) = α(0)(x), and set i = 0.

Scale the identification parameters α, i.e., Fourier transform (FFT) the boundary
fields and determine the scaling parameters 〈α〉 with (8.25).

Initiate the Tikhonov regularization parameter νT and the a priori boundary value
parameter νB.

Initiate the discretization of the problem, i.e., set ∆x = ∆x(0), ∆t = ∆t(0), and j = 0.

Iterate until final discretization, i.e., ∆x = ∆x(Final) and ∆t = ∆t(Final).

Interpolate the boundary fields and the parameters to the (∆x, ∆t) grid.

Iterate until conjugate-gradient algorithm terminates, e.g., the gradient G(i)

is sufficiently small or the parameter updates λi are sufficiently small.

Iterate over the measurements

Calculate the direct field (8.8) on the grid ∆x, with the leapfrog
scheme in Section 5.5.1. Save the values of the electric field
E(x, t) for x ∈ Ω and t ∈ [0, T ].

Gradient Solve the adjoint problem (8.13) on the grid ∆x, with the
leapfrog scheme, and use (8.17) to determine the gradient.

Regularize the problem with the Tikhonov regularization (8.18) and a
priori boundary values (8.19), i.e., determine the gradients, G(i), of
the regularization and a priori boundary values (8.20).

Search direction with the conjugate-gradient algorithm

G̃
(i)

= G(i) +
〈G(i) − G(i−1),G(i)〉

〈G(i−1),G(i−1)〉
G̃

(i−1)
, (8.29)

if i > 0 and G̃
(i)

= G(i) if i = 0.

Line search along the G̃
(i)

direction

J (α(i) − λiG̃
(i)

) = min
λ>0

J (α(i) − λG̃
(i)

) (8.30)

Here a combination of a quadratic fit and golden section line search
algorithm is used. Cut unallowed values in the parameter
update (8.21).

113



Chapter 8. Multi-dimensional time-domain least-squares inversion

Parameter update

α(i+1) = α(i) − λiG̃
(i)

. (8.31)

Cut unallowed values in the parameter update (8.21) and update
i → i + 1.

End (Conjugate gradient).

Refine grid If ∆x is small enough: break, else refine the discretization ∆x =
∆x(j+1), set i = 0, and update j → j + 1.

End (Identification).

The computational cost is contained in the determination of the gradient (8.17)
and in the evaluation of the misfit functional (8.6). Each solution with the leap-
frog scheme (5.10) is proportional to (spatial steps)d(temporal steps) in two (d = 2)
or three (d = 3) spatial dimensions. With M sets of measurements, I gradient
iterations, and J evaluations of the misfit functional the total cost is proportional
to

M J (1/∆x)d (T/∆t)

for the evaluation of the misfit functional and

2 M I (1/∆x)d (T/∆t)

for the gradient calculation. The memory requirement is proportional to

(1/∆x)d and (1/∆x)d (T/∆t)

for the misfit evaluation and gradient evaluation, respectively. The memory require-
ment for the given data is roughly

M 2 2d (1/∆x)d−1 (T/∆t).

The total number of operations are reduced by a multi-grid technique, i.e., perform
as many of the iterations as possible at a coarse grid. In general, the memory require-
ments are severe. However, for lossless or low-loss media, the memory requirement
of the gradient calculation can be reduced to

2d (T/∆t) (1/∆x)d−1

at the cost of additional M I (1/∆x)d (T/∆t) operations.
The conjugate-gradient algorithm may be trapped at a local minimum if the

cost function has some local minima other than the global minimum. In order to
overcome this local minimum problem, a global optimization method can be used
to obtain a rough initial guess before applying the conjugate-gradient algorithm.
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Figure 8.5: Contour plot of the permittivity ǫ(x), the permeability µ(x), and the
conductivity σ(x), respectively.

8.6 Numerical example in two spatial dimensions

As a numerical example of the permittivity, permeability, and conductivity identi-
fication, we consider an inhomogeneous object in the square region (x1, x2) ∈ Ω =
[0, 1]× [0, 1], see Figure 8.5. The permittivity ǫ(x) and the permeability µ(x) are in
the range [1, 1.4] whereas the conductivity σ(x) is in the range [0, 1.8], see Table 8.1.

Eight sets of boundary fields

E(m)(x, t; m) and H (m)(x, t; m) for m = 1, . . . , 8 (8.32)

are calculated for the model in Figure 8.5. In the simulations a spatially Gaussian
shaped input field E(m)

+ (x, t; m) are used to illuminate the region, e.g., the first input
field m = 1 is focused at the front side, see Figure 8.7a. The temporal character of
the input fields is shown in Figure 8.4a. The corresponding output fields E(m)

− (x, t; m)
are determined with the Lax-Wendroff scheme, see Section 5.5.3 on a 82 × 82 grid.
The Lax-Wendroff scheme is used to avoid the problems of the inverse crime, i.e.,
the use of the same algorithm both in the simulation of data as in the solution of
the inverse problem [38].

Random ‘white’ noise N(x, t; m) is added to the boundary field

E(m) → E(m) + N and H (m) → H (m) + N (8.33)

where N(x, t; m) has a Gaussian distribution. We use the quotient

σNoise =

(
1
T

∫ T

0
1
M

∑M
m=1

1
|∂Ω|

∫
∂Ω

N(x, t; m) dS dt
)1/2

(∫ T

0
1
M

∑M
m=1

1
|∂Ω|

∫
∂Ω

|E(m)(x, t; m)|2 + |H(m)(x, t; m)|2 dS dt
)1/2

(8.34)

to denote the noise level. Notice that only the noise is normalized with 1/T in the
noise level. After the noise is added, the fields are smoothed as

F |ni,j = (6F |ni,j + F |n+1
i,j + F |n−1

i,j + F |ni+1,j + F |ni−1,j + F |ni,j+1 + F |ni,j−1)/12
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Description Symbol Scaled units SI units
Spatial region Ω 1 × 1 1 m × 1 m
Temporal region [0, T ] [0,3.1] [0, 10] ns
Central frequency ω0 10 0.5 GHz
Permittivitymax max{ǫ} 1.4 1.4ǫ0

Permeabilitymax max{µ} 1.4 1.4µ0

Conductivitymax max{σ} 1.8 5 mS
Conductivity scaling 〈σ〉 7.1
Tikhonov regularization νT 0.001
A priori boundary value νB 1.0
Noise level σNoise 0.02

Table 8.1: Data for the permittivity, permeability, and conductivity identification
in Section 8.6.

for F = E(m) and F = H (m). The noise level is shown in Figure 8.7e.
We follow the flow chart in Section 8.5. The parameterization of the constitutive

map is given by

ǫ(x, s) = ǫ(x) +
σ(x)

s
and µ(x, s) = µ(x).

That is, we identify a permittivity ǫ(x), permeability µ(x), and a conductivity σ(x).
The initial values of the parameters are set to their free space values, i.e.,

ǫ(0)(x) − 1 = µ(0)(x) − 1 = σ(0)(x) = 0

the corresponding initial error in the output field E (0)
− −E(m)

− is shown in Figure 8.7.
The permittivity ǫ and permeability µ has a unit scale (assuming the energy

units (2.5)), the conductivity scaling is determined by (8.25) to

〈σ〉 = 7.1,

see Figure 8.4b. The Tikhonov parameter was set to νT = 0.001 and the boundary
parameter to νB = 1. The parameter identification was first performed on a 41× 41
grid. The conjugate-gradient algorithm was used to update the parameters. In
total 14 iterations together with 90 evaluations of the objective functional (8.6)
were performed, see Figure 8.8. The fourteenth iteration was used to initiate the
identification on the 82 × 82 grid. Here 7 iterations together with 60 evaluations of
the objective functional were performed. The resulting parameters are shown next
to the true parameters in Figure 8.6. The errors of the identified parameters (e.g.,
ǫ(I) − ǫ) are shown in Figure 8.10. The identification took approximately 2 hours on
a SUN workstation Ultra 1, i.e., 20 minutes on the courser grid and 80 minutes on
the fine grid. The maximum memory requirement was about 50 Mb.

In the above identification, the regularization parameters were fixed, see Ta-
ble 8.1. The sensitivity on the regularization parameters was tested in the range
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Figure 8.6: True (left) and identified (right) material parameters, (a) the permit-
tivity, (b) the permeability, and (c) the conductivity, respectively.
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Figure 8.7: Space-time plots of the first of the eight in/output fields used in
the reconstruction. From top to bottom: (a) the given input field E (m)

+ (x, t; 1), (b)
the given output field E(m)

− (x, t; 1), (c) the difference between a calculated output
field with homogeneous parameters (the initial values in the optimization algorithm)
and the given output field, E(0)

− (x, t; 1) − E(m)
− (x, t; 1), (d) the difference between a

calculated output field with the reconstructed parameters and the given output field,
E(I)

− (x, t; 1)−E(m)
− (x, t; 1), and (e) the difference between the calculated output with

the true parameters and the given output, respectively.
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Figure 8.8: The ǫ(i)(x), µ(i)(x), and σ(i)(x) identifications as a function of the
number of iterations i in the conjugate-gradient algorithm (8.31).
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Figure 8.9: The error in the identification as function of the iterations. The
solid line, the relative parameter error (8.27), and the dashed line the relative misfit
J (i)/J (0), respectively.
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Figure 8.10: Error in the identified material parameters. From left to right: the
permittivity, the permeability, and the conductivity, respectively.

10−5 ≤ νT ≤ 10−1 and 10−2 ≤ νB ≤ 102. As the Tikhonov regularization pa-
rameter νT increases, the reconstruction becomes smoother. However, in the range
10−4 ≤ νT ≤ 10−2, the effect is small. The sensitivity on νB is also quite weak, and
the reconstruction deteriorates near the boundary for large values of νB. In fact,
one can determine the optimal value of the regularization parameters with the gen-
eralized cross validation method [243]. The sensitivity on the conductivity scaling
〈σ〉 is comparatively much larger. In the range 5 ≤ 〈σ〉 ≤ 10, the reconstruction
is good. For larger values of 〈σ〉 the conductivity gradient is exaggerated, and for
smaller values of 〈σ〉 the conductivity diminishes. This is of particular importance
since the scaling parameter is non-unique.
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φ

E → −JH

E+ → E
−

− JH → −E

E
−
→ −E+

− E → JH

− E+ → E
−

JH → E

− E
−
→ E+

Ein → Eout

Figure 8.11: The input and output fields in (8.35). The ‘allowed’ input and
output fields are in the shaded region.

8.7 Motivation for the input and output fields

In the inverse problem in Section 8.1, we know the tangential components of the
electric and magnetic fields E(m)(x, t) and H (m)(x, t) at the boundary ∂Ω. This gives
us several possibilities to choose input and output fields in the optimization formu-
lation (8.3). To motivate the use of the energy-flux split fields (8.4), we consider a
general type of input and output fields. Define linear combinations of the tangential
fields E+ and E−

{
Ein(x, t) = cos(φ) E+(x, t) + sin(φ) E−(x, t),

Eout(x, t) = − sin(φ) E+(x, t) + cos(φ) E−(x, t),
(8.35)

where we treat Ein as the input to the optimization algorithm and Eout as the output.
Notice that φ = 0 gives the map E+ 7→ E−, φ = π/4 the map E 7→ −JH, and
φ = −π/4 the map JH 7→ E , see Figure 8.11. The inverse of the linear combination
(8.35) is

{
E+(x, t) = cos(φ) Ein(x, t) − sin(φ) Eout(x, t),

E−(x, t) = sin(φ) Ein(x, t) + cos(φ) Eout(x, t).

Let E and H be the solution of the Maxwell equations with Ein = E(m)
in prescribed

at the boundary. Rewrite the misfit functional (8.3) in the input and output fields.
To convey the ideas we simplify the notation and restrict the discussion to variations
in the permittivity ǫ and a single excitation (M = 1). The misfit functional is

J [ǫ] = 2

∫ T

0

∫

∂Ω

Φ(t) |Eout(x, t) − E(m)

out (x, t)|2 dS dt. (8.36)
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Perturb the permittivity an amount δ in the direction ǫ′

ǫ(x) → ǫ(x) + δǫ′(x).

We assume that ǫ′(x) is smooth and vanishes at the boundary ∂Ω. The correspond-
ing perturbations of the calculated fields are

E → E + δE and H → H + δH . (8.37)

Observe that δE and δH denote the total perturbation. In this section, we show
that δE and δH can be expanded asymptotically in the perturbation δ, see (8.44)
on page 124. The perturbed fields satisfy the Maxwell equations

{
(ǫ + δǫ′) ∂t(E + δE) −∇× (H + δH) + σ (E + δE) = 0,

µ∂t(H + δH) + ∇× (E + δE) = 0

together with the boundary condition

Ein(x, t) + δEin(x, t) = E(m)

in (x, t) for x ∈ ∂Ω

and zero initial values E + δE = H + δH = 0 for t = 0. The increment in the misfit
functional (8.36) is

δJ [ǫ] = J [ǫ + δǫ′] − J [ǫ] = 4

∫ T

0

∫

∂Ω

Φ
(
δEout · (Eout − E(m)

out ) + |δEout|2
)
dS dt,

where the perturbation of the calculated fields satisfies the Maxwell equations with
an induced source

{
(ǫ(x) + δǫ′(x)) ∂tδE −∇× δH + σδE = −δǫ′(x) ∂tE(x, t),

µ∂tδH + ∇× δE = 0.
(8.38)

The boundary condition and initial values of δE and δH vanish, i.e.,

δEin(x, t) = 0 for x ∈ ∂Ω

and δE(x, 0) = δH(x, 0) = 0, respectively.
To show that the perturbed fields (8.37) have asymptotic expansions in the

perturbation δ, we estimate the energy of the perturbed field. Apply the energy
balance (4.22) to the perturbation of the calculated field (8.38). We get

E [δE, δH ](t) +

∫ t

0

‖ cos(φ)δEout‖2
∂Ω dτ

=

∫ t

0

‖ sin(φ)δEout‖2
∂Ω dτ −

∫ t

0

∫

Ω

δǫ′δE · Ė dV dτ

where E [δE, δH ](t) is the energy of the field perturbation in the region Ω at time t,
i.e.,

E [δE, δH ](t) =
1

2

∫

Ω

(ǫ + δǫ′)|δE|2 + µ|δH|2 dV +

∫ t

0

∫

Ω

σ|δE|2 dV dτ. (8.39)
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Observe that the perturbation of the permittivity is included in the energy. The
right hand side of the energy balance is estimated with a Cauchy type inequality.
We get

∫ t

0

∫

Ω

δǫ′ δE · Ė dV dτ ≤
∫ t

0

∫

Ω

ǫ + δǫ′

2
|δE|2 +

|δǫ′|2
|ǫ + δǫ′|2

ǫ + δǫ′

2
|Ė|2 dV dτ

≤
∫ t

0

E [δE, δH ](t) dτ + ‖ δǫ′

ǫ + δǫ′
‖2
∞

∫ t

0

E [Ė, Ḣ ](τ) dτ

where E [Ė, Ḣ ](t) is the energy of the time differentiated fields. This estimate implies

E [δE, δH ](t) + cos(2φ)

∫ t

0

‖δEout‖2 dτ

≤
∫ t

0

E [δE, δH ](τ) dτ + ‖ δǫ′

ǫ + δǫ′
‖2
∞

∫ t

0

E [Ė, Ḣ ](τ) dτ. (8.40)

For input and output fields with cos 2φ ≥ 0 (i.e., |φ| ≤ π/4 or |φ − π| ≤ π/4,
see Figure 8.11), we can use the Grnwall lemma [154] to get a bound of the field
perturbation. The energy of the perturbation is bounded by

E [δE, δH ](t) ≤ δ2et‖ ǫ′

ǫ + δǫ′
‖2
∞

∫ t

0

E [Ė, Ḣ ](τ) dτ if cos 2φ ≥ 0. (8.41)

The energy of the time differentiated field is estimated through differentiation of the
Maxwell equations. This gives a bound

E [Ė, Ḣ ](t) ≤
∫ t

0

‖∂tE
(m)

+ ‖2
∂Ω dτ.

Note that ǫ + δǫ′ ≥ ǫ/2 if the perturbation δ is small and hence, the perturbation of
the calculated fields are of the same order as the perturbation, i.e.,

‖δE‖ + ‖δH‖ = O(δ) if cos 2φ ≥ 0.

Let E′ and H ′ be the first order part of δE and δH , respectively, i.e.,

E → E + δE′ + δ2E and H → H + δH ′ + δ2H . (8.42)

Observe that δ2E and δ2H denotes the part of the perturbation that is not of the
first order. The first order perturbed fields E ′ and H ′ satisfy the first order part
of (8.38), i.e.,

{
ǫ(x) ∂tE

′ −∇× H ′ + σE′ = −ǫ′(x) Ė(x, t),

µ∂tH
′ + ∇× E′ = 0

together with the boundary condition

E ′
in(x, t) = 0 for x ∈ ∂Ω
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and the initial values E ′(x, 0) = H ′(x, 0) = 0.
To get the estimates of the succeeding terms of the asymptotic expansion (8.42),

we repeat the arguments above. The second order perturbations δ2E and δ2H satisfy
{

(ǫ(x) + δǫ′(x)) ∂tδ
2E −∇× δ2H + σδ2E = −δǫ′(x) Ė

′
(x, t)

µ∂tδ
2H + ∇× δ2E = 0

(8.43)

together with the boundary condition

δ2Ein(x, t) = 0 for x ∈ ∂Ω

and the initial values δ2E(x, 0) = δ2H(x, 0) = 0. The estimate above gives

E [δ2E, δ2H ](t) ≤ δ2et‖ ǫ′

ǫ + δǫ′
‖2
∞

∫ t

0

E [Ė
′
, Ḣ

′
](τ) dτ if cos 2φ ≥ 0,

where E [δ2E, δ2H ](t) is the energy of the second order perturbation. This shows
that the fields δ2E and δ2H are of second order in the perturbation δ, i.e.,

‖δ2E‖ + ‖δ2H‖ = O(δ2) if cos 2φ ≥ 0.

This justifies the notation

E → E + δE′ + O(δ2) and H → H + δH ′ + O(δ2) (8.44)

in (8.9).
In the increment of the misfit functional (8.36) we also need an estimate on the

output field δEout. Using the estimate of the energy (8.41) in (8.40), we get

cos(2φ)

∫ t

0

‖δEout‖2
∂Ω dτ ≤ δ2et‖ ǫ′

ǫ + δǫ′
‖2
∞

∫ t

0

E [Ė, Ḣ ](τ) dτ.

The output field is bounded if cos 2φ > 0, i.e., |φ| < π/4 or |φ − π| < π/4, see
Figure 8.11. For these values of φ the output field is of the order of the perturbation

∫ T

0

‖δEout‖2
∂Ω dt = O(δ2) if cos 2φ > 0.

From this we conclude that we are able to perform the gradient calculation if |φ| <
π/4 or |φ − π| < π/4. Observe that the best estimation is obtained with φ = 0 (or
φ = π), i.e., the split fields (8.5). This analysis motivates the reason for introducing
the energy-flux split fields. Part of this section is found in Ref. [106].

8.8 Debye and Lorentz models

To get a more realistic model of the interaction between the electromagnetic fields
and matter, we have to incorporate dispersive effects. Two common models of dis-
persion are given by the Debye and Lorentz models, see Section 2.7. The Debye
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model depends on two parameters, the relaxation time τ and the concentration α
(related to the alignment frequency), whereas the Lorentz model has three param-
eters, the collision frequency ν, the resonance frequency ω0 and the concentration
β (related to the plasma frequency). By superimposing several Debye and Lorentz
models, we can get accurate models for many electromagnetic materials, see Sec-
tion 2.7. However, the complexity of the identification problem increases with the
number of unknown parameters. Hence, it is convenient to incorporate as much a
priori information as possible into the identification problem. In this section, we
assume a priori knowledge of the material parameters τ , ν, and ω0 in the models
and we try to identify the different Debye and Lorentz concentrations αn(x) and
βn(x). The permittivity is of the form

ǫ(x, s) = ǫ∞(x) +

ND∑

n=1

αn(x)

1 + τns
+

NL∑

n=1

βn(x)

ω2
n + sνn + s2

where ND is the number of the Debye states and NL is the number of Lorentz states.
The media is assumed to be non-magnetic.

In the time domain, the electric field E(x, t) and the magnetic field H(x, t)
satisfy the Maxwell equations (2.1) with the relations

D(x, t) = ǫ∞(x)E(x, t) +

ND∑

n=1

P (D)

n (x, t) +

NL∑

n=1

P (L)

n (x, t) (8.45)

and

B(x, t) = µH(x, t),

see Section 2.7. The Debye states P (D)

n (x, t) and Lorentz states P (L)

n (x, t) are up-
dated with the ordinary differential equations

τn∂tP
(D)

n + P (D)

n = αn(x)E(x, t) (8.46)

and

∂2
t P

(L)

n + νn∂tP
(L)

n + ω2
nP

(L)

n = βn(x)E(x, t), (8.47)

respectively. The experiment starts at time t = 0, this gives zero initial values of
the electromagnetic fields and states

E(x, 0) = H(x, 0) = P (D)

n (x, 0) = P (L)

n (x, 0) = ∂tP
(L)

n (x, 0) = 0.

At the boundary the input field is prescribed

E+(x, t; m) = E(m)

+ (x, t; m) when x ∈ ∂Ω.

We find the gradient of the misfit functional (8.3) with respect to the parameters
ǫ∞, αn and βn by calculating the increment of the functional to the first order, i.e.,

J ′[ǫ∞, αn, βn] = lim
δ→0

J [ǫ∞ + δǫ′∞, αn + δα′
n, βn + δβ′

n] − J [ǫ∞, αn, βn]

δ

=4
M∑

m=1

∫ T

0

∫

∂Ω

ΦE ′
− · (E− − E(m)

− ) dS dt.
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To simplify the derivation, we observe that it is sufficient to consider a generalized
Lorentz model, i.e.,

D(x, t) = ǫ∞(x)E(x, t) + P (x, t),

where the polarization P satisfies

γ∂2
t P + ν∂tP + ω2

0P − β(x)E = 0.

The Debye polarization (8.46) is given by the case γ = 0, ω0 = 1, and ν = τ , whereas
the Lorentz polarization (8.47) is given by γ = 1. The sum of many polarizations,
follows from the linearity of the gradient. We perturb the instantaneous response
ǫ∞ an amount δ in the direction ǫ′∞(x)

ǫ∞(x) → ǫ∞(x) + δǫ′∞(x)

and the concentration β an amount δ in the direction β ′(x)

β(x) → β(x) + δβ ′(x).

The electromagnetic field and polarization have the asymptotic expansions

E → E + δE′ + O(δ2), H → H + δH ′ + O(δ2)

and

P → P + δP ′ + O(δ2),

respectively. The first order perturbations E ′, H ′, and P ′ satisfy the Maxwell
equations and the Lorentz equation with induced sources, i.e.,

{
ǫ∞(x)∂tE

′ −∇× H ′ + ∂tP
′ = −ǫ′∞(x)∂tE(x, t),

µ∂tH
′ + ∇× E′ = 0

(8.48)

and

γ∂2
t P

′ + ν∂tP
′ + ω2P ′ − β(x)E ′ = β′(x)E(x, t) (8.49)

where E, H , and P are the fields of the unperturbed problem. The initial values
of the perturbed fields are

E′(x, 0) = H ′(x, 0) = P ′(x, 0) = γ∂tP
′(x, 0) = 0.

At the boundary the perturbed input field vanishes

E ′
+(x, t) = 0, x ∈ ∂Ω.

The first order perturbation of the misfit functional is

J ′[ǫ∞, β] = lim
δ→0

J [ǫ∞ + δǫ′∞, β + δβ ′] − J [ǫ∞, β′]

δ

=4
M∑

m=1

∫ T

0

∫

∂Ω

Φ(t) E ′
−(x, t; m) · (E−(x, t; m) − E(m)

− (x, t; m)) dS dt.

126



8.8 Debye and Lorentz models

To find the gradient of the misfit functional, we introduce the adjoint fields Ẽ,
H̃ , and P̃ . The adjoint fields satisfy the Maxwell equations

{
ǫ∞(x)∂tẼ −∇× H̃ + β(x)∂tP̃ = 0

µ∂tH̃ + ∇× Ẽ = 0
(8.50)

together with the Lorentz type equation

γ∂2
t P̃ − ν∂tP̃ + ω2P̃ − Ẽ = 0. (8.51)

The adjoint problem is solved backwards in time, from time t = T to time t = 0.
At time t = T , we have the zero ‘initial’ values

Ẽ(x, T ) = H̃(x, T ) = P̃ (x, T ) = γ∂tP̃ (x, T ) = 0.

At the boundary, the difference between the simulated and given output fields are
used, i.e.,

E−(x, t) = Φ(t)
(
E−(x, t) − E(m)

− (x, t)
)

when x ∈ ∂Ω.

Observe, that the input field E− is the natural input field when the equation is
solved backwards in time.

Cross multiply the fields of the perturbed equations (8.48) and (8.49) with the
fields of the adjoint problems (8.50) and (8.51). Integrate the result over time [0, T ]
and space Ω. The first term vanishes due to the initial values of the perturbed and
adjoint problems, and the second term gives an integral over the boundary, i.e.,

∫ T

0

∫

∂Ω

(Ẽ × H ′ + E′ × H̃) · n dS dt = −
∫ T

0

∫

Ω

ǫ′∞Ẽ · ∂tE − β′E · ∂tP̃ dV dt.

Rewrite the boundary term in the input and output fields E± and use the boundary
condition for the adjoint fields to get an expression for the perturbation of the misfit
functional, i.e.,

J ′[ǫ∞, β] = 2
M∑

m=1

∫ T

0

∫

Ω

−ǫ′∞Ẽ · ∂tE + β′∂tP̃ · E dV dt

= 〈Gǫ∞ , ǫ′∞〉 + 〈Gβ/〈β〉, β
′/〈β〉〉,

where 〈β〉 is the parameter scaling (8.25). For the general case (8.45) we get the
perturbed misfit functional

J ′[ǫ∞, αn, βn] = 2
M∑

m=1

∫ T

0

∫

Ω

−ǫ′∞Ẽ · ∂tE

+

ND∑

n=1

α′
n∂tP̃

(D) · E +

NL∑

n=1

β′
n∂tP̃

(L) · E dV dt

= 〈Gǫ∞ , ǫ′∞〉 +

ND∑

n=1

〈Gαn/〈αn〉, α
′
n/〈αn〉〉 +

NL∑

n=1

〈Gβn/〈βn〉, β
′
n/〈βn〉〉.
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τI τII 〈αI〉 〈αII〉 〈αI − αII〉 J (I)

J (0)

‖α(I)−ᾱ‖〈α〉

‖α(0)−ᾱ‖〈α〉

‖ǫ(α(N))−ǫ(α)‖
Ê

(m)
±

‖ǫ(α(0))−ǫ(α)‖
Ê

(m)
±

(b) 0.05 0.18 1.2 2.3 0.59 0.26 0.34 0.27
(c) 0.05 0.10 1.2 1.6 0.33 0.21 0.38 0.21
(d) 0.05 0.07 1.2 1.3 0.16 0.19 0.84 0.22

Table 8.2: Data for the Debye model identification in Section 8.9.

The gradient is identified as

G =
(
Gǫ∞ , Gα1/〈α1〉, . . . , GαND

/〈αND
〉, Gβ1/〈β1〉, . . . , GβNL

/〈βNL
〉

)
,

where




Gǫ∞(x) = −2
M∑

m=1

∫ T

0

Ẽ(x, t; m) · ∂tE(x, t; m) dt,

Gαn/〈αn〉(x) = 2〈αn〉
M∑

m=1

∫ T

0

∂tP̃
(D)

n (x, t; m) · E(x, t; m) dt,

Gβn/〈βn〉(x) = 2〈βn〉
M∑

m=1

∫ T

0

∂tP̃
(L)

n (x, t; m) · E(x, t; m) dt.

8.9 Example: Identification of two Debye param-

eters

In this example, we consider the identification of the two Debye parameters αI(x)
and αII(x) in two spatial dimensions. The unknown object is confined to the square
Ω = [0, 1] × [1, 0], see Figure 8.12a. The Laplace domain permittivity is given by

ǫ(x, s) = 1 +
αI(x)

1 + sτI

+
αII(x)

1 + sτII

for x ∈ Ω.

The αI(x) and αII(x) parameters have a spatial variation of a ‘roman’ I and II,
respectively, see Figure 8.12a. A set of given fields E(m)(x, t; m) and H (m)(x, t; m)
are simulated for eight different excitations and a small amount of noise is added to
the fields.

In the first identification, Figure 8.12b, the relaxation times

τI = 0.05 = 176 ps and τII = 0.18 = 600 ps

are used. The SI values corresponds to the case of a 1 m2 square region. The
frequency characteristics of the parameters are given by the solid and dashed graphs
to the left in Figure 8.12b. The scaling parameters are determined to

〈αI〉 = 1.2 and 〈αII〉 = 2.3.
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Figure 8.12: Identification of the two Debye parameters αI(x) and αII(x) in
Section 8.9. The left column of (a) shows the geometry of the object. The frequency
characteristic of material I and II are shown in to the left of (b), (c), and (d) for
three different cases. Material I is given by the solid (blue) graphs and material II
by the dashed (red) graphs. The center (right) plots show the spatial distribution
of material I (material II) in (a), and the identified spatial distribution of material
I (material II) in (b), (c), and (d) for the three cases.
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Chapter 8. Multi-dimensional time-domain least-squares inversion

In the center and to the right of Figure 8.12b, the identified parameters α(I)

I and α(I)

II ,
are shown. Notice the ghost image in the identifications, i.e., the algorithm does
not succeed to fully distinguish the two Debye models. In Figure 8.12c, a similar
identification is performed for the relaxation times

τI = 0.05 = 176 ps and τII = 0.1 = 334 ps.

In this case the scaling parameters are

〈αI〉 = 1.2 and 〈αII〉 = 1.6.

In the final identification, Figure 8.12d, the relaxation times

τI = 0.05 = 176 ps and τII = 0.07 = 233 ps

are used.
In Table 8.2, the identification data is shown. We observe that the relative error

of the identified parameters (8.27)

‖α(I) − α‖〈α〉/‖α(0) − α‖〈α〉

is smallest for the first identification. As the relaxation time τII approach τI in the
second and third identification, the identification of the parameters deteriorates,
see Figure 8.12bcd, i.e., the algorithm does not succeed to separate the two De-
bye models unless the relaxation times are clearly separated. In Table 8.2, the
separation of the parameters are measured by 〈αI − αII〉, see (8.26). As seen in
Table 8.2, the relative misfit J (I)/J (0) and the relative error of the permittivity
‖ǫ(α(I)) − ǫ(α)‖

Ê
(m)
±

/‖ǫ(α(0)) − ǫ(α)‖
Ê

(m)
±

are not very sensitive to the separation of

the relaxation times τI and τII.
The boundary fields E(m)

± (x, t,m), m = 1, 2, . . . , 8 were simulated on a 100×100-
grid with a leapfrog scheme with discretization ∆t = ∆x/2 for 500 time steps. White
noise with noise level 0.005 was added to the boundary fields. The scaling parameters
were determined according to (8.25). The identification algorithm was initialized on
a 41 × 41-grid with the initial parameter values α0

I (x) = α0
II(x) = 0. After 8–11

iterations, the parameters were interpolated to an 82×82-grid for an additional 4–6
iterations.

Observe that the inverse crime might have been committed, i.e., the same nu-
merical scheme was used for both the forward modeling and the solution of the
inverse problem. However, the use of different discretizations and the addition of
noise makes the crime less serious.

8.10 Moisture

In Sections 8.2 and 8.8, we derived the gradient with respect to the ‘basic’ isotropic
models, i.e., an instantaneous response, a conductivity, Debye models, and Lorentz
models. Many isotropic materials are modeled with linear combinations of the above
‘basic’ models, e.g., water, moisture, alcohol.
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8.10 Moisture

Water is usually modeled with a Debye polarization combined with an instanta-
neous response, i.e.,

ǫw(s) = ǫw(∞) +
ǫw(0) − ǫw(∞)

1 + τs
,

where ǫw(0) is the static value and ǫw(∞) is the high frequency value of the permit-
tivity. More accurate models use several Debye models, see Ref. [132].

Moisture is a mixture between water and some other medium. Here we consider
the case of water mixed with free space. In a volumetric mixture formula [132], the
effective permittivity is given by

ǫeff(x, s) = fw(x)

(
ǫw(∞) − 1 +

ǫw(0) − ǫw(∞)

1 + τs

)
+ 1,

where fw(x) is the volume fraction of water.
We want to identify the volume fraction of water fw(x) and a material modeled

by an instantaneous response ǫL(x) in a volume Ω, i.e., a permittivity

ǫ(x, s) = 1 + ǫL(x) + fw(x)

(
ǫw(∞) − 1 +

ǫw(0) − ǫw(∞)

1 + τs

)
,

from a set of given fields

E(m)(x, t; m) and H (m)(x, t; m) for m = 1, . . . ,M (8.52)

at the boundary of Ω. Following the procedure described in Section 8, we minimize
the misfit functional (8.3) with the algorithm outlined in Section 8.5. The forward
problem is given by the Maxwell equations together with a Debye type equation





(ǫL(x) + fw (x)(ǫw(∞) − ǫm)) ∂tE −∇× H + ∂tP = 0,

µ∂tH + ∇× E = 0,

τ∂tP + P = fw(x) (ǫw(0) − ǫw(∞))E.

(8.53)

The fields are assumed to be quiescent before time t = 0, this gives the zero initial
values (8.2) of the fields and the polarization

E(x, 0) = H(x, 0) = P (x, 0) = 0.

At the boundary, the split fields are used as input field, i.e.,

E+(x, t; m) = E(m)

+ (x, t; m) where x ∈ ∂Ω.

To get the gradient, we also have to solve the adjoint problem. The adjoint
(backward) problem consists of the Maxwell equations together with a Debye type
equation




(ǫL(x) + fw(x) (ǫw(∞) − ǫm)) ∂tẼ −∇× H̃ + fw(x) (ǫw(0) − ǫw(∞))∂tP̃ = 0,

µ∂tH̃ + ∇× Ẽ = 0,

− τ∂tP̃ + P̃ = Ẽ.
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Chapter 8. Multi-dimensional time-domain least-squares inversion

The adjoint problem is solved backwards in time, from t = T to t = 0, the ‘initial
values’ at t = T are

Ẽ(x, T ) = H̃(x, T ) = P̃ (x, T ) = 0.

At the boundary, the difference between the calculated and the given output fields
are used, i.e.,

ẽ−(x, t) = Φ(t) (E−(x, t) − E(m)

− (x, t)) where x ∈ ∂Ω. (8.54)

Following the derivation in Section 8.8, we get the gradient G = (GǫL , Gfw/〈fw〉),
where





GǫL = −2
M∑

m=1

∫ T

0

Ẽ · ∂tE dt,

Gfw/〈fw〉 = 2〈fw〉
M∑

m=1

∫ T

0

(ǫw(0) − ǫw(∞)) ∂tP̃ · E − (ǫw(∞) − ǫm) Ẽ · ∂tE dt.

Assume a square region Ω = [0, 1] × [0, 1] filled with a mixture of water and
a lattice of circular inclusions (crystal). We use a Debye type model for the water
(blue, solid line) and a Lorentz model for the crystal (red, dashed line), the frequency
characteristics are shown in Figure 8.13a. The static value, the high frequency value,
and the relaxation time of water are chosen to be

ǫw(0) = 80, ǫw(∞) = 5, and τ = 0.2 = 667 ps, (8.55)

respectively, see Ref. [132] for more realistic values. The background medium is set
to the free space value, i.e., ǫm = 1. The Lorentz medium has resonance frequency
and a collision frequency

ω0 = 77 = 3.7 GHz and ν = 5, (8.56)

respectively. We use a source with bandlimited frequency characteristics as shown
by the shaded region in Figure 8.13a.

The given boundary fields E(m)(x, t; m) and H (m)(x, t; m) m = 1, . . . , 8 are sim-
ulated on a 512 × 512 grid with a leapfrog scheme. The boundary fields are scaled
down to a 128 × 128 grid and a small amount of noise is added to the fields.

From the given fields E(m)(x, t; m) and H (m)(x, t; m), we try to identify a high
frequency permittivity ǫL(x) and the volume fraction of water fw(x). Notice that,
we do not identify the parameters of the simulation, i.e., we try to identify a high
frequency permittivity ǫL(x) instead of the Lorentz parameter α(x). In the identifi-
cation of the water content, we assume a priori information about the relaxation time
τ . Following the flowchart of the identification algorithm presented in Section 8.5,
we first parameterize the constitutive map ε. The permittivity is

ǫ(x, s) = 1 + ǫL(x) + fw(x)

(
ǫw(∞) − ǫm +

ǫw(0) − ǫw(∞)

1 + τs

)
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Figure 8.13: Identification of the volume fraction of water and a high frequency
permittivity. From top to bottom: (a) the Lorentz medium in (red) dotted structure
and the moisture in the (blue) H2O-shaped region, (b) the true Lorentz constituent
and the identified high frequency permittivity, (c) the true moisture constituent and
the identified moisture constituent, respectively.
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and the parameters are initiated to their free-space values

ǫ(0)

L (x) = 0 and f (0)

w (x) = 0.

The scaling of the identification parameters are determined to

〈ǫL〉 = 1 and 〈fw〉 = 2.5.

We use a Tikhonov parameter νT = 0.0001 and a boundary parameter νB = 0.1.
The discretization is initiated to ∆x = 1/64 and ∆t = ∆x/2. First 10 iterations are
performed on a 64 × 64 grid, and the identified parameters are used to initiate 5
additional iterations on a 128 × 128 grid. The original and identified parameters
are shown in Figure 8.13. Observe that the fine structure of the crystal is identified
as an effective smooth structure. The algorithm succeeds to capture most of the
moisture structure, the maximum water amount is identified to 6% compared to the
original 7.8%.

As in Section 8.9, the same type of finite-difference scheme was used in both the
simulation of the data and in the solution of the inverse problem, i.e., we might have
committed an inverse crime. However, the data was simulated on a 512 × 512-grid
whereas the inverse problem was solved on 64×64 and 128×128-grids. Moreover, the
data was simulated with a Lorentz material together with a Debye material whereas
the inverse problem was solved with a instantaneous response together with a Debye
model.

8.11 Effective medium models

In Figure 8.13, we observed that a smooth ǫ-profile was identified even though
the true profile consists of several small particles. This is a typical case of the
ill-posedness of the identification problem, i.e., we do not have the resolution to
separate a smooth obstacle from an object that is varying on a fine scale. In the
identification algorithm this ill-posedness is a fundamental difficulty. However, there
are several types of problems where the ill-posedness of the identification is used to
simplify the solution of the problem.

For example if a FDTD scheme is used to determine the wave field in a region
we discretize the material properties in the region. With an equidistant grid the
discretization is typically determined by 10–15 samples per wavelength. Of course,
this requires that it is possible to give a reasonable representation of the material
properties on this grid. If the material properties varies much faster than the fields,
it is possible to determine effective medium properties of the material. This property
is utilized in homogenization [215, 130, 248, 27, 207] and mixing formulas [212]. Here
we use the identification algorithm to determine effective medium properties.

In a first example, we consider a random distribution of particles in two spatial
dimensions, see Figure 8.14a. The particles are dielectric with a permittivity ǫi = 2
and the background by a permittivity ǫb = 1. The size of the inclusions increases in
the x2-direction and the volume fraction of the particles increases in the x1-direction.
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Figure 8.14: Resolution/homogenization of a random non-dispersive permittiv-
ity.

The region is discretized with ∆x = 1/512. For small values of x2, single cell (size
∆x2) inclusions are used, the size increases to (4∆x)2 inclusions as x2 approaches 1.
The probability for an inclusion increases linearly from x1 = 0 to x1 = 1 to give an
average permittivity of roughly 1 + x1, see Figure 8.14.

Eight sets of boundary fields

E(m)(x, t; m) and H (m)(x, t; m)

are simulated on the 512 × 512 grid with the leapfrog scheme (5.10). The temporal
and spatial characters of the boundary fields are roughly as depicted in Figures 8.4
and 8.7. The boundary fields have a center wavelength of 0.5 and a bandwidth
corresponding to wavelengths up to 0.25. Observe that the upper frequency is
sampled with 128 samples per wavelength.

We use the identification algorithm presented in Section 8.5 to determine an
effective permittivity for the region. The initial values of the permittivity are chosen
to the free-space value ǫ(0) = 1. Notice that we could have used a better initial guess
such that an average of the random samples. The boundary fields are interpolated
to a 64 × 64 grid, This corresponds to 32 samples per wavelength. The identified
permittivity is shown in Figure 8.14b. Here we notice that the fine structure of the
permittivity has disappeared. However, part of the clustering structure is identified.

As a second example we consider a dielectric scatterer in the shape of a half
cylinder, see Figure 8.15. The scatterer has a permittivity ǫi = 2 and the background
is free space ǫb = 1. A set of boundary fields E(m)(x, t; m) and H (m)(x, t; m), x ∈
∂Ω, t ∈ [0, T ], and m = 1, . . . , 8 are known at the boundary for eight different
excitations. The given fields are determined with the leapfrog scheme on a 512×512
grid and interpolated to a 32×32 grid. The latter corresponds to the ‘rule of thumb’
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Figure 8.15: Resolution/homogenization of a half cylindrical permittivity.

10−15 samples per wavelength. We use the least-squares algorithm to get an effective
representation of the scatterer on the 32 × 32 grid, see Figure 8.15.

8.12 Bi-anisotropic models

It is straightforward to generalize the gradient derivation from the isotropic models
to the bi-anisotropic models. Here we consider the class of constitutive relations
that can be modeled by a local operator, see Section 2.7. We use the six-vector
notation (2.6) of the Maxwell equations. The dispersive effects are given by n
(polarization) states, i.e., p = p(x, t) is an n × 1 matrix.

The electromagnetic field intensity and state vector satisfy the equation




∂tε∞(x)e −∇× Je + α(x)ṗ = 0 in Ω × [0, T ]

γ(x)∂2
t p + ν(x)∂tp + ω(x)p = β(x)e in Ω × [0, T ]

E+(x, t) = E(m)
+ (x, t) at ∂Ω × [0, T ]

e(x, 0) = 0, p(x, 0) = γṗ(x, 0) = 0 in Ω

(8.57)

where the instantaneous response ε∞ = ε∞(x) is a symmetric and positive definite
6 × 6 matrix, α = α(x) is a 6 × n matrix, β = β(x) a n × 6 matrix, and γ =
γ(x),ν = ν(x), and ω = ω(x) are n × n matrices. The matrix ε∞ models the
instantaneous response and α, γ, ν and ω models the slower dispersive effects of
the medium. At the boundary the split fields E± are used.

As in the isotropic case, we find the gradient of the objective functional (8.3)
with respect to the parameters ε∞,α,γ,ν and ω by calculating the increment of
the functional to the first order, i.e.,

J ′[ε] = lim
δ→0

J [ε + δε′] − J [ε]

δ
= 4

M∑

m=1

∫ T

0

∫

∂Ω

ΦE ′
− · (E− − E(m)

− ) dS dt
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where ε + δε′ is a short-hand notation for the perturbations

ε∞ → ε∞ + δε′
∞, α → α + δα′, γ → γ + δγ ′,

ν → ν + δν ′, ω → ω + δω′, β → β + δβ′ (8.58)

and

e + δe′ + O(δ2), p + δp′ + O(δ2) as δ → 0

are the solutions to (8.57) with the perturbed parameters (8.58). The increments in
the perturbed fields e′ and p′ satisfy the equation





∂tε∞e′ −∇× Je′ + α∂tp
′ = −ε′

∞ė − α′ṗ in Ω × [0, T ]

γ∂2
t p

′ + ν∂tp
′ + ωp′ − βe′ = −γ ′p̈ − ν ′ṗ − ω′p + β′e in Ω × [0, T ]

E ′
+(x, t) = 0 at ∂Ω × [0, T ]

e′(x, 0) = 0, p′(x, 0) = γṗ′(x, 0) = 0 in Ω

where ė = ∂te, ṗ = ∂tp, and p̈ = ∂2
t p are the partial derivatives with respect to

time t of the solution to (8.57). To find the gradient of the objective functional, we
introduce the adjoint problem





∂tε∞ẽ −∇× Jẽ + βT ˙̃p = 0 in Ω × [0, T ]

γT∂2
t p̃ − νT∂tp̃ + ωTp̃ − αTẽ = 0 in Ω × [0, T ]

Ẽ−(x, t) = Φ(E−(x, t) − E(m)
− (x, t)) at ∂Ω × [0, T ]

ẽ(x, T ) = 0, p̃(x, T ) = γT ˙̃p(x, T ) = 0 in Ω.

The adjoint equation is essentially the original equation (8.57) solved backwards in
time with an input field depending on the difference between the calculated output
and the measured output fields. Multiply the fields of the perturbed equation with
the fields of the adjoint problem and and vice versa and add the contributions. We
get the product

∂t [ẽTε∞e′ + ˙̃pTγṗ′ + p̃Tωp′] + ∇ · (Ẽ × H ′ + E′ × H̃)

= −ẽTε′
∞ė − ẽTα′ṗ − ˙̃pTγ ′p̈ − ˙̃pTν ′ṗ − ˙̃pTω′p + ˙̃pTβ′e.

Integrate this equation over time [0, T ] and space Ω. The first term vanishes accord-
ing to the initial values of the perturbed and adjoint problems, and the second term
gives an integral over the boundary

∫ T

0

∫

∂Ω

(Ẽ × H ′ + E′ × H̃) · n dS dt

=

∫ T

0

∫

Ω

−ẽTε′
∞ė − ẽTα′ṗ − ˙̃pTγ ′p̈ − ˙̃pTν ′ṗ − ˙̃pTω′p + ˙̃pTβ′e dV dt. (8.59)
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Chapter 8. Multi-dimensional time-domain least-squares inversion

The perturbation of the objective functional is

J ′[ε] = 4
M∑

m=1

∫ T

0

∫

∂Ω

ΦE ′
− · (E− − E(m)

− ) dS dt

= 2

∫ T

0

∫

Ω

−ẽTε′
∞ė − ẽTα′ṗ − ˙̃pTγ ′p̈ − ˙̃pTν ′ṗ − ˙̃pTω′p + ˙̃pTβ′e dV dt

= 〈Gǫ∞ , ε′
∞〉 + 〈Gα,α′〉 + 〈Gγ,γ

′〉 + 〈Gν ,ν
′〉 + 〈Gω,ω′〉 + 〈Gβ,β′〉

where matrix-valued gradients are identified as





Gǫ∞ = −
M∑

m=1

∫ T

0

ẽėT + ėẽT dt, Gα = −2
M∑

m=1

∫ T

0

ẽṗT dt,

Gγ = −2
M∑

m=1

∫ T

0

˙̃pp̈T dt, Gν = −2
M∑

m=1

∫ T

0

˙̃pṗT dt,

Gω = −2
M∑

m=1

∫ T

0

˙̃ppT dt, and Gβ = 2
M∑

m=1

∫ T

0

˙̃peT dt.

The elements of the matrix-valued gradients are, e.g., given by

(Gα)i,j(x) = 2
M∑

m=1

∫ T

0

ẽi(x, t; m)ṗj(x, t; m) dt

for i = 1, 2, . . . , 6 and j = 1, 2, . . . , n. The inner product is defined as

〈Gα,α′〉 =
6∑

i=1

n∑

j=1

∫

Ω

(Gα)i,j α′
i,j. (8.60)

Observe that the symmetry requirement (2.13) is enforced on the instantaneous
response.
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Chapter 9

Time-reversal mirrors and

time-reversal cavities

Time-reversal mirrors and time-reversal cavities are used to convert an acoustic
wave field issued from a source into a wave field focusing at the source positions.
The areas of application include medical imaging, lithotripsy and non-destructive
testing. In Section 9.1, we discuss the time-reversal cavity and in Section 9.2, we
consider the time-reversal mirror. Time-reversal mirrors and time-reversal cavities
have been extensively studied by M. Fink et al., see e.g., Refs [?, ?]. The results
reported in this chapter is part of a joint project together with M. V. de Hoop and
J. L. Rousseau.

9.1 Time-reversal cavities

The time-reversal cavity unfolds a wave field in a region from measurements of
the field at the boundary of the region. We consider the time-reversal cavity for
the acoustic wave equation, i.e., a linear combination of the pressure and particle
velocity is recorded, for a long period of time, at a surface surrounding the sources,
see Figure 9.1. From these recorded fields, we try to recreate the original pressure
field p(x, t) and velocity field v(x, t) in Ω and hence refocus the wave field at the
source positions. To accomplish this, the recorded field is time reversed and used to
remit the acoustic wave field into the volume.

We assume that the region is source free for positive times and that the support
of the fields is contained in Ω at t = 0. Furthermore, the original fields are assumed
to be non-static. Let b(x, t) be the recorded linear combination of the acoustic
pressure and the normal component of the particle velocity for time 0 ≤ t ≤ T , i.e.,

b(x, t) = αp(x, t) + (1 − α)vn(x, t) for x ∈ ∂Ω, (9.1)

where vn = v ·n, see Figure 9.3. We restrict the analysis to convex combinations of
p and vn, i.e., the parameter α is restricted to 0 ≤ α ≤ 1.

The remitted time-reversed fields are denoted by a check (̌ ). The remitted
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Chapter 9. Time-reversal mirrors and time-reversal cavities

(a) (b)

Figure 9.1: The time-reversal cavity: (a) the recording situation and (b) the
remitted time-reversed fields.

pressure p̌(x, t) and particle velocity v̌(x, t) satisfy the acoustic wave equation in Ω

κ∂tp̌ + ∇ · v̌ = 0 and ρ∂tv̌ + ∇p̌ = 0 in Ω × [−T,∞] (9.2)

together with the boundary condition

αp̌(x, t) − (1 − α)v̌n(x, t)|x∈∂Ω = b(x,−t) for t > −T. (9.3)

Observe that the sign change of the velocity field in (9.3) redirect the energy flux to
propagate into the region.

To determine the time-reversal cavity fields, we need to specify a set of initial
values at t = −T . The value of the original field p and v are not a priori known in
the region Ω. Instead we use that the fields decay for large times. This gives the
initial values

p̌(x,−T ) = 0 and v̌(x,−T ) = 0 in Ω (9.4)

on the time-reversed fields, see Figure 9.2.
The goal with the time-reversal cavity can now be formulated: the remitted fields

p̌ and v̌ approach the original pressure and particle velocity as the time of recording
increases, i.e.,

p̌(x,−t) → p(x, t) and v̌(x,−t) → −v(x, t) in L2(Ω) (9.5)

for t ≥ 0 as T → ∞.
Due to the zero initial conditions (9.4), we cannot expect the remitted wave fields

of the time-reversal cavity (9.2) to resemble the original wave field for small times
T . However, if the recording is conducted for an infinite time interval, the wave
fields p(x, t)|x∈Ω and v(x, t)|x∈Ω decay and the resemblance is perfect. To see this,
we let pΩ and vΩ be the time-reversed restriction of p and v to the region Ω, i.e.,

pΩ(x, t) = p(x,−t)|x∈Ω and vΩ(x, t) = −v(x,−t)|x∈Ω for t ≥ −T.

Uniqueness of the solution to the acoustic wave equation show that pΩ and vΩ satisfy
the acoustic wave equation in Ω with boundary condition (9.3) and initial values

pΩ(x,−T ) = p(x, T ) and vΩ(x,−T ) = −v(x, T ).
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t = 0

p(x,T ) v(x,T )
t = 0

ˇ
p(x,t), ˇ
v(x,t)

ˇ
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∂Ω

∂Ω
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b(x, t)−
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Figure 9.2: Initial-boundary value problems for the time-reversal cavity.

The remitted fields equal the original time-reversed fields minus an error term due
to the vanishing initial values, i.e.,

p̌(x, t) = pΩ(x, t) − p̃(x, t) and v̌(x, t) = vΩ(x, t) − ṽ(x, t).

The error terms p̃ and ṽ satisfy the acoustic equation (3.1) with the boundary
condition

αp̃(x, t) − (1 − α)ṽ(x, t)|x∈∂Ω = 0 for t > −T

and the original pressure and particle velocity field in Ω as initial conditions, i.e.,

p̃(x,−T ) = pΩ(x,−T ) and ṽ(x,−T ) = −vΩ(x,−T ) for x ∈ Ω.

An energy estimate shows that the energy of the error field is bounded by the energy
of the original field, i.e.,

1

2

∫

Ω

κ|p̃(x, t)|2 + ρ|ṽ(x, t)|2 dV ≤ 1

2

∫

Ω

κ|p(x, T )|2 + ρ|v(x, T )|2 dV .

Observe that the convex condition 0 ≤ α ≤ 1 is used in the energy estimate, see
Chapter 5. For the cases α = 0 or α = 1 the energy in the volume is conserved.
To get a perfect time-reversal cavity it is sufficient (and necessary for α = 0 or
α = 1) that the restrictions of the fields p and v to the region Ω approach zero as
time evolves. This follows from the decay of the local energy for the acoustic wave
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R
3

b(x, t) = αp(x, t) + (1 − α)vn(x, t)|x∈∂

q(x, t) = 
 vn(x,−t)δ∂ (x)

f(x, t) = −np(x,−t)δ∂ (x)

n n

Ω

∂Ω

Ω

Ω

∂Ω

Ω

Ω

Figure 9.3: Boundary formulation and source formulation of the time-reversal
cavity.

equation, see Refs [257, 11, 189, 190] and Section 5.4. Observe that the assumption
of an irrotational particle velocity is necessary for the energy decay.

The Duhamel principle can be used to transform the boundary condition in
the time-reversal cavity into sources, see Figure 9.3. The equivalent sources of the
time-reversal cavity are

q(x, t) = vn(x,−t)δ∂Ω(x) and f(x, t) = −n(x)p(x,−t)δ∂Ω(x) (9.6)

in R
3 × [−∞, 0].

It is straight forward to generalize the time-reversal cavity to the Maxwell equa-
tions in a lossless medium.

9.2 Time-reversal mirrors and evanescent wave

constituents

In this section, we consider the time-reversal mirror, i.e., the recording of the fields
is restricted to a single plane, see Figure 9.4. Due to the reduced amount of infor-
mation, one only expects to retrieve the original wave field between the source and
the plane of recording. Furthermore, it is difficult to handle reflections. To illustrate
this, we consider the slab geometry depicted in Figure 9.5. A wave is generated by
a source at x3 = X3. The up-going part of the wave field impinges on the slab.
The reflection induces a down-going wave. We record the wave field at x3 = 0 and
x3 = X ′

3 > X3, time reverse the wave field, and remit the wave field into the volume
with the equivalent sources (9.6). By the time-reversal cavity (9.5), the original wave
field is retrieved as the time of recording increases. Use the linearity to analyze the
time-reversal mirror with x3 = 0 as the plane of recording. In this case, a single
up-going wave is recorded and remitted into the half space x3 > 0 as a down-going
wave field. The down-going wave reflects at the layer interface. One observes that
the time-reversal mirror does not account for the reflected field. Furthermore, the
energy of the down-going wave field is reduced due to the reflection. In the time-
reversal cavity, the remitted field from the recording at x3 = X3 compensates for
the reflections, see Figure 9.5.
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9.2 Time-reversal mirrors and evanescent wave constituents

(a) (b)

Figure 9.4: The time-reversal mirror: (a) the recording situation, (b) the remitted
time-reversed fields.

To surmount the problems associated with reflections, we introduce a one-way
time-reversal mirror. The acoustic wave equation is approximated by two separate
equations propagating the wave field in the positive and negative directions, respec-
tively. We start with a temporal Fourier transformation of the wave field. The wave
field is decomposed with respect to the depth direction. The down- and up-going
components û+ and û− of the wave field are defined as

(
û+

û−

)
=

1

2

(
1 iωρΓ−1

1 −iωρΓ−1

)(
p̂
v̂3

)
,

where the vertical-propagation operator Γ is defined as an approximation of the
square-root operator, i.e.,

Γ ≈ lim
ηց0+

[−D2 +(η + iω)2ρ0κ(x)]1/2, (9.7)

see Section 4.4. We formulate the time-reversal mirror in the language of one-way
Green functions. The one-way Green functions are defined by the equations

(∂3 ± Γ)Ĝ(±)(x, x3, iω; x′, x′
3) = 0 for x3 ≷ x′

3 (9.8)

together with the conditions

Ĝ(±)(x, x′
3, iω; x′, x′

3) = δ(x − x′) and Ĝ(±)(x, x3, iω; x′, x′
3) = 0 for x′

3 ≷ x3.
(9.9)

For the time-reversal mirror, we assume an up-going wave field û−(x,X3, iω) at the
plane x3 = X3. Use the Green function (9.8) to propagate the field in the negative
x3-direction. At the surface x3 = 0 the field

û−(x, 0, iω) =

∫

R2

Ĝ(−)(x, 0, iω; x′, X3)û−(x′, X3, iω) dx′

is recorded. We proceed by using the Duhamel principle to get an equivalent source
distribution. Time reversal of a field corresponds to a complex conjugate, denoted
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p̌

t
t = 0 X3 x3X ′

3

p(X ′

3
,−t)

(b)
t

t = 0
X3

p

p(X ′

3
, t)

(a)

X ′

3

x3

p(0, t)
p(0,−t)

Figure 9.5: Time-reversal mirror for a layered media: (a) the recording situation
and (b) the remitted time-reversed fields. The solid lines and the dashed lines
correspond to the time-reversal mirror at x3 = 0 and x3 = X ′

3, respectively. Observe
that down (up) is in the positive (negative) x3-direction.

by an asterix (∗), in the Fourier domain. The time reversed down-going wave field
at x3 = 0 is

û+(x, 0, iω) =
1

2
(1 − Γ−1Γ∗)û−(x, 0, iω)∗.

Propagate the field back to x3 and use the inverse Fourier transform to recover the
time-domain field. This gives the one-way time-reversal mirror field

ǔ+(x′′, x3, t) =
1

4π

∫

R

eiωt

∫

R2

∫

R2

Ĝ(+)(x′′, x3, iω; x, 0)(1 − Γ−1Γ∗)

Ĝ(−)(x, 0, iω; x′, X3)
∗û−(x′, X3, iω)∗ dx′ dx dω. (9.10)

As an example, we consider the one-way time-reversal mirror for the case of a
homogeneous space, i.e., ρ = ρ0 and κ(x) = κ0. The one-way Green functions are

G(±)(x, x3, t; x
′, x′

3) =
1

8π3

∫

R

∫

R2

eiξ·(x−x′)+iωt±γ0(ξ,iω)(x3−x′
3) dξ dω for x3 ≷ x′

3

and zero elsewhere. The free-space vertical-propagation symbol γ0 is defined by

γ0(ξ, iω) = lim
ηց0

√
(η + iω)2ρ0κ0 + ξ2.

In the frequency representation, we observe the evanescent property of the one-
way wave equation, i.e., the low frequency wave constituents decay exponentially.
Hence, it is not possible to simply propagate the field with G (−), time reverse the
signal and propagate it back with G (+). In the time-reversal mirror, the evanescent
wave constituents vanish in the reflection, i.e.,

ǔ+(x, x3, t) =
1

8π3

∫

R

∫

|ξ|<|ω|

eiωt+iξ·(x−y)−γ0(ξ,iω)(X3−x3)û+(y,X3, iω)∗ dy dξ dω.
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9.2 Time-reversal mirrors and evanescent wave constituents

Due to the evanescent wave constituents, the wave field of the time-reversal mirror
does not reduce to the original wave field, i.e., in general

ǔ+(x, x3, t) 6= u+(x, x3,−t).

However, half of the pressure or particle velocity is retrieved for symmetric fields,
e.g., in the case of an impulse pressure source q(x, x3, t) = δ(t)δ(x)δ(x3 − X3), the
time-reversal mirror gives half of the original pressure field at the plane of the source.

9.2.1 Time-reversal mirrors in the paraxial approximation

To get a numerically efficient implementation, we have to approximate the vertical-
propagation operator (9.7). One common approximation is the paraxial (or parabolic)
approximation, see Section 4.4.5. In this approximation, the one-way paraxial Green
function Ĝ(±)

p satisfies (9.8) and (9.9) with the paraxial approximation of the vertical
propagation operator, i.e.,

Γp = iωc−1(x) − DT(c(x) D )

2iω
. (9.11)

We consider the paraxial approximation in a region Ω = Ω′× [0, X3], where Ω′ ∈ R
2.

It is necessary to add boundary condition on ∂Ω′. Here, we use the finite speed of
propagation to impose zero fields at the boundary ∂Ω′, i.e.,

Ĝ(±)

p (x, x3, iω; x′, x′
3) = 0 for x ∈ ∂Ω′.

With this set of boundary conditions, the paraxial operator Γp is skew symmetric,
Γ†

p = −Γp, in the L2 inner product over Ω′, i.e.,

∫

Ω′

u∗Γpv dx = −
∫

Ω′

(Γpu)∗v dx. (9.12)

Moreover, Γp changes sign as i → −i, i.e., Γ∗
p = −Γp. This property eliminates

the evanescent wave constituents, i.e., 1 − Γ−1
p Γ∗

p = 2. We also have the reciprocity
relation

Ĝ(−)

p (x′, x′
3, iω; x′′, x′′

3)

=

∫

R

∫

Ω′

δ(x − x′)δ(x3 − x′
3)Ĝ(−)

p (x, x3, iω; x′′, x′′
3) dx dx3

=

∫

R

∫

Ω′

[
(∂x3 + Γp)Ĝ(+)

p (x, x3, iω; x′, x′
3)

]
Ĝ(−)

p (x, x3, iω; x′′, x′′
3) dx dx3

=

∫

Ω′

Ĝ(+)

p (x, x3, iω; x′, x′
3)Ĝ(−)

p (x, x3, iω; x′′, x′′
3)

∣∣∣
∞

x3=−∞
dx

+

∫

R

∫

Ω′

Ĝ(+)

p (x, x3, iω; x′, x′
3)(−∂x3 + Γp)Ĝ(−)

p (x, x3, iω; x′′, x′′
3) dx dx3

= Ĝ(+)

p (x′′, x′′
3, iω; x′, x′

3).

(9.13)
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In the time-reversal mirror (9.10), we observe that there are no evanescent wave
constituents in the paraxial approximation, i.e., the skew symmetry (9.12) eliminates
these waves. The time-reversed field is

ǔ+(x, x3, iω)

=

∫

Ω′

∫

Ω′

Ĝ(+)

p (x, x3, iω; x′′, 0)Ĝ(−)

p (x′′, 0, iω; x′, X3)
∗û−(x′, X3, iω)∗ dx′ dx′′

=

∫

Ω′

∫

Ω′

Ĝ(−)

p (x′′, 0, iω; x, x3)Ĝ(−)

p (x′′, 0, iω; x′, X3)
∗û−(x′, X3, iω)∗ dx′ dx′′

=

∫

Ω′

Ĝ(−)

p (x, x3, iω; x′, X3)
∗û−(x′, X3, iω)∗ dx′ = û−(x, x3, iω),

where we used the reciprocity (9.13) and the identity

∫

x∈Ω′

Ĝ(−)

p (x, x3, iω; x′, x′
3)Ĝ(−)

p (x, x3, iω; x′′, x′
3)

∗ dx − δ(x′ − x′′)

=

∫ x3

z=x′
3

∫

x∈Ω′

Ĝ(−)

p (x, z, iω; x′, x′
3)

∗ΓpĜ(−)

p (x, z, iω; x′′, x′
3)

+ (ΓpĜ(−)

p (x, z, iω; x′, x′
3))

∗Ĝ(−)

p (x, z, iω; x′′, x′
3) dx dz

=2

∫ x3

z=x′
3

∫

x∈Ω′

Ĝ(−)

p (x, z, iω; x′, x′
3)

∗ Re{Γp}Ĝ(−)

p (x, z, iω; x′′, x′
3) dx dz = 0.

Hence, the one-way time-reversal mirror is exact in the paraxial approximation.
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Chapter A

Notation

Most of the used notation is described and explained in this section. The general
(mathematical) notation is given in Section A.1, the electromagnetic notation in
Section A.2, and the acoustic notation in Section A.3.

A.1 Mathematical notation

A region in R
3 is denoted with Ω. The region is assumed to have a sufficiently

smooth boundary ∂Ω with the outward normal n (|n| = 1). The volume measure
in R

3 is given by dV and the surface measure by dS. Vectors in R
3 are denoted

with boldface letters, e.g., x = (x1, x2, x3) is the typical coordinate (or vector) in
R

3. The temporal coordinate is usually denoted with t or τ and a temporal interval
by [0, T ].

The symbol ∂ is used to denote the differential operator. Partial differentiation
with respect to a variable is denoted with a subscript, e.g.,

∂x3 = ∂3 =
∂

∂x3

. (A.1)

For higher order differentiation, multi-index notation is used, e.g.,

∂α
x = ∂α1

x1
∂α2

x2
with |α| = α1 + α2, (A.2)

see Section 4.4.4. Spatial differentiation is also denoted with the ‘nabla’ symbol,
i.e.,

grad φ = ∇φ =




∂1φ
∂2φ
∂3φ


 , curl E = ∇× E =




∂2E3 − ∂3E2

∂3E1 − ∂1E3

∂1E2 − ∂2E1




div E = ∇ · E = ∂1E1 + ∂2E2 + ∂3E3.

(A.3)

The transverse differential operator D is

D φ =

(
∂1φ
∂2φ

)
, D ·E = ∂1E1 + ∂2E2. (A.4)
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Appendix A. Notation

symbol equation description
∂ A.1 Partial differential operator
∇ A.3 Nabla operator
D A.4 Transverse differential operator
Ω Spatial region in R

3 or R
2

∂Ω Boundary of Ω
n Unit vector, typically the outward normal vector of Ω
i 4.1 Unit vector, typically the preferred direction

dV Volume measure
dS Surface measure
x Spatial vector or coordinate (x1, x2, x3)
x Transverse part of a spatial vector or coordinate (x1, x2)
t Temporal coordinate
s A.9 Laplace transform parameter s = η + iω
ω Angular frequency
i Imaginary unit i2 = −1
z∗ Complex conjugate: z = a + ib, a, b ∈ R ⇒ z∗ = a − ib
AT A.8 Transpose of the matrix A
AH A.8 Hermitian conjugate of the matrix A
e exp 1

û(s) A.9 The Laplace transform of u(t)
L2 The Lebesgue space of square integrable functions

〈u, v〉 A.12 Inner product between u and v
‖u‖ A.11 The L2 norm of u
O(·) A.13 Big-Ordo
o(·) A.14 Little-Ordo

Table A.1: General notation.

The transverse part of x with respect to the direction n is given by x = n ×
(x × n). A field vector is decomposed into its transverse and normal components
with respect to a direction i, e.g.,

Ei = i · E and E = i × (E × i), (A.5)

respectively. We have the power-flux identity

i · E × H = E · JH. (A.6)

In the wave decomposition (4.3), i denotes the vertical direction. This gives the
transverse field

E =

(
E1

E2

)
. (A.7)

For the matrices, standard matrix algebra is used. Let A be a M × N -matrix
with elements Am,n for m = 1, . . . ,M and n = 1, . . . , N . The transpose AT and
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A.2 Electromagnetic notation

Hermitian conjugate AH are defined as the matrices with elements

An,m and A∗
n,m, (A.8)

respectively.
The temporal Laplace transform is defined by

û(s) =

∫ ∞

0−

e−stu(t) dt (A.9)

with Re s ≥ η0 for some η0 > −∞. The inverse Laplace transform is

u(t) =
1

2π

∫ ∞

−∞

e(η+iω)tû(η + iω) dω for Re s = η ≥ η0. (A.10)

The Laplace parameter s is decomposed into s = η + iω, where ω is the angular
frequency.

The Lebesgue space L2 is given by functions such as

‖u‖Ω =

(∫

Ω

|u(x)|2 dV

)1/2

(A.11)

is bounded. The inner product in L2 is

〈u, v〉Ω =

∫

Ω

u∗(x)v(x) dV . (A.12)

For Ω = R
n, the notation 〈u, v〉n = 〈u, v〉Rn is used.

The big ordo O(·) and little ordo o(·) means, e.g.,

f(x) = O(xα) as x → 0 ⇐⇒ f(x)/xα = B(x) as x → 0, (A.13)

where B(x) is bounded in a neighborhood of x = 0 and

f(x) = o(xα) as x → 0 ⇐⇒ f(x)/xα → 0 as x → 0. (A.14)

A.2 Electromagnetic notation

The electromagnetic notation follows the standard by letting E and H denote the
electric and magnetic field intensities, D and B the electric and magnetic flux
densities, J the (electric) current, and ρ the (electric) source density. Occasionally,
the magnetic current J (M) and source density ρ(M) are used, see also Table 2.1.

The six-vectors are used instead of an index notation. The electromagnetic six-
vectors are denoted with a lower case e and d, respectively, i.e.,

e =

(
E

H

)
, and d =

(
D

B

)
. (A.15)
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Appendix A. Notation

symbol equation description
E 2.1 Electric field intensity
H 2.1 Magnetic field intensity
D 2.1 Electric flux density
B 2.1 Magnetic flux density
J 2.1 Electric current density
̺ 2.2 Electric charge density

∇× J A.16 Maxwell’s spatial differential operator
e A.15 Electromagnetic field intensity
d A.15 Electromagnetic flux densities
E± Electromagnetic split fields
P (D) 8.46 Debye polarization
P (L) 8.47 Lorentz polarization
ε 2.4 The constitutive map e → d

Table A.2: Electromagnetic notation.

The curl and divergence operators acts on the electric and magnetic fields, i.e.,

∇× Je = ∇×
(

0 1
−1 0

)(
E

H

)
= ∇×

(
H

−E

)
=

(
∇× H

−∇× E

)
(A.16)

where

J =

(
0 1
−1 0

)
. (A.17)

The divergence is defined similarly

∇ · d = ∇ ·
(

D

B

)
=

(
∇ · D
∇ · B

)
. (A.18)

The constitutive map ε : ê → d̂ is given by

ε =

(
ǫ ξ

ζ µ

)
that is

(
D̂

B̂

)
=

(
ǫ ξ

ζ µ

)(
Ê

Ĥ

)
. (A.19)

The quadratic form êH · εê is

êH · εê =
(
Ê∗ · ǫÊ + Ê∗ · ξĤ + Ĥ∗ · ζÊ + Ĥ∗ · µĤ

)
. (A.20)

As a final example, the first term in (2.38) is

[(
0 1
−1 0

)(
Â(E)

Â

)]H

· ∇ × â =

(
Â

−Â(E)

)H

· ∇ ×
(

Â(E)

Â

)

= (Ã∗ − (Ã(E))∗) · ∇ ×
(

Â(E)

Â

)
= Ã∗ · ∇ × Â(E) − (Ã(E))∗ · ∇ × Â.

(A.21)
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A.3 Acoustic notation

symbol equation description
p 3.1 Pressure field
v 3.1 Particle velocity
ρ 3.1 Density
κ 3.1 Compressibility
c Velocity c = (κρ)−1/2

Table A.3: Acoustic notation.

In the analysis as well as in the state variable representation of the constitutive
map, it is convenient to identify the fields ê and constitutive map ε with their
matrix representation in a fixed coordinate system. The fields are identified with
6 × 1-matrices and the the constitutive map is identified with a 6 × 6-matrix, i.e.,

ê =




Ê1

Ê2

Ê3

Ĥ1

Ĥ2

Ĥ3




and ε =




ǫ1,1 ǫ1,2 ǫ1,3 ξ1,1 ξ1,2 ξ1,3

ǫ2,1 ǫ2,2 ǫ2,3 ξ2,1 ξ2,2 ξ2,3

ǫ3,1 ǫ3,2 ǫ3,3 ξ3,1 ξ3,2 ξ3,3

ζ1,1 ζ1,2 ζ1,3 µ1,1 µ1,2 µ1,3

ζ2,1 ζ2,2 ζ2,3 µ2,1 µ2,2 µ2,3

ζ3,1 ζ3,2 ζ3,3 µ3,1 µ3,2 µ3,3




(A.22)

respectively.

A.3 Acoustic notation

The acoustic wave-field quantities are reviewed in Table A.3, see also Table 3.1. The
pressure p(x, t) and the velocity v(x, t) are the fundamental acoustic fields. The
interaction between the acoustic fields and matter is modeled by the compressibility
κ and the density ρ.
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[2] I. Åberg, G. Kristensson, and D. J. N. Wall. Propagation of transient elec-
tromagnetic waves in time-varying media—direct and inverse scattering prob-
lems. Inverse Problems, 11(1), 29–49, 1995.
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University and Chalmers University of Technology, Institute of Theoretical
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reciprocity, 103
reflection kernel, 91
relativistic, 31
resolution, 86
rotation operator, 36, 37, 40, 41, 46
Runge’s theorem, 21

sesquilinear form, 26, 28, 29
SI units, 8, 36
six-vector, 9, 107

smoothing, 16, 19, 56
spatially pointwise, 9
square root, 42, 50, 53–56, 58, 60, 62

symbol, 32
state variables, 30
Statics, 12, 25, 28
susceptibility, 12, 16, 25
system matrix, 42, 50, 61, 63

time-invariant, 10
time-reversal cavity, 97
time-reversal mirror, 100
tomography, 88
transverse electric, 36, 37
transverse magnetic, 36
travel-time coordinates, 89

uniqueness, 16, 26, 67, 86

vertical-propagation operator, 50, 59
free space, 51, 83
local, 53
one dimensional, 42

vertical-propagation symbol, 77
free space, 51, 102
local, 53

water, 5, 6
wave splitting, 6, 32, 39, 100

energy flux, 46
formal, 49, 61
layered medium, 63
locally exact, 42, 77
one spatial dimension, 90, 94
paraxial, 59, 77, 102
reference medium, 44
time domain, 45, 59

wave-front set, 19
wave-front slowness, 45
wave-front speed, 18, 21, 74, 90
well-posed, 50

Yee-cell, 72
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