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Abstract—Integrated sensing and communication (ISAC) is a
promising technology to fully utilize the precious spectrum and
hardware in wireless systems, which has attracted significant
attentions recently. This paper studies ISAC for the important
and challenging monostatic setup, where one single ISAC node
wishes to simultaneously sense a radar target while communicat-
ing with a communication receiver. Different from most existing
schemes that rely on either radar-centric half-duplex (HD) pulsed
transmission with information embedding that suffers from
extremely low communication rate, or communication-centric
waveform that suffers from degraded sensing performance, we
propose a novel full-duplex (FD) ISAC scheme that utilizes the
waiting time of conventional pulsed radars to transmit dedi-
cated communication signals. Compared to radar-centric pulsed
waveform with information embedding, the proposed design can
drastically increase the communication rate, and also mitigate the
sensing eclipsing and near-target blind range issues, as long as the
self-interference (SI) is effectively suppressed. On the other hand,
compared to communication-centric ISAC waveform, the pro-
posed design has better auto-correlation property as it preserves
the classic radar waveform for sensing. Performance analysis is
developed by taking into account the residual SI, in terms of
the probability of detection and ambiguity function for sensing,
as well as the spectrum efficiency for communication. Numerical
results are provided to show the significant performance gain of
our proposed design over benchmark schemes.

Index Terms—Integrated sensing and communication (ISAC),
dual-function radar communication (DFRC), full-duplex ISAC,
waveform design, radar signal processing

I. INTRODUCTION

Wireless communication and radar sensing, as two most

successful applications of electromagnetic radiation, were

mainly developed separately in the past century, with quite

different performance metrics and distinct frequency bands

[2], [3]. With the continuous expansion of communication

spectrum and the growing interest to bridge the cyber and

physical worlds by ubiquitous sensing, there have been grow-

ing research interest in integrated sensing and communication

(ISAC) [4]–[12], which aims to efficiently utilize the precious

radio resources and hardware for both sensing and communi-

cation purposes.

The concept related to ISAC can be traced back to

1960s [13], where pulse code groups were transmitted for

radar sensing, with some pulses in each group used to carry

The authors are with the National Mobile Communications Research
Laboratory, Southeast University, Nanjing 210096, China. Y. Zeng is also
with the Purple Mountain Laboratories, Nanjing 211111, China (e-mail:
{zhiqiang xiao, yong zeng}@seu.edu.cn). (Corresponding author: Yong

Zeng.)
This work was supported by the National Key R&D Program of China with

Grant number 2019YFB1803400. Part of this work has been submitted to the
IEEE GLOBECOM 2021, Madrid, Spain, 7-11 Dec. 2021 [1].

information. However, due to the significant difference in hard-

ware components and signal processing procedures between

conventional radar sensing and wireless communication, the

research on the joint consideration of radar and communication

was rare in the subsequent decades. With the advancement

of modern radar and wireless communication systems, the

hardware and signal processing procedures for both systems

become more similar, which brings the opportunities to pursue

ISAC for more efficient use of hardware, spectrum and energy

[4]–[6]. Furthermore, with the ever-increasing requirement

on wireless communication rate, the frequency bands that

were usually considered for radar (e.g., L and S-bands [2])

are also used by communication systems, such as the 5G

new radio (NR) [3], [6], which renders ISAC necessary to

improve the performance of both sensing and communication.

In fact, ISAC makes it possible to even achieve mutualism

between radio sensing and communication. For example, the

sensed information like the angle, range, and location of

the user equipment (UE) or even scatterers can be used for

communication performance enhancement, such as sensing-

assisted beamforming [14], [15] and environment-aware re-

source allocation and beam alignment [16], [17]. On the

other hand, the contemporary cellular communication network,

which is almost ubiquitously available with well-established

infrastructure and powerful signal processing capability, is

expected to facilitate the realization of ubiquitous sensing to

bridge the cyber and physical worlds in the future [18]–[20].

Earlier research efforts on ISAC-related study were mainly

devoted to radar-communication coexistence (RCC) [4], [21],

where the radar and communication systems are separately

designed and treat each other as the detrimental interference

that needs to be appropriately mitigated. To this end, various

interference mitigation techniques between radar and commu-

nication systems have been proposed, such as those based

on opportunistic spectrum sharing [22], [23], or null space

projection (NSP) using multiple antennas [24], [25].

Compared to RCC, the more aggressive vision is to seam-

lessly integrate radar sensing and wireless communication into

a common device with small form factor, which is also known

as dual-function radar-communication (DFRC) [26]–[28]. Sig-

nificant research efforts have been devoted to the waveform de-

sign and performance analysis of DFRC systems, which can be

loosely classified as radar-centric [29]–[31] or communication-

centric [32], [33]. For radar-centric approaches, the communi-

cation symbols are usually embedded into the radar waveforms

[28], which typically have extremely low communication rate.

Typical information-embedding methods include beampattern

modulation [29], index modulation [30], and fast-time mod-
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ulation [31]. For beampattern modulation [29], information

embedding is achieved by controlling the sidelobe of the radar

beampattern. However, such methods require that the mainlobe

of the radar beampattern points to the target, which restricts

the flexibility for communication. For index modulation [30],

information is embedded based on the index of certain radio

resources that have active states, such as the index of the an-

tenna or the carrier frequency used for transmission. For fast-

time modulation [31], communication symbols are embedded

over the fast-time of radar waveforms, which can increase the

communication rate as compared to the above two methods

but at the cost of compromised radar performance.

On the other hand, for communication-centric ISAC [32],

[33], radar sensing is achieved by directly using commu-

nication waveforms, such as orthogonal frequency division

multiplexing (OFDM) waveform [27], [32]. Another emerging

modulation technique termed orthogonal time frequency space

(OTFS) modulation [34] has also been studied for ISAC [33],

which is more robust to large Doppler frequency shifts than

OFDM. However, communication waveforms are random in

nature, which usually lead to degraded sensing performance

due to various issues like high peak-to-average-power ratio

(PAPR), random autocorrelation property, and compromised

resolution [27]. To address such issues, there are some research

efforts towards to the joint radar-communication (JRC) design

[35]–[38], where the performance metrics for both commu-

nication and sensing are jointly considered, such as those

based on mutual information (MI) [35], waveform similarity

[36], Cramer-Rao lower bound (CRLB) [37], and joint coding

[38]. However, such joint design methods usually involve

sophisticated optimization problems, which are difficult and

time-consuming to solve. Besides, those performance metrics

like MI and waveform similarity do not directly reflect the

sensing performance, and the CRLB-based joint performance

optimization is quite challenging to solve due to the compli-

cated expressions of CRLBs.

In this paper, we consider the ISAC system for the important

and challenging monostatic setup [39], where one single ISAC

node wishes to simultaneously sense a radar target while

communicating with a communication receiver. Different from

most existing monostatic ISAC schemes that rely on either

half-duplex (HD) pulse transmission with information em-

bedding, which suffers from extremely low communication

rate, or communication-centric waveform that suffers from

degraded sensing performance, we propose a novel full-

duplex (FD) ISAC scheme that fully utilizes the waiting

time in the conventional pulsed radar to transmit dedicated

communication signals, so as to achieve high sensing and

communication performance. The main contributions of this

paper are summarized as follows.

• First, we propose a low-complexity waveform design for

the challenging monostatic ISAC system, which exploits

the FD capability of the ISAC node to time-multiplexing

the dedicated sensing and communication waveforms.

The proposed design does not require any complicated

optimization and it includes the conventional pulsed radar

waveform and continuous communication waveforms as

special cases by appropriate power control. Compared

to radar-centric pulsed waveform with information em-

bedding, the proposed design can drastically increase

the communication spectrum efficiency, and also mitigate

the eclipsing and near-target blind range issues, as long

as the self-interference (SI) is effectively suppressed.

On the other hand, compared to communication-centric

waveform, the proposed design has better autocorrelation

property as it preserves the classic radar waveform for

sensing.

• Next, rigorous performance analysis is performed for

the proposed design, by taking into account the residual

SI. Specifically, the probability of detection and the

ambiguity function (AF) are derived for sensing, and the

symbol error rate and spectrum efficiency are derived for

communication. It is revealed that depending on the SI

cancelation (SIC) capability, the probability of detection

of our proposed FD-ISAC scheme can be even higher

than that of the conventional pulsed radar, thanks to

the additional sensing energy provided by the dedicated

communication signals.

• Finally, extensive numerical results are provided to com-

pare the performance of the proposed FD-ISAC scheme

with various benchmark waveforms, in terms of the

communication rate, probability of detection, maximum

detectable range, autocorrelation function (ACF), which

demonstrate the great potential of our proposed FD-ISAC

scheme.

The rest of this paper is organized as follows. Section II

introduces the model of the monostatic FD-ISAC system. After

a brief review on the classic pulsed radar waveform with

information embedding, we present the proposed FD-ISAC

waveform design. In Section III, the sensing performance of

the proposed scheme in terms of the probability of detection

and the AF is analyzed. In Section IV, the communication

performance of the proposed design in terms of symbol

error rate and spectrum efficiency is analyzed. In Section V,

numerical results are provided to evaluate the performance of

our proposed design and finally, we conclude the paper in

Section VI.

II. SYSTEM MODEL AND PROPOSED FULL-DUPLEX ISAC

WAVEFORM

As illustrated in Fig. 1, we consider a monostatic ISAC

system, where one single FD-ISAC node wishes to simul-

taneously sense a radar target while communicating with

a communication receiver. To this end, FD-ISAC node is

equipped with separated transmit and receive antennas, for

simultaneous signal transmission and radar echo reception,

respectively. Furthermore, depending on whether the com-

munication receiver and sensing target are collocated or

separated, we have the collocated and separated FD-ISAC

architectures, as shown in Fig. 1(a) and Fig. 1(b), respectively.

In the collocated architecture, the FD-ISAC node needs to

communicate with a target and also sense its state, such

as its distance and moving velocity. One typical application

scenario is unmanned aerial vehicle (UAV) swarm operation

[40], where the FD-ISAC node corresponds to a UAV clus-

ter head and the collocated communication receiver/sensing
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Fig. 1. Two typical architectures for FD-ISAC system: (a) collocated
sensing target and communication receiver; (b) separated sensing target and
communication receiver.

target corresponds to the UAV follower. On the other hand,

for FD-ISAC with separated architecture, the FD-ISAC node

needs to sense a target while communicating with a different

communication receiver. One typical application scenario is

intelligent vehicular-to-everything (V2X) network, where the

FD-ISAC node, sensing target, and communication receiver

could correspond to the roadside unit (RSU), surrounding

vehicle, and pedestrian, respectively. In the following, the main

techniques and results are presented based on the separate

architecture, while they can also be applied to the collocated

architecture in a straightforward manner.

Let B be the total bandwidth available for the ISAC system.

The general baseband waveform transmitted by the FD-ISAC

node over one radar coherent processing interval (CPI) can be

expressed as

x(t) =

K−1
∑

k=0

xk(t− kT ), 0 ≤ t ≤ KT, (1)

where T ≫ 1
B

is the pulse repetition interval (PRI), K is the

number of PRIs for each CPI, and xk(t) is the waveform sent

over the k-th PRI, which has the bandwidth B.

In the following, before presenting our proposed waveform

design for xk(t) in each PRI, we first give a brief overview on

the conventional pulsed waveform that was designed for radar

sensing only, as well as the radar-centric ISAC waveform with

low-rate information symbol embedding.

A. Conventional Pulsed Waveform

As illustrated in Fig. 2(a), a classic waveform for monostatic

radar sensing is the HD pulsed waveform, where the mono-

static radar alternates between pulse transmission and echo

reception, and the radar receiver is usually switched off while

transmitting so as to avoid SI [2]. Let Tp < T denote the radar

pulse duration. Then the transmitted signal xk(t) for the k-th

PRI in (1) can be written as

xk(t) =

{
√

Prp(t), 0 ≤ t ≤ Tp

0, Tp < t ≤ T
, k = 0, · · · ,K − 1, (2)

where Pr is the radar transmit power; p(t) is the basic

radar pulse with bandwidth B and normalized power, i.e.,
1
Tp

∫ Tp

0 |p(t)|2dt = 1. The ratio ρ = Tp/T is known as the

duty cycle. Note that the classic continuous waveform (CW)

radar waveform, such as frequency-modulated CW (FMCW),

can be viewed as a special case of (2) with ρ = 1, but that

will incur severe SI [41]. To mitigate the SI, the conventional

CW radar needs to limit its transmit power, which thus

greatly restricts its sensing range and is only suitable for

nearby target sensing [2]. On the other hand, for typical

pulsed radar waveforms, the underlying assumption is that

the pulse duration is sufficiently short, i.e., Tp ≪ T (or

ρ ≪ 1), and the target is sufficiently far away from the

radar receiver [41], so that for each PRI, the target echo

only arrives after each pulse transmission is completed, i.e.,

Tp ≤ τ ≤ T − Tp, where τ is two-way propagation delay.

However, as illustrated in Fig. 2(a), for nearby target sensing

where the target echo returns while the radar pulse is still

transmitting, a portion of the echo cannot be captured by

the radar receiver, which degrades the received signal-to-noise

ratio (SNR) and range resolution, an issue known as pulse

eclipsing [41]. In general, the minimal measurable range of

the pulsed radar is Rmin =
c(Tp+tr)

2 , where tr is the recovery

time of the radar system for switching from transmission to

reception, and c is the speed of light. Therefore, the target at

a range smaller than Rmin cannot be detected, which is also

referred to as the blind range [2]. For example, a pulse duration

with Tp = 1 microsecond (µs) corresponds to the blind range

about 150 meters (m), which is acceptable for conventional

long-range radar applications, but is unsuitable for future ISAC

applications like UAV swarm or V2X networks with both

distant and nearby targets.

For the basic radar pulse p(t), if a simple unmodulated pulse

is used, the pulse duration Tp and bandwidth B are related

as Tp = 1/B, or the time-bandwidth product is BTp = 1.

However, the range resolution (i.e., △R ≈ c
2B ) is inversely

proportional to B while the pulse energy is proportional to

Tp. Therefore, for the simple unmodulated radar waveform

where BTp = 1, it is well known that there exists a se-

vere compromise between improving the radar resolution and

energy [2]. Such an issue can be resolved by applying the

pulse compression technique [2], where the radar pulse p(t)
is appropriately modulated so that the time-bandwidth product

is much greater than 1, i.e., N = BTp ≫ 1. Typical pulse

compression waveforms include linear frequency modulation

(LFM) and phase-coded waveforms [41].

With pulse compression, the basic radar pulse with band-

width B and time-bandwidth product N (or pulse duration

Tp = N/B) can be expressed as [21]

p(t) =
√

Tc

N−1
∑

n=0

c[n]ψ(t− nTc), 0 ≤ t ≤ Tp, (3)
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Fig. 2. The conventional HD pulsed radar waveform versus the proposed
FD-ISAC waveform.

where Tc =
Tp

N
= 1

B
is the chip duration; ψ(t) is the Nyquist

waveform of bandwidth B = 1/Tc, whose autocorrelation

Rψ(t) satisfies Rψ(t) = δ(t), where δ(t) denotes the Kro-

necker delta function [21]; c = [c[0], · · · , c[N − 1]]
T ∈ CN×1

is known as the fast-time code with ‖c‖2 = N , which is

specially designed so that the waveform has good autocorre-

lation and spectrum property for sensing [41]. For example,

for phase-coded waveforms, the typical fast-time codes include

biphase Barker codes, minimum peak sidelobe (MPS) codes,

maximal length sequence, Frank codes, and polyphase Barker

codes [41]. On the other hand, for the classic LFM pulse,

where p(t) = exp
(

jπBt2/Tp
)

, the fast-time code can be

found as c[n] = exp(jπn2/N), n = 0, · · · , N − 1. Based

on (2) and (3), the transmitted waveform of HD pulse radar

in (1) can be obtained accordingly.

B. Pulsed Radar with Information Embedding

The pulsed radar waveform discussed in Section II-A is

designed for radar sensing only. To enable the additional

information transmission yet without compromising the radar

performance, an effective method is to embed the communi-

cation symbols into radar pulses, known as the radar-centric

waveform for ISAC [28]. For example, one typical approach

is to modulate radar pulses with phase-shift keying (PSK)

symbols over the slow-time scale [28], i.e., across PRIs1. In

1Note that it is also possible to embed information symbols over fast-time
code, i.e., over c[0], · · · , c[N − 1], but at the cost of degrading the radar
signal auto-correlation and spectrum properties.

this case, the transmitted waveform for each PRI in (2) is

modified as

xk(t) =

{
√

Prωkp(t), 0 ≤ t ≤ Tp

0, Tp < t ≤ T
, k = 0, · · · ,K − 1,

(4)

where ωk denotes the embedded M -ary PSK

symbol that is selected from the signal constellation

Ω =
{

exp(j 2π(m−1)
M

),m = 1, · · · ,M
}

. It is noted that such

a radar-centric waveform with PSK information embedding

achieves information transmission without incurring any radar

performance loss. However, it can only support very low

communication rate. Specifically, for the given modulation

order M , the communication spectrum efficiency is only

REB =
log2M

TB
=
ρ log2M

TpB
=

ρ

N
log2M ≪ log2M bps/Hz,

(5)

where the last inequality follows since ρ≪ 1 and N ≫ 1 for

typical pulsed radar waveforms [2].

C. Proposed FD-ISAC Waveform

To overcome the above limitations on communication spec-

trum efficiency, while maintaining comparable or even achiev-

ing better sensing performance, we propose a novel FD-ISAC

waveform design, as illustrated in Fig. 2(b). With the proposed

design, instead of remaining silence to wait for radar echoes,

the FD-ISAC node transmits dedicated communication signals,

so as to fully utilize the time duration T for each PRI to enable

high-rate communications. Moreover, thanks to the FD opera-

tion that enables simultaneous transmission and reception, the

echo reflected even from nearby target can be also captured

by the receiver, as long as the SI is properly suppressed.

Note that SI can be mitigated by contemporary SIC techniques

[42] and the fact that the FD-ISAC node perfectly knows the

waveform transmitted by itself. For the residual SI, proper

power control over radar and communication signals can be

applied to achieve desired performance.

With the proposed FD-ISAC scheme, the transmitted wave-

form xk(t) for the k-th PRI in (1) can be expressed as

xk(t) =

{√

Prωkp(t), 0 ≤ t ≤ Tp
√

Pcgk(t− Tp), Tp < t ≤ T
, k = 0, · · · ,K − 1,

(6)

where Pc is the transmit power of the dedicated communica-

tion signal that is in general different from the radar power Pr,

and gk(t), 0 ≤ t ≤ T − Tp, is the dedicated communication

signal for the k-th PRI, which has the bandwidth B and can

be expressed as

gk(t) =
√

Tc

J−1
∑

j=0

sk[j]ψ(t− jTc), 0 ≤ t ≤ T − Tp, (7)

where sk[j] is the j-th dedicated communication symbol of the

k-th PRI; J = B(T − Tp) ≫ 1 denotes the number of dedi-

cated communication symbols for each PRI. As the communi-

cation symbols sk[j] are typically zero mean independent and
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identically distributed (i.i.d.) random variables (RVs) with nor-

malized power, i.e., E[|sk[j]|2] = 1, it follows that gk(t) has

the normalized power, i.e., E
[

1
T−Tp

∫ T−Tp

0 |gk(t)|2dt
]

= 1.

It is worth remarking that the proposed waveform in (6) not

only applies information embedding over the radar pulse as in

(4), but also utilizes the otherwise wasted time T −TP ≫ Tp
of each PRI for dedicated information transmission. In prac-

tice, these two communication schemes could be used for

different message types, e.g., information embedding for low-

rate command and control (C&C) messages and dedicated

communication for high-capacity payload transmission (e.g.,

video, photo, etc.). As such, the communication spectrum

efficiency can be significantly improved. For instance, if both

information embedding and dedicated communication use M -

order modulation, the communication spectrum efficiency of

the proposed FD-ISAC waveform is

R =
log2M + J log2M

TB
=

log2M

TB
+
B(T − Tp) log2M

TB

=
ρ

N
log2M + (1− ρ) log2M

≈ log2M ≫ REB bps/Hz, (8)

where the approximation in the last line follows from ρ≪ 1.

The above result shows that with the proposed FD-ISAC

waveform, the communication spectrum efficiency not only

significantly outperforms the existing information embed-

ding scheme, but also approaches to log2M , which is the

spectrum efficiency for pure communication system without

radar signalling. Such conclusion should come at no surprise

considering that ρ ≪ 1. Furthermore, since gk(t) is the

dedicated communication signal, its waveform can be more

flexibly designed as compared to radar-centric information

embedding. Therefore, more efficient modulation can be used,

say higher-order quadrature amplitude modulation (QAM),

rendering higher communication spectrum efficiency.

While promising in principle, the performance of the pro-

posed FD-ISAC scheme critically depends on the effectiveness

of SIC techniques. In the following, by taking into account the

residual SI for practical FD systems, the sensing and commu-

nication performances of the proposed FD-ISAC waveform are

analyzed.

III. SENSING PERFORMANCE ANALYSIS

A. Received Radar Echo

First, we analyze the radar sensing performance for the

proposed FD-ISAC scheme that takes into account the residual

SI. After appropriate clutter suppression [2], the signal echo

received at the FD-ISAC node over one CPI can be written as

y(t) = α̃x(t− τ)ej2πfd(t−τ) + βx(t) + n(t)

= αx(t − τ)ej2πfdt + βx(t) + n(t), 0 ≤ t ≤ KT,
(9)

where α = α̃e−j2πfdτ , with α̃ denoting the complex channel

coefficient of the reflected path by the radar target; τ is

the two-way propagation delay; fd = 2vd
λ

is the Doppler

frequency shift caused by the target motion with the radial

velocity vd, where λ is the carrier wavelength; β denotes

the complex channel coefficient of the SI link, i.e., from the

transmit antenna of the FD-ISAC node to its receive antenna;

n(t) denotes additive white Gaussian noise (AWGN), which

is assumed to be a circularly symmetric complex Gaussian

(CSCG) random process, following n(t) ∼ CN (0, N0), with

N0 denoting the noise power spectrum density (PSD). Note

that in (9), the propagation delay of the SI link is neglected

since it is usually very small, or can be estimated offline

and compensated appropriately. It is worth remarking that for

unambiguity range detection, the two-way propagation delay

only in (9) needs to satisfy 0 < τ ≤ T − Tp. This is in a

sharp contrast to the requirement of Tp ≤ τ ≤ T − Tp for

conventional HD pulse radar, thanks to the FD capability of

the proposed scheme.

By substituting (1) into (9), we have

y(t) =
K−1
∑

k=0

[

αxk(t− kT − τ)ej2πfdt + βxk(t− kT )
]

+ n(t)

=
K−1
∑

k=0

yk(t− kT ), 0 ≤ t ≤ KT, (10)

with

yk(t) =αxk(t− τ)ej2πfdtej2πfdkT + βxk(t)

+ nk(t), 0 ≤ t ≤ T, (11)

where nk(t) is the AWGN with the same statistic as n(t),
but defined over one PRI only. Note that within each PRI of

duration T , the term ej2πfdt in (11) can be omitted, since

one single PRI duration T is too short to cause notable phase

variations with practical Doppler frequency, i.e., fdT ≪ 1. As

a result, radar Doppler processing for velocity estimation must

be performed over slow-time scale (say over one CPI) that

contains many PRIs. As a concrete example, consider an ISAC

system at the carrier frequency 3.5 GHz, which is also used for

the 5G NR and has the great potential for ISAC [3]. A target

with the radial velocity 120 km/h would only cause Doppler

frequency about fd ≈ 778 Hz. With the PRI T = 10 µs, we

have fdT = 7.78 × 10−3 ≪ 1. Therefore, within each PRI

for 0 ≤ t ≤ T , we have ej2πfdt ≈ 1. Therefore, the resulting

signal for each PRI k in (11) can be written as

yk(t) = αxk(t− τ)ej2πfdkT + βxk(t) + nk(t), 0 ≤ t ≤ T.
(12)

Furthermore, based on xk(t) in (6), we have

xk(t− τ) =











xk−1(t+ T − τ), 0 ≤ t ≤ τ,

xk(t− τ), τ < t ≤ τ + Tp,

xk(t− τ), τ + Tp < t ≤ T

=















√

Pcgk−1(t+ T − τ − Tp), 0 ≤ t ≤ τ,
√

Prωkp(t− τ), τ < t ≤ τ + Tp,
√

Pcgk(t− τ − Tp), τ + Tp < t ≤ T.

(13)

B. Signal Processing and Probability of Detection

In the following, we analyze the radar sensing performance

based on the standard radar processing procedures, as il-

lustrated in Fig.3, which includes sampling, SIC, matched

filtering (MF), Doppler processing, and target detection [2].
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Fig. 3. Radar signal processing with sampling, SIC, matched filtering, Doppler processing and target detection.

1) Sampling: First, for each PRI k, the received waveform

yk(t) in (12) is projected onto the (N +J) orthonormal basis

functions {ψ(t− lTc)}N+J−1
l=0 , so as to obtain an (N + J)

dimensional vector yk = {yk[l]}N+J−1
l=0 , with

yk[l] = 〈yk(t), ψ(t− lTc)〉 , 0 ≤ l ≤ N + J − 1, (14)

where 〈a(t), b(t)〉 =
∫ +∞
−∞ a(t)b∗(t)dt denotes the inner prod-

uct of functions a(t) and b(t), and (·)∗ denotes the complex

conjugation. By substituting (12) into (14), we have

yk[l] = αej2πfdkTxrk,nτ
[l] + βxdk[l] + nk[l], (15)

where xrk,nτ
[l] , 〈xk(t− τ), ψ(t − lTc)〉 corresponds to the

projected version of xk(t − τ), whose expression is to be

derived later in (18); xdk[l] , 〈xk(t), ψ(t − lTc)〉, which is

given by

xdk[l] =

{√

PrTcωkc[l], 0 ≤ l ≤ N − 1,
√

PcTcsk[l −N ], N ≤ l ≤ N + J − 1.
(16)

Proof: Please refer to Appendix A.

Furthermore, the projected noise in (15) is nk[l] ,
〈nk(t), ψ(t− lTc)〉, which is given by

nk[l] =

∫ T

0

nk(t)ψ
∗(t− lTc)dt, 0 ≤ l ≤ N + J − 1. (17)

It can be shown that nk[l]
i.i.d.∼ CN (0, N0), for k =

0, · · · ,K − 1 and l = 0, · · · , N + J − 1.

To derive xrk,nτ
[l] , 〈xk(t− τ), ψ(t − lTc)〉 in (15), we

first note that for the signal with bandwidth B, the time

resolution for sensing is Tc = 1/B. Therefore, let the delay

τ ≈ nτTc, where nτ = round(τB) is a positive integer,

with round(·) denoting round to the nearest integer. As

0 < τ ≤ T − Tp, we have 1 ≤ nτ ≤ J, which correspond to

the detectable range bins. According (13), for a given delay

τ or nτ , we can obtain that

xrk,nτ
[l] , 〈xk(t− τ), ψ(t − lTc)〉

=















√

PcTcsk−1[J − nτ + l], 0 ≤ l ≤ nτ − 1,
√

PrTcwkc[l − nτ ], nτ ≤ l ≤ N + nτ − 1,
√

PcTcsk[l −N − nτ ], N + nτ ≤ l ≤ N + J − 1.
(18)

Proof: Please refer to Appendix B.

Therefore, (15) can be written compactly in vector form as

yk = αej2πfdkTxrk,nτ
+ βxdk + nk, (19)

where yk ∈ C(N+J)×1; nk is the CSCG random vector with

nk ∼ CN (0, N0IN+J); x
r
k,nτ

= diag
(√

Tcprnτ

)

rk,nτ
and

xdk = diag
(

√

Tcpd
)

dk denote the radar echo and SI vectors,

respectively, with

prnτ
= [Pc1nτ

, Pr1N , Pc1J−nτ
] ∈ R

1×(N+J)

rk,nτ
= [sk−1[J − nτ ], · · · , sk−1[J − 1], ωkc, sk[0], · · · ,

· · · , sk[J − nτ − 1]]T ∈ C
(N+J)×1

pd = [Pr1N , Pc1J ] ∈ R
1×(N+J)

dk = [ωkc, sk[0], sk[1], · · · , sk[J − 1]]
T ∈ C

(N+J)×1

(20)

with 1N denoting the 1×N all-one vector.

2) SIC: Since the transmitted waveform is known at the

radar receiver due to the monostatic architecture, the resulting

SI can be in principle cancelled by subtracting βxdk from yk
in (19). However, in practice, since SI is usually orders-of-

magnitude stronger than the useful echo signal, the receiver

frontend, such as the low noise amplifier and analog-to-digital

converter (ADC), may become saturated before effective ana-

log/digital SIC techniques can be applied, which introduces

nonlinearity distortion. Therefore, the residual SI still exists

after several stages of SIC processes, e.g., antenna separation,

analog cancellation, and digital cancellation [42], which is

usually modelled as the worst case Gaussian noise, whose

power is proportional to the input SI power before cancellation
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[42]. Therefore, the resulting signal of (19) after SIC can be

written as

ŷk = αej2πfdkTxrk,nτ
+
√
ǫβdiag(

√

Tcpd)zk + nk, (21)

where the second term models the residual SI with ǫ ≪ 1
denoting the extent of SIC, and zk is a CSCG random vector

with zk ∼ CN (0, IN+J).
3) MF: It is well-known that MF is optimal for maximizing

the output SNR for radar detection [2]. In practice, MF can

be implemented in analog or digital domain via various tech-

niques, such as convolution or correlation. With the resulting

signal (21), the effect of MF can be studied by applying J
parallel filters hk,n′

τ
, each corresponding to one range bin n′

τ

where the target might lie in. Specifically, the MF vector can

be written as

hk,n′

τ
=

xrk,n′

τ
∥

∥

∥xrk,n′

τ

∥

∥

∥

, 1 ≤ n′
τ ≤ J. (22)

Of particular interest is the probability of detection for the

particular range-Doppler bin where the target actually lies. For

other range-Doppler bins, similar analysis can be applied. For

the particular range bin that matches with the true radar delay,

i.e., n′
τ = nτ , the output of the MF is

yk = hH
k,nτ

ŷk

= αej2πfdkT
∥

∥xrk,nτ

∥

∥+
xr H
k,nτ

[√
ǫβdiag(

√

Tcpd)zk

]

∥

∥

∥xrk,nτ

∥

∥

∥

+ nk,

(23)

where nk = hH
k,nτ

nk ∼ CN (0, N0). Furthermore, we have

∥

∥xrk,nτ

∥

∥ =
∥

∥

∥diag
(√

Tcprnτ

)

rk,nτ

∥

∥

∥

=

√

√

√

√

√PcTc





J−1
∑

j=J−nτ

|sk−1[j]|2 +
J−nτ−1
∑

j=0

|sk[j]|2


 + PrTcN.

(24)

Note that (24) involves the summation of J i.i.d. random

communication symbols with normalized power. When J is

large, based on the law of large numbers, we have
∥

∥xrk,nτ

∥

∥→
√

Tc (PcJ + PrN). (25)

By substituting (25) into (23), we have

yk = αej2πfdkT
√

Tc (PcJ + PrN) + zk + nk, (26)

where

zk =

√
ǫβTcr

H
k,nτ

diag(
√

prnτ
◦ pd)zk

√

Tc (PcJ + PrN)
, (27)

with ◦ denoting the Hadamard product. According to (20), we

can obtain that

prnτ
◦ pd =

{

[

PcPr1nτ
, P 2

r 1N−nτ
, PrPc1nτ

, P 2
c 1J−nτ

]

, 1 ≤ nτ ≤ N,
[

PcPr1N , P
2
c 1nτ−N , PrPc1N , P

2
c 1J−nτ

]

, N < nτ ≤ J.
(28)

Note that the residual SI power in (28) share similar pattern

for the above two cases, except the difference for the second

block, where we have P 2
r versus P 2

c . This is expected due

to the different target range considered. For nearby target

such that 1 ≤ nτ ≤ N , the first echo arrives while the FD-

ISAC node is still transmitting the radar pulse with power Pr.

On the other hand, for N < nτ ≤ J , the first target echo

arrives while the FD-ISAC node is transmitting the dedicated

communication signal with power Pc. It follows from (27) and

(28) that the residual SI power after MF is

E
[

|zk|2
]

=

E

[

∣

∣

∣

√
ǫβTcr

H
k,nτ

diag
(√

prnτ
◦ pd

)

zk

∣

∣

∣

2
]

Tc (PcJ + PrN)

=



















ǫ|β|2Tc
(

P 2
rN + P 2

c J − nτ (Pr − Pc)
2
)

PcJ + PrN
, 1 ≤ nτ ≤ N,

ǫ|β|2Tc
(

P 2
c (J −N) + 2PcPrN

)

PcJ + PrN
, N < nτ ≤ J.

(29)

Therefore, it follows from (26) that the average signal-to-

interference-plus-noise ratio (SINR) of the radar echoes for

one PRI can be obtained as

SINR1 =

∣

∣

∣
αej2πfdkT

√
Tc(PcJ+PrN)

∣

∣

∣

2

E[|zk+nk|2]
= |α|2Tc(PcJ+PrN)

E[|zk|2]+N0

.

(30)

By substituting (29) into (30), we obtain the SINR as a

function of the transmit power Pr and Pc as

SINR1(Pr , Pc)

=























|α|2 (PcJ + PrN)
ǫ|β|2(P 2

rN+P 2
c J−nτ (Pr−PC)2)

PcJ+PrN
+N0B

, 1 ≤ nτ ≤ N,

|α|2 (PcJ + PrN)
ǫ|β|2(P 2

c (J−N)+2PrPcN)
PcJ+PrN

+N0B
, N < nτ ≤ J.

(31)

Note that (31) is an unified expression that takes into account

the residual SI, which includes the pulsed radar and CW radar

as special cases, as elaborated in the following:

When Pc = 0, the resulting SINR in (31) reduces to

SINR1(Pr, 0) =



















|α|2 PrN
ǫ|β|2Pr(N−nτ )

N
+N0B

, 1 ≤ nτ ≤ N,

|α|2 PrN
N0B

, N < nτ ≤ J,

(32)

where the proposed FD-ISAC waveform reduces to the con-

ventional pulsed radar waveform, but has the capability for

nearby target sensing due to the FD operation. Here, we

comment that for 1 ≤ nτ ≤ N , the output SINR is affected

by the residual SI power; while for N < nτ ≤ J , the target

echo arrives after the radar pulse transmission is completed,

so that no SI incurs. With perfect SIC, i.e., ǫ = 0, the SINR

expressions of both cases in (32) are identical.

When Pc = Pr = P̄ , where P̄ denotes the average transmit

power, the resulting SINR in (31) reduces to

SINR1(P̄ , P̄ ) =
|α|2 P̄ (J +N)

ǫ |β|2 P̄ +N0B
, 1 ≤ nτ ≤ J. (33)

Note that (33) is applicable for any CW with constant envelope

that takes into account the residual SI, including the classic
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FMCW waveform. While conventional FMCW sensing usually

ignores the residual SI by assuming nearby target sensing

with small P̄ , as the transmit power increases for long range

target detection, the effect of residual SI should be taken

into account by using (33). When the SIC capability is poor,

such CW schemes suffers from serious residual SI power.

By contrast, our proposed FD-ISAC scheme can flexibly

control the transmit power to mitigate the residual SI effect

by reducing Pc while increasing Pr, to achieve desired SINR

for sensing.

When Pr = 0, the resulting SINR in (31) reduces to

SINR1(0, Pc) =























|α|2 PcJ
ǫ|β|2Pc(J−nτ )

J
+N0B

, 1 ≤ nτ ≤ N,

|α|2 PcJ
ǫ|β|2Pc(J−N)

J
+N0B

, N < nτ ≤ J.

(34)

In this case, no dedicated radar waveform is transmitted, and

sensing is achieved based on the communication signal.

4) Doppler processing: As illustrated in Fig. 3, after MF,

for all the J range bins over the K PRIs in each CPI, we obtain

a data matrix of dimension J×K . Based on the standard radar

signal processing [2], for each range bin, i.e., each row of the

data matrix in Fig. 3, Doppler processing is applied over the

slow-time data for estimating the Doppler frequency fd, and

hence the target radial velocity vd.

In essence, Doppler processing is to compute the discrete

Fourier transform (DFT) of the slow-time data for each range

bin, which is periodic in frequency with principal period

ranging from − 1
2T to 1

2T , so that the Doppler shift within

|fd| ≤ 1
2T can be unambiguously detected [2]. Let the

ground truth Doppler frequency be represented as fd ≈ q
KT

for some q, where 1
KT

is the Doppler resolution [2], and

q ∈
{

−K
2 , · · · ,−1, 1, · · · , K2

}

corresponds to the Doppler

bin. Note that the negative or positive fd corresponds to target

moving away from or towards the radar receiver, respectively.

For the particular range bin nτ where the target lies, the

DFT Doppler processing is performed over the MF output

yk, k = 0, · · · ,K − 1 in (26), which yields

Y [q′] =
1√
K

K−1
∑

k=0

yke
−j2π q′

K
k, q′ = −K

2
, · · · ,−1, 1, · · · , K

2

=
1√
K

K−1
∑

k=0

(

αej2πfdkT
√
E + zk + nk

)

e−j2π
q′

K
k

≈ 1√
K

K−1
∑

k=0

(

αej2π
q
K
k
√
E + zk + nk

)

e−j2π
q′

K
k. (35)

where E , Tc (PcJ + PrN). For the particular Doppler bin

with q′ = q, the peak of (35) can be obtained as

Y [q] = α
√
KE + ϕ = α

√

KTc (PcJ + PrN) + ϕ, (36)

where ϕ = 1√
K

K−1
∑

k=0

(zk + nk) e
−j2π q

K
k is the resulting noise

after the DFT operation, which is a CSCG RV with zero mean

and variance σ2
ϕ = E[|ϕ|2] = E[|zk|2]+N0. Base on (36), after

Doppler processing over slow-time data, the average SINR of

radar echoes at the peak corresponding to the particular range-

Doppler bin where the target lies is

SINRK =
|α|2KTc (PcJ + PrN)

E

[

|zk|2
]

+N0

= K · SINR1, (37)

where the last equality follows from (30). It is observed that

with Doppler processing over the K PRIs of each CPI, the

peak SINR is increased by K times relative to the SINR for

one PRI. This is known as the coherent integration gain of

the slow-time data [2], [41].

5) Target Detection: After the procedures discussed above,

target detection is performed. Note that in many practical

applications, a detection decision needs to be made for each

range-Doppler bin. Of particular interest is the detection

probability of the range-Doppler bin (nτ , q) where the target

actually lies. Based on (36), depending on whether the target

exists or not, we can obtain the signal output as

H1 : Y = α
√

KTc(PcJ + PrN) + ϕ, H0 : Y = ϕ, (38)

which forms a problem of binary hypothesis testing. In prac-

tice, the linear detector is usually used [2], i.e.,

z = |Y |
H1

≷
H0

T , (39)

where T denotes the predetermined threshold. According to

(38), since ϕ is a CSCG RV, z under hypothesis H0 satisfies

Rayleigh distribution as

pz(z | H0) =











2z

σ2
ϕ

exp

(

− z2

σ2
ϕ

)

, z ≥ 0

0, z < 0,

(40)

and the probability of false alarm can be derived as

PFA =

∫ ∞

T
pz(z | H0)dz = exp

(

− T
σ2
ϕ

)

. (41)

Therefore, by fixing the probability of false alarm to a

constant, we can derive the threshold T from (41) as

T = σϕ
√
− lnPFA. Note that different from conventional

radar where the noise power is usually modelled as a constant

for all range bins, σϕ involves not just the background noise,

but also the residual SI, whose power is dependent on the delay

nτ as evident from (29) and (37). Fortunately, as the detection

decision is made for each range-Doppler bin, threshold T can

be adjusted accordingly based on σϕ to maintain a constant

PFA [2].

On the other hand, when the target exists, z under hypoth-

esis H1 satisfies Rician distribution as

pz(z | H1) =











2z

σ2
ϕ

exp

[

− (z2 +m2)

σ2
ϕ

]

I0

(

2m2z

σϕ

)

, z ≥ 0,

0, z < 0,
(42)

where m , |α|
√

KTc(PcJ + PrN), and the probability of

detection can be obtained as

PD =

∫ ∞

T
pz(z | H1)dz. (43)
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By substituting (42) into (43), for any desired false alarm rate

PFA, the probability of detection can be derived as [2, Chap.

15 Eq. (45)]

PD(Pr, Pc, nτ ) = Q1

(√

2m2

σ2
ϕ

,

√

2T 2

σ2
ϕ

)

= Q1





√

2|α
√

KTc(PcJ + PrN)|2
E[|ϕ|2] ,

√

2σ2
ϕ(− lnPFA)

σ2
ϕ





= Q1

(

√

2 · SINRK ,
√

−2 lnPFA

)

= Q1

(

√

2K · SINR1(Pr, Pc, nτ ),
√

−2 lnPFA

)

,

(44)

where Q1(a, b) denotes the first-order Marcum Q-function

with parameters a and b. Note that the probability of de-

tection monotonically increases with the output SINR, while

independent of the transmitted waveform. Therefore, (44)

is a unified expression of the probability of detection for

monostatic sensing that takes into account the residual SI,

which is suitable for either pulsed or CW radars, including

pulsed LFM, FMCW or communication-centric radars.

C. Ambiguity Function Analysis

In addition to probability of detection, AF is another impor-

tant performance metric for sensing, which characterizes the

sensing resolution capability for range and Doppler estimation.

For the k-th PRI, the normalized AF for the transmit waveform

xk(t) can be expressed as

χn(τ, fd) =
χk (τ, fd)

χk (0, 0)
, (45)

with

χk (τ, fd) ,

∣

∣

∣

∣

∣

∫ T

0

xk(t)x
∗
k(t− τ)e−j2πfdtdt

∣

∣

∣

∣

∣

, (46)

where as discussed for (11) and (12), since fdT ≪ 1 for prac-

tical Doppler frequency fd and PRI T , we have e−j2πfdt ≈ 1,

for all 0 ≤ t ≤ T . Therefore, (46) can be approximated as

χk (τ, fd) ≈ χk (τ, 0) =

∣

∣

∣

∣

∣

∫ T

0

xk(t)x
∗
k(t− τ)dt

∣

∣

∣

∣

∣

, (47)

where χk (τ, 0) is the ACF of xk(t). Therefore, the range

estimation performance is mainly determined by the autocorre-

lation property for signal xk(t) within each PRI, while that for

Doppler estimation is mainly related to the waveform across

the K PRIs. Therefore, we mainly focus on the ACF for range

estimation performance. Since ACF is symmetric with respect

to the origin, we only consider 0 ≤ τ ≤ T−Tp. By substituting

(6) and (13) into (47), we can obtain that

χk(τ, 0) =

{

Prχp(τ, 0) + Φ(Pr , Pc, τ), 0 ≤ τ ≤ Tp,

Ψ(Pr, Pc, τ), Tp < τ ≤ T − Tp,
(48)

where χp(τ, 0) ,
∫ Tp

τ
p(t)p∗(t − τ)dt denotes the ACF

of the radar pulse, which typically has good and constant

autocorrelation property for range sensing, and when τ = 0,

we have χp(0, 0) =
∫ Tp

0
|p(t)|2 dt = TP ; Furthermore,

Φ(Pr , Pc, τ) and Ψ(Pr, Pc, τ) denote the summation of the

cross-correlation function (CCF) between radar pulse and

dedicated communication signals and the ACF of the dedicated

communication signals, which are given by

Φ(Pr , Pc, τ) ,
√

PrPc

∫ τ

0

ωkp(t)g
∗
k−1(t+ T − τ − Tp)dt

+
√

PrPc

∫ τ+Tp

Tp

gk(t− Tp)ω
∗
kp

∗(t− τ)dt

+ Pc

∫ T

τ+Tp

gk(t− Tp)g
∗
k(t− τ − Tp)dt (49)

Ψ(Pr, Pc, τ) ,
√

PrPc

∫ Tp

0

ωkp(t)g
∗
k−1(t+ T − τ − Tp)dt

+ Pc

∫ τ

Tp

gk(t− Tp)g
∗
k−1(t+ T − Tp − τ)dt

+
√

PrPc

∫ Tp+τ

τ

gk(t− Tp)ω
∗
kp

∗(t− τ)dt

+ Pc

∫ T

τ+Tp

gk(t− Tp)g
∗
k−1(t− τ − Tp)dt. (50)

When τ = 0, we can obtain that

Φ(Pr , Pc, 0) = Pc

∫ T

Tp

|gk(t− Tp)|2 dt = Pc(T − Tp),

Ψ(Pr, Pc, 0) = 0. (51)

Therefore, we have χk(0, 0) = PrTp + Pc(T − Tp), and the

normalized ACF can be derived as

χn(τ, 0) = χk(τ, 0)/χk(0, 0)

=















Prχp(τ, 0) + Φ(Pr , Pc, τ)

PrTp + Pc(T − Tp)
, 0 ≤ τ ≤ Tp,

Ψ(Pr, Pc, τ)

PrTp + Pc(T − Tp)
, Tp ≤ τ ≤ T − Tp.

(52)

Note that since Φ(Pr, Pc, τ) and Ψ(Pr, Pc, τ) are random

functions influenced by random communication symbols ωk
and gk(t), different from the conventional radar waveforms,

in ISAC systems, the ACF is a random function. For

communication-centric radars, the random communication

waveforms may lead to high instantaneous peak-to-sidelobe

level (PSL) for the ACF, rendering poor range sensing per-

formance. By contrast, for our proposed FD-ISAC scheme,

if better sensing capability is desired in terms of the ACF,

the transmit power can be flexibly adjusted by reducing the

dedicated communication power Pc, while concentrating more

power on radar pulse. As an extreme example, when Pc = 0,

we can obtain that Φ(Pr , 0, τ) = Ψ(Pr, 0, τ) = 0, and (52)

reduces to the normalized ACF for the classic pulsed radars

with superior autocorrelation property for range sensing.

IV. COMMUNICATION PERFORMANCE ANALYSIS

In this section, we analyze the communication performance

of the proposed FD-ISAC scheme. The received signal at the

communication receiver can be written as

yc(t) = hx(t) + n(t), 0 ≤ t ≤ KT, (53)
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where h denotes the complex channel coefficient between the

FD-ISAC node and the communication receiver. By substitut-

ing (1) into (53), we can obtain that

yc(t) =
K−1
∑

k=0

hxk(t− kT ) + n(t)

=

K−1
∑

k=0

yc,k(t− kT ), 0 ≤ t ≤ KT,

(54)

where yc,k(t) = hxk(t) + nk(t), 0 ≤ t ≤ T . Based on

the definition of xk(t) in (6), the received signal at the

communication receiver for each PRI k is

yc,k(t) =

{

h
√

Prωkp(t) + nk(t), 0 ≤ t ≤ Tp,

h
√

Pcgk(t− Tp) + nk(t), Tp < t ≤ T,
(55)

which consists of the radar pulse embedded with communi-

cation symbols ωk and the dedicated communication signal.

After ADC, the discrete-time equivalent of (55) is given by

yc,k[l] =

{

h
√

PrTcωkc[l] + nk[l], 0 ≤ l ≤ N − 1,

h
√

PcTcsk[l −N ] + nk[l], N ≤ l ≤ N + J − 1,
(56)

where k = 0, · · · ,K − 1.

First, we study the performance of the embedded PSK

communications, i.e., yc,k[l], 0 ≤ l ≤ N − 1. With the

radar fast-time code c[l], 0 ≤ l ≤ N − 1, known at the

communication receiver, the embedded PSK communication

symbols can be demodulated by applying MF as

yc,k =
1√
N

N−1
∑

l=0

c∗[l]yc,k[l]

=
1√
N

N−1
∑

l=0

c∗[l]
(

h
√

PrTcωkc[l] + nk[l]
)

= h
√

PrTcNωk + nk,c,

(57)

where nk,c = 1√
N

∑N−1
l=0 c∗[l]nk[l] with nk,c ∼ CN (0, N0).

The resulting output SNR is
|h|2PrNTc

N0
= |h|2PrN

N0B
, where

the factor N corresponds to the processing gain due to the

radar fast-time code. Therefore, for M -ary PSK signalling,

the probability of symbol error is [43, Chap. 6, Eq. (16)]

Pe(Pr) ≈ 2Q





√

2|h|2PrN
N0B

sin
( π

M

)



 , (58)

which is a function of the radar pulse transmit power Pr, and

Q(·) denotes the Gaussian Q-function.

Next, we analyze the rate performance of dedicated commu-

nication signal transmission, i.e., yc,k[l], N ≤ l ≤ N + J − 1.

From (56), it can be obtained that the equivalent input-

output relationship for dedicated communication is the AWGN

channel as

Yc = h
√

PcTcS + Z, (59)

where S and Z denote the independent complex Gaussian

signalling and noise, respectively, with S ∼ CN (0, 1) and

TABLE I
PARAMETER SETTING

Parameter Value

Probability of false alarm PFA = 10−8

Bandwidth B = 100 MHz
Range resolution △R = c

2B
= 1.5 m

PRI T = 10 µs

Maximum unambiguity range Rua =
c(T−Tp)

2
= 1350 m

Duty cycle ρ = 10 %
Pulse duration Tp = 1 µs
Time-bandwidth product N = 100
Number of PRIs per CPI K = 100
CPI KT = 1 ms
Carrier frequency fc = 3.5 GHz
FD-ISAC node TX & RX antenna gain Gt = Gr = 17 dBi
Maximum transmit power Pmax = 1 W
Average transmit power P̄ = 0.1 W
Commun. RX antenna gain Gc = 0 dBi
Noise PSD N0 = −169 dBmW/Hz
Communication distance Rcom = 400 m

Path-loss exponent for communication link γ = 2.7
Embedded PSK modulation order M = 128
SI channel gain |β|2 = −20 dB
RCS σ = 1 m2

Z ∼ CN (0, N0). Therefore, the achievable spectrum effi-

ciency for dedicated communication transmission is [43]

Rc(Pc) =
J

J +N
log2

(

1 +
|h|2PcTc
N0

)

= (1− ρ) log2

(

1 +
|h|2Pc
N0B

)

,

(60)

which is a function of the communication power Pc and the

pre-log factor accounts for the percentage of the time occupied

by the dedicated communication signals.

V. NUMERICAL RESULTS AND DISCUSSIONS

In this section, we provide simulation results to compare the

performance of our proposed FD-ISAC with the conventional

HD pulsed radar and communication-centric waveform, and

give some insights on monostatic ISAC system design. The

parameter setting is given in Table I. For radar sensing,

we assume a line-of-sight (LoS) path between the FD-ISAC

node and the target, and the two-way channel gain is usually

modelled as |α|2 = GtGrλ
2σ

(4π)3R4 [2], where Gt and Gr denote

the transmit and receive antenna gain of the FD-ISAC node,

and σ is the radar cross section (RCS) of the target. On the

other hand, the communication channel gain between the FD-

ISAC node and the communication receiver is modelled as

|h|2 = GtGcλ
2

(4π)2Rγ
com

[43], where Gc denotes the receive antenna

gain of the communication receiver,Rcom = 400 m is assumed

as the communication distance, and γ = 2.7 denotes the path-

loss exponent of the communication channel.

In Fig. 4, we study the probability of detection PD in

(44) versus the SIC factor ǫ for different target distances R,

with Pr = Pc = Pmax, where Pmax = 1 W denotes the

maximum transmit power. It is observed from Fig. 4 that as R
increases, more powerful SIC capability is required to maintain

the desired sensing performance. For example, as the target

distance R increases from 100 m to 1350 m, the required SIC

increases from 45 dB to 92 dB to guarantee the probability of

detection PD ≥ 99%. Such an observation is expected, since
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Fig. 4. The probability of detection PD as a function of the SIC factor ǫ for
different target distances R = 100, 500, and 1350 m, where Pr = Pc =
Pmax = 1 W.
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Fig. 5. Probability of detection versus communication spectrum efficiency.

the further the target is, the weaker the target echoes is, and

hence the more powerful SIC capability is required.

In Fig. 5, we study the probability of detection PD ver-

sus the total communication spectrum efficiency Rt for the

proposed FD-ISAC scheme with different SIC factors ǫ,
where total communication spectrum efficiency Rt includes

the contributions from both PSK embedding with rate REB

and dedicated communication transmission with rate Rc. As

a benchmark comparison, the HD pulsed radar with PSK

information embedding is also given in the figure. The target

distance is assumed to be R = Rua = 1350 m. The transmit

power of the radar pulse is fixed to Pr = Pmax = 1 W, and

Pc varies from 0 to Pmax so as to achieve different dedicated

communication rate Rc. It is observed from Fig. 5 that for

the HD pulsed radar with 128-PSK information embedding,

the probability of detection is PD = 78.6%, and the spectrum

efficiency REB is only 0.007 bps/Hz, with the probability

of symbol error Pe ≈ 10−7. By contrast, the proposed FD-

ISAC scheme can drastically improve the communication

spectrum efficiency by increasing the power Pc of the dedi-

cated communication signals, and its impact on the probability
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Fig. 6. The radar sensing SINR versus the transmit power Pc.

of detection PD is dependent on the SIC capability ǫ. With

weak SIC capabilities, say ǫ = −80 dB, PD degrades as

the communication rate increases, i.e., there is a clear trade-

off between sensing and communication performance. On the

other hand, as the SIC capability enhances, e.g., ǫ = −95 or

110 dB, the probability of detection actually improves with

the communication spectrum efficiency. Such observations are

expected, since the dedicated communication signal causes

the detrimental SI for radar echoes on one hand, and is also

utilized as the additional beneficial signal source for sensing

energy accumulation on the other hand (as can be seen from

the MF in (22)). Therefore, as Pc increases, its detrimental

impact on PD dominates if SIC capability is poor, while the

reverse is true when the SIC capability is powerful enough.

It is also noted that with the moderate SIC capability, say

ǫ = −90 dB, PD first decreases and then increases with the

communication spectrum efficiency, due to the sophisticated

impact of Pc on the radar SINR, as shown in (31).

As a further illustration, Fig. 6 shows the SINR of the

radar echoes as a function of Pc for different SIC factors

ǫ. It is observed that the results in Fig. 6 corroborate those

in Fig. 5, which demonstrate that as long as the FD-ISAC

node has sufficiently powerful SIC capability, the proposed

FD-ISAC scheme is able to achieve mutual benefits for both

radar sensing and wireless communication.

In Fig. 7, we study the probability of detection PD in (44)

as a function of the detection range, for different transmit

waveforms, i.e., HD pulsed LFM, the proposed FD-ISAC,

and CW single-carrier communication-centric (SC-Commun)

waveforms. For fair comparison, we consider both the maxi-

mum and average transmit power constraints, i.e., Pr ≤ Pmax,

Pc ≤ Pmax, and ρPr + (1 − ρ)Pc = P̄ , where we assume

that P̄ = 0.1 W. The SIC factor is ǫ = −80 dB. It is

observed from Fig. 7 that compared to the pulsed radar, the

maximum detection range of the CW SC-Commun waveform

is severely limited due to the serious SI problem. By con-

trast, our proposed FD-ISAC scheme can flexibly control the

transmit power to mitigate the SI and extend the detection

range via reducing Pc while increasing Pr. Specifically, for

the HD LFM waveform, the maximum detection range is 1200
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Fig. 7. The probability of detection PD as a function of the detection range for
different transmit waveform, i.e., HD pulsed LFM, the proposed FD-ISAC,
and SC-Commun waveforms, with ρPr + (1 − ρ)Pc = P̄ and Pr, Pc ≤
Pmax, where ρ = 0.1, P̄ = 0.1 W, Pmax = 1 W, Pc = 0.01 W and
Pr = 0.91 W. The SIC factor is ǫ = −80 dB.
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Fig. 8. Comparison the ACF for HD LFM, the proposed FD-ISAC and CW
SC-Commun, with of ρ = 0.1, P̄ = 0.1 W, Pmax = 1 W, Pc = 0.01 W
and Pr = 0.91 W.

m with PD ≥ 99% , while that for CW SC-Commun is

only 700 m. For the proposed FD-ISAC with both peak and

average transmit power constraint, by letting Pc = 0.01 W and

Pr = 0.91 W, the detection range is significantly increased to

950 m for PD ≥ 99%.

In Fig. 8, we compare the normalized ACF in (52) for the

HD LFM, the proposed FD-ISAC, and CW SC-Commun, to

evaluate their sensing resolution capability for range estima-

tion. It is observed from Fig. 8 that the CW SC-Commun

waveform leads to ACF that has random PSL, since its

ACF is critically dependent on the random communication

symbols. As a consequence, the high instantaneous PSL may

occasionally mask the matched filer output of the received

signal from the target, rendering the poor sensing performance.

In essence, such non-repeating CW SC-Commun radar can be

viewed as noise radar [41], and if the signal bandwidth is

wide enough, the PSL for such noise-like radars degrades as

1/
√

Tcpi, where Tcpi denotes the CPI. However, such methods

require to apply the MF over the complete CPI instead of

over each PRI only, rendering high computational and caching

complexity. Furthermore, such random communication signals

suffers from high PAPR issue in a data-dependent way, which

makes them only suitable for low-power and short-range

sensing applications [41]. On the other hand, the HD pulsed

LFM has good and constant ACF for range sensing, where the

maximum PSL is 13.2 dB when the time-bandwidth product

is N = 100, which can be further suppressed by proper

windowing, but with the cost of enlarged the mainlobe [41].

Compared with CW SC-Commun, the proposed FD-ISAC can

flexibly control the transmit power to obtain the desired ACF

for better range resolution. Specifically, as shown in Fig. 8,

when Pr = 0.91 W and Pc = 0.01 W, the normalized ACF

of our proposed FD-ISAC almost matches with the HD LFM,

which implies good sensing resolution capability.

VI. CONCLUSION

In this paper, we proposed a novel FD waveform de-

sign for monostatic ISAC systems, where the classic pulsed

radar waveform is flexibly time-multiplexed with dedicated

communication signals. The probability of detection, AF,

and communication spectrum efficiency of the proposed FD-

ISAC waveform were derived, and extensive numerical results

were provided to compare the performance of the proposed

scheme with various benchmark waveforms. Compared to the

existing monostatic schemes that rely on pulsed transmission

with information symbol embedding, the proposed FD-ISAC

waveform can significantly improve the communication rate

and also enhance the probability of target detection, as long as

the SI is effectively suppressed. On the other hand, compared

to the communication-centric waveform with random auto-

correlation property and degraded sensing performance, the

proposed FD-ISAC has better autocorrelation property since it

preserves the classic radar waveform for sensing. In addition,

thanks to the FD operation, the proposed FD-ISAC can also

mitigate the eclipsing and blind range issues suffered by the

classic pulsed radar waveforms, which makes it especially

promising for ISAC applications with both distant and nearby

targets.

APPENDIX A

PROOF OF (16)

To get xdk[l] = 〈xk(t), ψ(t− lTc)〉 in (16), we consider

following two cases separately:

Case-I: 0 ≤ t ≤ Tp, then

〈xk(t), ψ(t− lTc)〉
=
〈

√

Prωkp(t), ψ(t− lTc)
〉

=

∫ Tp

0

√

Prωkp(t)ψ
∗(t− lTc)dt

=

∫ Tp

0

√

PrTcωk

N−1
∑

n=0

c[n]ψ(t− nTc)ψ
∗(t− lTc)dt

=
√

PrTcωkc[l], 0 ≤ l ≤ N − 1,

(61)
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where we have used the expression for p(t) in (3) and that the

autocorrelation function of ψ(t) is Rψ(t) = δ(t).
Case-II: Tp < t ≤ T , then

〈xk(t), ψ(t − lTc)〉
=
〈

√

Pcgk(t− Tp), ψ(t− lTc)
〉

=

∫ T

Tp

√

Pcgk(t−NTc)ψ
∗(t− lTc)dt

=

∫ T

Tp

√

PcTc

J−1
∑

j=0

sk[j]ψ(t− (N + j)Tc)ψ
∗(t− lTc)dt

=
√

PcTcsk[l −N ], N ≤ l ≤ N + J − 1. (62)

Therefore, by combining (61) and (62), we get (16).

APPENDIX B

PROOF OF (18)

To prove (18) for getting 〈xk(t− τ), ψ(t − lTc)〉 based on

(13), we need to consider the following three cases:

Case-I: 0 ≤ t ≤ τ , then

〈xk(t− τ), ψ(t − lTc)〉
=
〈

√

Pcgk−1(t+ T − τ − Tp), ψ(t− lTc)
〉

=
〈

√

Pcgk−1(t+ (J − nτ )Tc), ψ(t− lTc)
〉

=

∫ τ

Tp

√

Pcgk−1(t+ (J − nτ )Tc)ψ
∗(t− lTc)dt

=

∫ τ

TP

√

PcTc

J−1
∑

j=0

sk−1[j]ψ(t+ (J − nτ − j)Tc)ψ
∗(t− lTc)dt

=
√

PcTcsk−1[J − nτ + l], 0 ≤ l ≤ nτ − 1. (63)

Case-II: τ < t ≤ τ + Tp, then

〈xk(t− τ), ψ(t− lTc)〉
=
〈

√

Prωkp(t− τ), ψ(t − lTc)
〉

=
√

PrTcωk

τ+Tp
∫

τ

p(t− τ)ψ∗(t− lTc)dt

=
√

PrTcωk

τ+Tp
∫

τ

N−1
∑

n=0

c[n]ψ(t− (nτ + n)Tc)ψ
∗(t− lTc)dt

=
√

PrTcωkc[l − nτ ], nτ ≤ l ≤ N + nτ − 1. (64)

Case-III: τ + Tp < t ≤ T , then

〈xk(t− τ), ψ(t − lTc)〉
=
〈

√

Pcgk(t− τ − Tp), ψ(t− lTc)
〉

=
〈

√

Pcgk(t− (nτ +N)Tc), ψ(t− lTc)
〉

=

T
∫

τ+Tp

√

Pcgk(t− (nτ +N)Tc)ψ
∗(t− lT )c)dt

=

T
∫

τ+Tp

√

PcTc

J−1
∑

j=0

sk[j]ψ(t− (N + τ + j)Tc)ψ
∗(t− lTc)dt

=
√

PcTcsk[l −N − nτ ], N + nτ ≤ l ≤ N + J − 1. (65)

Therefore, by combining (63), (64), and (65), we get (18).
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