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A b s t r a c t

This thesis deals with w aveform  interpolation speech coding. Speech coding in the 

last decade has been dom inated by the CELP paradigm. CELP algorithms offer high- 

quality speech com pression at bit rates from  4 to 16 kb/s. Recent research efforts have 

been oriented to a new generation of speech coding algorithms operating at bit rates of 

2.4kb/s and below. CELP and its derivative architectures appear to be inadequate to 

m eet the increasing quality objective. This is due to the small bit budget to adequately 

represent the original signal. A m ajor source of distortion in CELP is an inaccurate 

degree of periodicity of the speech signal. The W aveform  interpolation (WI) 

algorithm  is intended to preserve natural periodicity by representing speech as an 

evolving set of pitch cycle waveform s (known as the prototype waveform or 

Characteristic W aveform). The w aveform interpolation (WI) paradigm was found to 

provide state-of-the-art perform ance at 2.4kb/s.

Research on W I coding has been focused on quality improvement, complexity 

reduction and channel error robustness. The key to quality improvement is the 

efficient decomposition and quantization of the LP residual of the speech signal. New 

techniques, including an analysis-by-synthesis technique, and SEW  and REW  

quantization techniques are presented in this thesis. W I coders provide good 

com pression quality but suffer from  high com plexity, com pared with other low bit 

rate speech coders. A low -com plexity algorithm  is proposed. The waveform
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interpolation architecture is particularly convenient for operating at different bit rates. 

The perform ance of W I coders with rates betw een 2.4kb/s and 3.6kb/s is examined.
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C H A P T E R  1

IN T R O D U C T IO N



1 .1  I n t r o d u c t io n

Speech coding is the field concerned with com pression and decompression of the 

digital inform ation necessary to represent a speech signal. Digital speech brings 

flexibility for encryption, but is also associated with a high data rate. The objective of 

speech coding is to represent speech with a m inim um  bit rate w hile m aintaining its 

perceptual quality. Speech coders com press signals by exploiting the natural 

redundancies in speech and the properties of human hearing. M ost compression 

techniques used in speech coding are known as lossy com pression, where the 

reproduced speech is not identical to the original. The signal, however, sounds like the 

original because of masking properties of the human ear that render a level of certain 

types of noise inaudible.

Speech coders are used to transm it and store speech for various applications. 

Exam ples o f transm ission applications include wireless cellular, satellite 

com m unications, Internet phone, audio and video conference, and secure voice 

systems. In particular, w ireless cellular and satellite com munications have been 

enjoying a trem endous w orldw ide growth. Storage applications include digital 

telephone answ ering m achines, voice-mail, Text-To-Speech (TTS) systems. In most 

of these applications, speech coding is based on telephone bandw idth speech, limited 

to about 3.2 K Hz (200Hz to 3.4KHz). In this thesis, speech is bandlim ited to 4 KHz 

and sam pled at 8 K Hz [46].
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The past decade has w itnessed substantial progress in speech coding. Central to this 

progress has been the developm ent of new speech coders capable of producing high 

quality speech at low bit rates. These coders exploit m odels o f speech production and 

auditory perception, and offer a quality that significantly exceeds prior compression 

techniques. A num ber of speech coders have already been adopted in regional and 

international telephone standards [14], [20].

The research in this thesis is concerned with waveform interpolation (WI) speech 

coding. The W aveform  Interpolation (WI) coding paradigm was found to provide 

state-of-the-art perform ance at bit rates below 4kb/s [32], [33], [34]. The coder 

perform s very well in terms of perceptual quality and robustness against channel 

errors and background noise.

The rem ainder of this introductory chapter is organized as follows: Section 1.2 

describes the attributes used to evaluate speech coders. Section 1.3 presents the 

advances in speech coding. A brief introduction to W aveform  Interpolation is given in 

Section 1.4. Section 1.5 discusses the approach of this thesis. Finally, Section 1.6 

presents a brief summary of the contributions.

1 .2  E v a lu a t io n  o f  S p e e c h  C o d e r s

The perform ance o f speech coding algorithms is m easured on the basis of five 

attributes - bit rate, the quality of reproduced (coder) speech, the complexity of the
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algorithm , the delay introduced by the coder, and the robustness of the algorithm to 

channel errors and background noise. In general, high quality speech at low rates is 

achieved using high com plexity algorithms w ith high delay. Speech coders must, thus, 

balance speech quality, complexity, delay and robustness [14], [52].

1 .2 .1  B it  R a te

Bit rate reflects the degree of com pression that the coding algorithm achieves. 

Telephone bandw idth speech is sam pled at 8 KHz, and quantized with an 8-bit 

logarithm ic quantizer, m aking the bit rate of the original speech 64 kbits/s [14]. The 

degree of com pression is than m easured by how much the bit rate is lowered from 64 

kbits/s. Usually, the term  m ed ium  ra te  is used for coders working in the range of 8 ~ 

16 kbits/s, low  ra te  for coders working in the range of 2.4kbits/s ~ 8 kbits/s, and very  

low  ra te  for coders operating below 2.4kbits/s. International standards exist for coders 

operating at 40, 32, 24 and 16 kbits/s. Cellular standards cover the range from 13 to 

3.45 kbits/s. Secure voice coders operate at 4.8, 2.4 and 0.8 kbits/s [14].

1 .2 .2  Q u a li t y

Q uality is an im portant attribute. In digital comm unication, speech quality is generally 

classified into four categories: b ro a d c a s t , n e tw o rk  or to ll , com m un ica tion , and 

syn th e tic . B ro a d c a s t  w ideband (typically 7 KHz) speech refers to high-quality 

“com m entary” speech. N e tw o rk  or to ll quality refers to quality comparable to the 

original telephone bandw idth speech. C omm un ica tio n  speech refers to some-what
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degraded speech w hich is, nevertheless, natural, highly intelligible, and adequate for 

telecom m unication. S yn th e tic  speech is usually intelligible but can be unnatural and 

associated w ith som e distortion. Currently, broadcast speech can be achieved at rates 

above 64 kbits/s, toll quality can be achieved at m edium  rate, com munication quality 

at low  rate, and synthetic quality at very low rate [52].

Judging the quality o f coded speech is an important but also very difficult task. 

Com m on objective m easures, such as the signal-to-noise ratio (SNR) and the 

segm ental SNR (SEGSN R), are often sensitive to gain variations and delays. They can 

not account for the perceptual properties of human hearing. Therefore, subjective 

m easures are adopted. Subjective m easure procedures such as the Diagnostic Rhyme 

Test (DRT), the D iagnostic Acceptability M easure (DAM), the M ean Opinion Score 

(M OS) and the D egradation M ean Opinion Score (DM OS) are based on listener 

ratings. The D iagnostic Rhyme Test (DRT) is used to m easure intelligibility. The 

D iagnostic A cceptability M easure (DAM), the M ean Opinion Score (MOS) and the 

D egradation M ean Opinion Score (DM OS) are used to m easure quality [14], [52].

The M OS test is widely used to evaluate coded speech quality. The MOS usually 

involves 50 to 60 listeners who are instructed to rate speech according to a five level 

quality scale. A M OS of 5 implies exce llen t quality, a MOS of 4 implies good  quality, 

a M OS of 3 implies f a i r  and 2 implies p o o r  [52].
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1 .2 .3  C o m p le x ity

Com plexity is another essential issue. In general, high-quality speech coding at low 

rates requires high-com plexity algorithms. Com plexity affects the implementation of 

speech coders.

Com plexity typically has three com ponents [14]:

•  The num ber of instructions executed per second, which is generally measured in 

MIPS (m illions of instruction per second). Generally, a higher speed DSPU costs 

more and consum es more power.

• The m emory requirem ent in terms of RAM  (random access memory). RAM is 

used to store the variables used in the coding algorithm.

• The m emory requirem ent in terms of ROM  (read only memory). ROM  is needed 

to store the instructions, constant values and codebooks used in the coding 

algorithm.

1 .2 .4  D e la y

D elay introduced by the coder will be objectionable to com munication users, and may 

require the expensive use of echo cancellers. It is strongly recom mended that the delay 

be no greater than 300ms [14]. However, in voice storage applications, delay is not so 

important. A delay of one second would be unnoticeable in the latter application.
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1 .2 .5  R o b u s tn e s s

Robustness is the ability of a speech coder to preserve the perceptually important 

inform ation against channel errors. In some situations, the coder m ust perform well 

w hen speech is corrupted by background noise, including narrow band noise (such as 

D TM F, m odem  signal, etc) and w ide band noise (such as office noise, machine noise, 

etc). A robust speech coder should also perform well with a variety of languages and 

accents [52].

The foregoing description of the five attributes - bit rate, quality, complexity, delay, 

and robustness, indicates that there are many tradeoffs in setting the requirements of a 

speech coder for a particular application. For example, digital cellular systems 

transm it speech over radio channels, where channel interference and fading can cause 

significant random  errors in the bit stream. It is thus essential to transm it the bit 

stream with error protection. As the percentage of channel capacity used for error 

protection increases, the num ber o f bits available to the speech coder decreases, 

resulting in lower quality. A tradeoff thus exists between channel robustness and the 

speech quality.

1 .3  A d v a n c e s  in  S p e e c h  C o d in g

Speech coding research started over fifty years ago, and early coding implementations 

were vocoders based on analog speech representations (rather than the current digital
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m ethods). W ith progress in V LSI technologies and D SP theory, speech coding has, 

how ever, advanced rapidly. D riven by the need for telephone bandwidth and secure 

transm ission in cellular and m ilitary com m unications, research efforts during the 

1980’s and 1990’s have focused upon developing low-rate speech coders. M ost of 

these coders incorporate m echanism s to: represent the spectral properties of speech, 

provide for speech w aveform matching, and optim ize the speech quality for the 

hum an ear. In particular, Atal and Schroeder [1][2][3] proposed a linear prediction 

algorithm  with stochastic vector excitation called Code Excited Linear Prediction 

(CELP). CELP is capable of producing m edium  to low rate speech adequate for 

com m unication applications.

1 .3 .1  W a v e fo r m  C o d e r s  a n d  V o c o d e r s

Speech coding algorithms can be divided into two main categories, waveform coders 

and vocoders. W aveform  coders focus upon representing the speech waveform, 

approxim ating the original w aveform w ithout necessarily exploiting the underlying 

speech model. In contrast, vocoders do not reproduce an approxim ation to the original 

speech. Instead, param eters that characterize individual speech segments are specified 

and transm itted to the decoder, which then reconstructs a new and different waveform 

that will have a sim ilar sound. Vocoders thus rely on speech models. W aveform 

coders are generally more robust than vocoders because they w ork well with a wider 

class of signals including audio signals. However, they also operate at higher bit rates 

than vocoders.
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Code Excited Linear Prediction (CELP) [3] belongs to the class of waveform coders. 

Other methods in commercial use today include Adaptive D elta Modulation (ADM), 

A daptive D ifferential Pulse Code M odulation (ADPCM ), M ultipulse Linear 

Predictive Coding (MP-LPC) [4], [51], and Regular Pulse Excitation (RPE) [37]. A 

standard that uses a 13kbit/s regular pulse excitation algorithm has been deployed by 

the “Group Speciale M obile” (GSM) in Europe, A ustralia and many other areas of the 

world.

The most important vocoder historically is the Linear Predictive Coding (LPC) 

vocoder. It is used extensively in secure voice telephony (FS1015) and is the starting 

point for some current speech coders. Sinusoidal coding is another vocoder that has 

emerged in the past decade. Sinusoidal Transform Coding (STC) [40], [41] and 

M ultiband Excitation (MBE) coding [23] are examples of sinusoidal coding. A 6.4 

kbit/s Improved M ultiband Excitation (IMBE) coder has been adopted for the 

International M aritime Satellite (INMARSAT-M) system and the Australian Satellite 

(AUSSAT) system [25].

1 .3 .2  E x is t in g  S p e e c h  C o d in g  S ta n d a r d s

Progress in speech coding, enabled recent adoptions of low-rate algorithms for mobile 

telephone and secure military communications. International standards exist for coders 

operating at 64, 32, and 16kb/s. Regional cellular standards range from 13 to 3.45kb/s. 

Secure voice coders operate at 4.8 and 2.4kb/s. These standards indicate the

11
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perform ance of current speech coders. Some of these standards are listed as follows 

[14], [20].

CCITT G .7 1 1 standard is a Pulse-Code M odulation (PCM ) coder at 64kb/s. Speech is 

sam pled at 8 KHz, and its amplitude is quantized with an 8-bit logarithmic scalar 

quantizer. N orth A m erica uses u-law PCM , and other countries use A-law PCM. 

G .7 11 is generally considered as noncom pressed and is often used as a reference for 

com parison [14]. -

CCITT G.721 standard operates at 32kb/s. G.721 uses A daptive Differential Pulse 

Code M odulation (ADPCM ) techniques, which exploit the signal correlation [14].

Low D elay Code Excited Linear Prediction (LD-CELP) is used for ITU-T 

Recom m endation G.728 [9], [10]. LD-CELP is a Code Excited Linear Prediction 

(CELP) coder using backward adaptive prediction to reduce delay.

IS-54 (Interim Standard 54) was created as the standard for the U.S. cellular system. A 

kind of CELP coder, Vector Sum Excited Linear Prediction (VSELP) is adopted [21].

FS1016 - U.S. Federal Standard 1016 is a 4.8kb/s CELP coder for secure voice system 

applications [17].

FS1015 - U.S. Federal Standard 1015 is a 2.4kb/s LPC speech vocoder used in secure 

voice systems [14].
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F S 1017 - U.S. Federal Standard 1017 is a M ixed excitation LPC vocoder (MELP) 

[42], [43] that provides close quality to the FS 1016 while operating at half of the bit 

rate of the FS 1016 coder (2.4kb/s).

Bit Rate (kb its/ s)

F ig u r e  1.1: Speech quality achieved by coding standards at different 

bit rates [14].

Figure 1.1 illustrates the performance of these coders. It is found that speech coders, 

such as CELP coding offer good quality for rates in the range of 4 to 16kb/s. The 

current goal in speech coding is to achieve toll or com munications quality below 

4kb/s.
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1 .4  I n t r o d u c t io n  to  W a v e f o r m  I n te r p o la t io n  C o d in g

CELP is, perhaps, the m ost successful speech coder of the past decade. However, 

speech quality obtained by CELP coding is found to degrade rapidly below 4kb/s. This 

is because o f the sparsity of bits (less than 0.5b for one sample of speech) which 

m akes it im possible to accurately represent the speech waveform. Recently, several 

new algorithm s have emerged in competition with CELP at 4kb/s and below. One 

prom ising approach is W aveform  Interpolation (WI) coding.

The W aveform  Interpolation coding algorithm was proposed by Kleijn in 1991 [29]. 

In W aveform  Interpolation coders, the input speech is represented by a sequence of 

pitch-cycle waveforms - Characteristic W aveforms(CW ). The coded speech is 

reconstructed by interpolation of the Characteristic W aveforms. Originally, W I was 

applied to voiced speech only, but in the later work, the algorithm was extended to 

both voiced and unvoiced speech by decomposition of the Characteristic W aveform 

[32]. The CW s are decom posed into a slowly evolving waveform (SEW), which 

represents the voiced com ponent of the speech, and a rapidly evolving waveform 

(REW ), w hich represents the unvoiced com ponent of the speech. These two 

w aveform s are quantized separately according to their perceptual properties.

The W aveform  Interpolation algorithm efficiently exploits the evolutionary nature of 

speech signal and human perception property. The reproduced speech achieves high 

perceptual quality even at very low bit rates. W aveform  Interpolation coding generally 

w orks at 2.4kb/s, but recently, W I coders operating from 1.2kb/s to 4kb/s have been
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reported [5], [6], [50]. Recent research is also concentrated in reducing the complexity 

o f W I coders [34], [50].

1 .5  A p p r o a c h  o f  T h is  T h e s is

This thesis deals with W aveform  Interpolation (WI) speech coding. The primary 

objective is to develop a W aveform  Interpolation coder and improve the 

im plem entation of coder. A baseline 2.4kb/s W I coder is developed first. The main 

procedures in W I coding, signal decomposition, quantization and reconstruction are 

investigated. Several new techniques are proposed and tested. A series of W I class 

coders w orking at different bit rates, and a W I coder with low level of complexity are 

also developed.

1 .5 .1  P it c h  D e te c t io n  o f  W I

In a W aveform  Interpolation coder, it is very im portant that the pitch track is 

sufficiently accurate. W rong pitch values may introduce clicks, clunks and other 

distortion in the reproduced speech. An improved pitch calculation mechanism is thus 

introduced. The pitch value is determined by a com posite correlation function. 

Possible pitch doubles and multiples are judged by setting a threshold.
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1 .5 .2  S p e c t r a l  D e c o m p o s i t io n  in  W I

Effective representation o f the SEW  and REW  is the key to coder performance. At 

low rates, the phase spectrum  of the SEW  and REW  is removed. Only the magnitude 

inform ation is transm itted. The SEW  and REW  m agnitude are quantized using 

different V D V Q  (Variable D im ension V ector Quantization) algorithms. The REW 

m agnitude is quantized using Chebyshev polynomials. The low frequency part of the 

SEW  m agnitude spectrum  is represented by eight bins, the high frequency part of the 

SEW  is derived from  the REW .

A nalysis-by-Synthesis (A-by-S) m echanisms have found favour in the low bit rate 

speech coders. H owever, W aveform  Interpolation coders depend on open-loop 

quantization and do not utilise A-by-S techniques. A closed-loop technique for 

quantization is proposed in this thesis, which incorporates A-by-S mechanisms. The 

results indicate a better perceptual performance than open-loop schemes.

1 .5 .3  S c a la b i l i t y  o f  W I

The W aveform  Interpolation structure also provides a feasibility to work at different 

bit rates. The output speech of the W I coder is generated by interpolating the speech 

prototypes being transm itted. By increasing/decreasing the update rate and/or the 

codebook size o f the prototype parameters, the bit rates of W I coders can be changed. 

Therefore, the W I coder can work at different bit rates with no or little change in the 

coder structure. The performance of W I coders working at bit rates above 2.4kb/s is
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exam ined in this thesis. Informal listening tests show successive improvement in 

speech quality.

1 .5 .4  W I  C o m p le x ity

W aveform  Interpolation coders provide good-quality speech at low bit rates. 

H ow ever, the coder has a very high level of com putational complexity. The high 

com plexity is m ainly introduced by the accurate SEW /REW  decomposition 

procedure, including the DFT operation, tim e alignment and the SEW /REW  filtering. 

At low bit rates, the bits allocated for the SEW  and REW  is very small. There is no 

need to generate a high resolution SEW  and REW  surface. Therefore, simplified 

SEW /REW  decomposition and quantization mechanism s are adopted. The highly 

com plex operations, such as time alignment and filtering are not required. At 2.4kb/s, 

the quality of the coded speech is similar to the high-com plexity version.

1 .6  L is t  o f  C o n tr ib u t io n s

• A 2.4kb/s W I coder is presented as the baseline coder for future research and 

developm ent (Chapter 2).

• The m ain coding operations in the baseline W I coder are investigated. Some new 

techniques are introduced to the improves the performance of the baseline coder 

(Chapter 3).
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•  An im proved pitch calculation algorithm is proposed. The reliability of the pitch 

track is increased even when the pitch period is changing rapidly. The algorithm 

can also detect pitch doubles and multiples (Chapter 3).

•  SEW  and REW  Quantization M echanism s are presented. Only the magnitude of 

the SEW  and REW  are transm itted. The SEW  m agnitude is represented by eight 

bins and the REW  m agnitude is represented by polynomials (Chapter 3).

• A nalysis-by-Synthesis techniques are incorporated in W aveform  Interpolation 

coding architectures. The perceptual perform ance of the coder is improved, 

com pared with the standard W I coder (Chapter 4).

•  W aveform  Interpolation coders working at bit rates above 2.4kb/s are presented. 

The perceptual quality of coded speech can be substantially improved by 

increasing the bit rate of the W I coder from 2.4kb/s to 3.6kb/s (Chapter 5).

•  A low com plexity W aveform  Interpolation algorithm is proposed. The 

com putational load can be dramatically reduced while the speech quality is 

m aintained (Chapter 5).

18



C H A P T E R  2

R e v ie w  o f  W a v e fo r m  I n t e r p o la t io n  

S p e e c h  C o d in g
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2 .1  I n t r o d u c t io n

This chapter presents the detail of the W aveform  Interpolation (WI) algorithm. The 

W I coder describes the speech as an evolving sequence of pitch cycle waveforms 

(W aveform  Interpolation) and decomposes the Characteristic W aveforms into a 

voiced com ponent (SEW ) and an unvoiced com ponent (REW). It also utilises some 

techniques w hich are used in other speech coders, such as LP analysis and LSF 

quantization. Further, almost all its parameters are interpolated, resulting in a smooth 

reconstruction quality. A 2.4kb/s W I coder is introduced as a baseline coder for future 

research.

Code-Excited Linear Prediction (CELP) coding is a popular speech coding algorithm. 

The key feature of CELP coding is the use of analysis-by-synthesis (A-by-S) 

techniques. The CELP algorithm and the A-by-S technique is also described in this 

Chapter.

This Chapter is organized as follows. In Section 2.2, a survey of the W I coding 

algorithm  is given. Section 2.3 presents the waveform interpolation (WI) algorithm. A 

brief overview of the CELP algorithm is given in Section 2.4. Finally, Section 2.5 

concludes this chapter.
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2 .2  S u r v e y  o f  th e  W I  a lg o r i th m

2 .2 .1  P r o to ty p e  W a v e fo r m  I n te r p o la t io n  C o d in g

The Prototype-W aveform  Interpolation (PWI) [31] coding algorithm is the first 

generation W I coder which was designed to code voiced speech at bit rates below 

4kb/s. Speech coders that work on a frame-by-frame basis, such as the CELP 

algorithm, provide good speech quality at bit rates above 4.8kb/s. However, when the 

bit rate is reduced, the quality of speech generated by CELP based methods degrades 

rapidly. In particular, for voiced speech, the correct degree of periodicity is no long 

properly preserved. In contrast, the PW I coding algorithm provides perceptually good 

speech quality at bit rates below 4kb/s [20], [31].

F ig u r e  2 .1 : An example of one frame of voiced speech (A), showing 

that voiced speech can be represented by evolving pitch length 

prototype waveforms (B).
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In the PW I coding method, voiced speech is interpreted as a concatenation of evolving 

pitch-length prototype waveforms. Therefore, voiced speech can be reconstructed by 

interpolation from  a sequence of prototype waveforms with an update rate of one 

w aveform  per 20~30 ms interval (see Figure 2.1). Thus, the proper level of periodicity 

o f the voiced speech signal is preserved.

A lthough voiced speech signals usually evolve slowly during regular intervals of 20 

30 ms, there are cases where the waveforms have significant dynamics, such as speech 

w ith high levels of aspirations. The pitch-cycle waveforms will not evolve smoothly, 

especially at frequencies beyond 1500 Hz [31]. Directly using PW I and ignoring the 

dynam ics o f the waveform will cause distortion (tonal artifacts) and make 

reconstructed speech unnatural. Keeping the waveform dynamics suggests the 

preservation o f the signal change ratio (SCR) of the w aveform [31]. SCR is defined as 

a m easure o f the similarity of waveforms. A long-term SCR (LTSCR) is defined as 

the SCR betw een the adjacent transm itted prototype waveforms. By adjusting the 

LTSCR, the periodicity of the reconstructed speech can be constrained to match the 

original speech. A short-term SCR (STSCR) is defined as the SCR between the 

adjacent interpolation waveforms. The dynamics of speech are preserved by replacing 

an appropriate fraction of the waveforms by noise, according to the STSCR value.

The w aveform  dynam ics of the voiced speech can be preserved by transmitting speech 

with LTSC R and STSCR adjustments, so that the distortion in the reconstructed 

speech will be greatly reduced. The com plete coder com bines W I with CELP coding 

for unvoiced speech segments [5] [31].
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Transm itting prototype waveforms with sufficient information about waveform 

dynam ics requires relatively high bit rates - between 3.0-4.0 kb/s. As PW I is only used 

for coding voiced speech, and CELP or other speech coding is needed for unvoiced 

segments, an accurate voiced/unvoiced division is required.

2 .2 .2  M u lt ip le  P r o to ty p e  W a v e fo rm  C o d in g

Recently, a new type of W aveform  Interpolation, M ultiple Prototype W aveform 

(M PW ) coding was suggested for representing waveforms at low bit rates with the 

w aveform  dynam ics preserved [6], [32], [33] ,[34]. M ultiple Prototype W aveform 

coding can also describe the unvoiced speech, making the voiced/unvoiced speech 

division unnecessary.

Prototype-W aveform  Interpolation has a low update rate of prototype waveforms, 

resulting in a high level of periodicity. This makes the algorithm only applicable to 

voiced speech. An increase in update rate allows a higher evolution bandwidth for 

prototypes, accom m odating both voiced speech, which has a high periodicity, and 

unvoiced speech, which is less periodic. However, increasing the update rate is, 

necessarily, associated with an increase in the bit rate if new decomposition 

m echanism s are not employed.

In m ulti-prototype w aveform (M PW ) coding, first a one-dimensional speech signal is 

transform ed to a two-dimensional Characteristic W aveform  (CW). Then the
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Characteristic W aveform  is decom posed into two com ponents, rapidly evolving 

w aveform  (REW ) and slowly evolving waveform (SEW ). The REW  and SEW are 

quantized differently according to perception theory. Because o f its low evolution 

bandw idth, the update rate of SEW  can be very low, sim ilar to the update rate of 

prototype w aveforms in a PW I coder. The REW , which has a high evolution 

bandw idth, is sam pled at a high rate, but the quantization accuracy required for REW  

is low. Thus, M ulti-Prototype W aveform  (MPW ) coding operates at a high update 

rate, allowing the coding of both voiced and unvoiced speech as well as background 

noise, w ith a low bit rate being maintained. The W I coders presented in this thesis all 

belong to the M PW  class of coders. The next section introduces a baseline 2.4kb/s W I 

coder.

2 .3  W a v e f o r m  I n te r p o la t io n  A lg o r i th m

U sing Characteristic W aveforms to describe speech and the subsequent 

decom position o f the Characteristic W aveforms are key features of W I coding. They 

are new  techniques which are not seen in previous speech coders. This section first 

gives the definition of Characteristic W aveforms and their decomposition. Then, a WI 

coding algorithm  working at 2.4kb/s is presented. The techniques used in the WI 

coding, such as LP analysis and quantization, pitch detection and gain quantization are 

also described.
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2 .3 .1  W a v e fo r m  I n te r p o la t io n  P r in c ip le s

2 .3 .1 .1  C h a r a c t e r is t ic  W a v e fo rm  

D e f in i t io n  o f  C h a r a c te r is t ic  W a v e fo rm s

In W aveform  Interpolation coding, the speech signal is represented by a series of 

evolving Characteristic W aveforms. V oiced speech is effectively a concatenation of 

slowly evolving pitch cycle waveforms, and if the pitch cycle waveform and its phase 

function are always available, then there will be no distortion in the reconstructed 

speech. Therefore, the one dimensional speech signal s(t) can be represented as a two 

dim ensional signal, with the pitch cycle waveform displayed along the phase 0

axis. W hile this is natural for voiced speech, it can also be made valid for unvoiced 

speech. For this reason, the waveform displayed along the 0 axis will be referred to as 

a Characteristic W aveform  (CW). Aligning the Characteristic W aveform along the 

tim e t axis results in a description of the evolution of this waveform (and its sample 

values), resulting in the two dimensional surface u(t,(j)) [33].

It is convenient to interpret the Characteristic W aveform as being derived from 

periodic speech. For voiced speech, the period of the speech is pitch period p, while 

for unvoiced speech, the period of the speech is an arbitrary value.
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u(t,(f)) is then a periodic function with a period of 2 k  along the 0 axis. For speech with 

a fixed pitch period, 0 can obtained by: 0(7) = 2 n  t  /  p .  For a time-varying pitch 

period, the phase is:

f i  2 k

0 ( f )  =  0 ( i o ) +  J —  d t  .......  ( 2 .1 )
p ( t )

Then, the one-dim ensional speech signal s(t) can be specified by the two dimensional 

surface w(7,0(7)):

s(t)  = u(t,(f)(t)) .......  (2.2)

such that s(t)  is a particular trajectory in the t, 0 plane.

As the CW  surface m(7,0(7)) is obtained from the one-dimensional speech signal s(t) by 

continuously sampling along a trajectory (7,0(7)), this m ethod for defining w(i,0(i)) is 

called the continuous sampling method.

D is c r e t e  C W  S u r fa c e

In practice, the continuous sampling procedure presented above is too complex for 

im plem entation. Instead, the discrete sampling m ethod is used. A discrete CW surface 

M(i/,0(r)) is obtained by sampling at fixed intervals tt on the time axis. The CW surface 

w(r,0(r)) can be reconstructed (approximately or perfectly dependent on sampling rate) 

by continuous interpolation of the discrete surface M(i„0(i)) [33]. Figure 2.2 shows an 

exam ple of the discrete CW  surface.

2 6



A m p l i t u d e

A mplitude

F ig u re  2.2: (a) One-dimensional speech signal (sampling rate is 

8000Hz); (b) Two-dimensional discrete CW  surface sampled at 

400Hz.

T he F o u rie r-se rie s  D escrip tion

The Characteristic W aveform can be described in the time domain or in the frequency 

domain. The Fourier-series description is particularly convenient as it provides 

flexibility of access to various frequency bands [33]. In this thesis, the Characteristic 

W aveform  u ( t if ( t f t i ) )  is represented by a Fourier series,
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(2.3)

K

u { t ,  , 0 )  =  ^ a t ( f , ) c o s  (k< j>) +  P k ( i f ) sin  ( k i p )

k=1

w here ock (t t ) and f i k ( t .)  are the K  tim e-varying Fourier series coefficients. In

implem entation, these coefficients are found by a DFT. The num ber of harmonics, K, 

is determ ined by the pitch of the Characteristic W aveform  surface at the point tx [6].

2 .3 .1 .2  D e c o m p o s it io n  o f  th e  C h a r a c t e r is t ic  W a v e fo rm

A ccurate transm ission of the CW  surface requires a high update rate, particularly for 

unvoiced sounds. The sampling rate of the CW  surface should, in principle, be at least 

once per pitch period. Table 2.1 shows the MOS for different update rates achieved by 

Kleijn [33]. H owever, for the perceptually accurate transm ission of the CW surface, 

only perceptually important information is needed.

C W  S a m p lin g  R a te  (H z ) 5 0 100 2 0 0 4 0 0

M e a n  O p in io n  S c o r e 2 .3 2 .8 3 .6 4 .0

T a b le  2 .1 : MOS as a function of the CW sampling rate

It has been found recently that, the perception of voiced speech and unvoiced speech 

differs greatly [33]. Firstly, for unvoiced speech, only the m agnitude spectrum and 

pow er contour is important. In contrast, for voiced speech, the phase of voiced speech 

is im portant for perception. Furtherm ore, the magnitude spectrum for voiced speech 

requires a m ore precise description than for unvoiced speech. Secondly, for voiced
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speech (which is quasi-periodic), the Characteristic W aveform  evolves slowly, while 

for unvoiced speech (which is nonperiodic), the CW  evolves rapidly [32], [33].

This suggests a decomposition of the CW  into voiced and unvoiced components, 

w hich have different quantization requirements. The voiced com ponent of the CW  is 

designated as a slowly-evolving waveform  (SEW ), and the unvoiced component of the 

CW  is designated as a rapidly-evolving waveform (REW ). These two components 

sum to the entire Characteristic W aveform , such that:

ti, (f)(ti)) — ,0 )  ....... (2.4)

The SEW  can be sam pled at a low rate, while the REW  requires a high sampling rate. 

Only the m agnitude spectrum of the REW  is transmitted, and the quantization 

accuracy required for this magnitude is low.

The SEW /REW  decomposition is accomplished with a simple filtering operation. Let 

h (m )  represents the im pulse response of a low-pass filter, the SEW  is then

U SEW (h  ’ = .......  (2.5)

The REW  can then be obtained from com bining eq. (2.3) and eq. (2.4).

w(ti,(l)(ti)) - Ŵ £̂ y( -̂,0) .....  (2.6)

2 .3 .2  W I  E n c o d e r

The Characteristic W aveform  surface extraction and the subsequent SEW /REW 

decom position introduced above are the com mon features in the W I coding
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paradigm s. There are a variety of W I coding schemes, developed by many researchers, 

w hich differ in the m ethods o f CW  extraction and the representation.

In som e early W I coders , the CW  extraction is perform ed in the speech domain [28], 

[31], but it was found that the residual domain extraction will reduce the discontinuity 

in the prototype [33]. Residual domain extraction is thus used in a majority of WI 

coders [6], [32], [33].

The prototype (CW ) representations also differ across W I class coders. The prototype 

can be represented in the time domain [5], as well as the frequency domain (DFT) [6], 

[33]. A lthough tim e domain representations are com putationally less complex, the 

advantage of the D FT representation is that it can efficiently separate the magnitude 

and phase spectrum  of the prototype [6]. This makes it possible to quantize the 

m agnitude and phase spectrum of the prototype separately according to the perceptual 

properties. The frequency domain (DFT) representation also makes incorporation of 

the m asking properties of the human perception system in the prototype quantization 

m ore convenient.

A 2.4kb/s W aveform  Interpolation (WI) coder is presented in this section (encoder) 

and the following section (decoder). Base on above discussion, the entire W I coding 

procedure operates on the linear-prediction (LP) residual of the input speech, and the 

extracted discrete CW  is described in Fourier series. The basic coding structure is 

from  a 2.84kb/s W I coder developed by Burnett [6]. This coder is designed to operate 

w ith a telephone bandw idth (200Hz~3400Hz) sam pled at 8000Hz. The coder operates
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• on speech fram es of 25ms corresponding to 200 samples. The speech signal is 

analyzed to extract the param eters of the W I coder for every 25ms frame. Figure 2.3 

provides a block diagram  of the encoder.

F ig u re  2.3: D iagram  of W I encoder

The speech signal is first converted to the residual domain via a linear-predictive (LP) 

analysis filter. The LP param eters are calculated once per frame and quantized as LSF
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vectors using a split-V Q  algorithm (the LSF param eters are linearly interpolated). The 

pitch period is extracted from  this residual signal once per frame. The pitch value is 

interpolated, and ten (interpolated) pitch length prototypes are extracted from the 

residual on the tim e axis and converted to the transform  domain by performing a DFT 

calculation. A fter alignment, the prototypes form a two-dimensional discrete 

Characteristic W aveform  surface (corresponding to u(t,(f)) dow nsam pled to a rate of 

400H z) in the D FT domain. For convenience and gain quantization purposes, the gain 

o f each Characteristic W aveform  is extracted and the CW  surface normalized. By 

filtering this surface along the time axis, the surface is decomposed into two 

underlying components, the rapidly-evolving w aveform (REW) and the slowly- 

evolving w aveform (SEW ). The param eters, gain, SEW , REW  are down sampled 

such that the update rates of gain, SEW  and REW  are 80Hz (twice per frame), 40Hz 

(once per frame) and 160Hz (four times per frame) respectively. After quantization, 

the inform ation for all param eters is transmitted.

P a r a m e te r C o d e b o o k  S iz e U p d a te  r a te  p e r  fr a m e T o ta l p e r  fr am e

L P C 30 1 30

P it c h 7 1 7

S E W 7 1 7

R E W 1 or 3 4 8

G a in 4 2 8

T o ta l 60

T a b le  2 .2 : Bit allocation for the 2.4kb/s W I coder
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Table 2.2 shows the bit allocation. D etails of the encoding procedures are described as 

follows.

2 .3 .2 .1  L P  A n a ly s is  a n d  Q u a n t iz a t io n  

L P  A n a ly s is

Linear prediction (LP) techniques are widely used in m odeling the speech signal in 

many low bit rate speech coders, including CELP, M BE, and WI. This model assumes 

an excitation and the vocal tract modelled as an all-pole filter. The excitation signal 

(LP residual signal) has a w hite spectrum. The filter coefficients are obtained using 

one o f num erous algorithms [45], [54]. In this thesis the autocorrelation technique 

attributed to Schur is utilised [45], [54].

In this thesis, a lOth-order linear predictive coding (LPC) filter is used. The LP 

residual signal r(t) is obtained from the speech signal s(t) by linear predictive (LP) 

filtering:

10

r ( t )  = s ( t )  + ^ a ns ( t - n )  .......  (2.7)

Figure 2.4 shows a segm ent of speech signal and LP residual signal sampled at 

8000Hz.

33



W aveform  A mplitude

W aveform  A mplitude

(b)

F ig u re  2.4: (a) Original speech; (b) LP residual of speech.

L S F  C a lcu la tio n

Transm ission of the LPC coefficients consumes a large part of the total bit rate, 

especially at low bit rates. An efficient method of coding the LPC coefficients is the 

quantization of Line Spectral Frequencies (LSFs), also known as Line Spectral Pairs 

(LSP) [26], [44].
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Prediction and reflection coefficients are frequently used as LPC parameters, however, 

the im plem entation of Line Spectral Frequencies (LSFs) provides a more efficient 

encoding than the prediction and reflection coefficients [26]. LSFs have some intrinsic 

properties w hich m ake it possible to em ploy significant bit-saving measures. In LSF 

quantization, one line spectrum  only associates with the spectrum near that frequency. 

Thus, LSFs can be quantized in accordance with properties of auditory perception 

(i.e., coarse representation of the higher frequency com ponents of the speech spectral 

envelope). This property also makes it possible to interpolate LSFs in speech 

coding(leading to smooth evolution of the speech spectrum), which is not possible for 

LPC prediction and reflection coefficients.

The definition of Line Spectral Frequencies (LSFs) results from the decomposition of 

the LP analysis filter into even and odd functions [26] [44]. The nth-order LP analysis 

filter is defined as:

A n( z )  = l - a lz~1 - a 2z~2 ------ a nz~n ....... (2.8)

where an is the nth prediction coefficient. By taking a difference and sum between 

A n( z )  and its conjugate function, the LP analysis filter is decomposed into a

difference filter and a sum filter:

Pn+i ( z )  = A n( z ) - z - (n+1)A n( z - 1) ....... (2.9)

G„+i(z) = A ,(z) + z ' ("+1)A lU “1) .......  (2-10)

Pn + 1 ( z )  is the difference filter, and Qn+l ( z )  is the sum  filter. The LP analysis filter can 

be reconstructed from  these two filters:
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(2 .11)AM )  =  \ [ P „ A z )  +  Q , , M ) \

Frequency(H z)

4000

0 10 20 30 40 50 60 70 80

Time (frame)

F ig u re  2.5: An example of LSF trajectories (the frame length is 25ms)

The roots o f the difference and sum filter are the lower and upper line-spectra of the 

LSF. Figure 2.5 shows an example of LSF trajectories. Thus, the difference and sum 

filter can be described as:

n / 2

(Z) =  (1 _  > n  [l -  2 x  Cos(2^  /  ^  )Z-’ + ] .......  (2.12)
k=1 

nil

s „ +1( z ) = ( i + z -i ) n [ i - 2 x c ° w / / I ) ^ ^ - 2] ....... (2 -i3 >
k=1

w here//; a n d / /  are the lower and upper line-spectra of the K t h  LSF, and /  is the 

sampling rate o f speech.
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The roots o f both the difference and sum filters are located on the unit circle of the z- 

plane, and the roots o f the difference and sum filter are interw eaved with each other so 

that the LSFs are in ascending order.

L S F  I n te r p o la t io n

In the W I coder described here, the LPC coefficients are calculated once per frame 

and converted to LSFs. Every frame is divided into five segments. In each segment, 

the LSFs are interpolated between the previous, current and future frame. The residual 

signal in each segment is obtained by using the interpolated LSFs. The LSF 

interpolation operation in the LP filtering procedure makes the residual signal 

sm oother [33].

L S F  Q u a n t iz a t io n

An error in one line-spectrum only distorts the spectrum of the LPC filter near that 

line-spectrum , and will not spread over the whole spectrum. Thus, LSFs can be 

quantized econom ically by exploitation of human auditory perception. As the low 

part o f the frequency spectrum is perceptually more significant than the high part, the 

low LSFs are quantized more accurately than the high LSFs. LSF coefficients are 

represented by three 10-bit vectors from a split- VQ codebook mechanism [44]. Three 

10-bit codebooks are assigned for the first three LSFs, the second three LSFs and the 

last four LSFs respectively. The LSFs are quantized by using mean-squared error 

(M SE) criteria.
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2 .3 .2 .2  W a v e fo r m  E x tr a c t io n  a n d  A l ig n m e n t

By successive extraction and alignm ent of the pitch-cycle prototypes (Characteristic 

W aveform s), the one dim ensional speech signal is transform ed into a two dimensional 

discrete CW  surface. This requires an accurate pitch value and a relatively simple 

prototype extraction process.

P it c h  I n t e r p o la t io n  &  W a v e fo rm  E x tr a c t io n

The pitch estim ation and w aveform extraction procedure operates on the linear- 

prediction (LP) residual domain. The pitch period is calculated once per frame and ten 

pitch-length prototypes are extracted from each frame along the time axis. The pitch 

value o f the prototype is obtained by interpolation of the pitch periods between the 

previous, present and future frames.

The location o f the extracted w aveform is adjusted by an offset so that the signal 

energy near the boundaries is m inimized. This will prevent significant discontinuities 

w hile interpolating between different prototypes [33]. The other advantage of this 

adjustm ent is that it can reduce distortion in the prototype if the pitch estimation is 

wrong. Figure 2.6 gives an example. If a prototype is extracted such that it has high 

energy boundaries, pitch errors will affect the prototype severely (the pulse in residual 

is often duplicated or misplaced). For prototypes bounded with low energy samples, 

pitch errors result in only minor distortion (see Figure 2.6).
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Proto type w ith correct pitch Prototype w ith correct pitch

P r o t o t y p e  w i th  p i t c h  e r r o r  P r o t o ty p e  w i th  p i t c h  e r r o r

(a) (b)

F ig u re  2.6: (a) Prototype started from high energy part of signal, (b) 

Prototype started from low energy part.

Since the LP residual signal has a clear pitch pulse and a low-energy portion between 

pulses, it is convenient to perform this procedure in the residual domain. The 

extracted prototype at time u  is then

0 ( t , , t )  =  r ( t , - £ ^  + t + A ) ,  i,) .......  (2.14)

w here r ( t )  is the LP residual signal and A is the offset. A can be up to 5ms in length. 

p ( t i )  is the discrete pitch length.

p {  0  =  f  .......  (2-15)

- where P  is the pitch period, T  is the sampling interval.

A fter the tim e domain prototype is extracted, it is converted to the transform domain 

by DFT:
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V ( t i ,<l>) = ' Z a i ( t i ) cos m  ) + P k ( t i ) sin (k<j>) =D F T  •  {v(i,., i)}
it

o < k < p ( t . )  ....... (2.16)

A lig n m e n t

Follow ing the prototype extraction the next step is alignment of the prototype or 

Characteristic W aveform  along the t axis. The phase of the prototype should be 

adjusted so the smoothness of the Characteristic W aveform  surface will be maximized 

in the t direction. The alignment procedure can be accom plished by alignment in the 

0 axis o f the present extracted prototype with the previous prototype. The phase shift 

is then [33]:

¿ ( i m+, ,0 )  = V(r„+p0 + </>„) .......  (2.17)

K-1

<PU = ™ * (L (y ( t m+i,<l> + <pe)U(t  „ ,<!>)'). re
k-0

K = m a x { p ( t J ,  p ( tm+])}

w here p ( tm) and p ( tm+i) are the pitch value of the two prototypes, [ 7 ( ^ , 0 )  is the 

aligned prototype at tim e tm+i, U { tm,(f)) is the prototype at the previous time interval 

tm and 0 u is the phase shift. If the two prototypes being aligned have different pitch 

lengths, the shorter one is padded with zeros at the end to the length of the longer one. 

A fter the alignm ent procedure, the prototype which has been padded with zeros is 

truncated to its original length.

4 0



P it c h  D o u b l in g

If the pitch doubles between the two prototypes to be aligned, the length of the 

prototype w hich contains the single pitch cycle w aveform  is doubled before 

alignment. The detail o f the procedure is described below. W hen pitch doubling 

happens, the prototype will contain two pitch cycle waveforms in the time domain. 

Equivalently in the D FT domain, the even coefficients o f the prototype are zeros or 

very small values, and the odd coefficients correspondent to the D FT coefficients of 

the one pitch cycle prototype. Thus the prototype which contains the single pitch cycle 

w aveform can be converted to a prototype containing two pitch cycle waveforms (i.e. 

a pitch doubled prototype) by:

U d,MA t m,2 k )  = U ( t m, k )

u i M (.tma k + i )  = (p,o)  .......

w here U dmble( tm, k )  is the prototype with doubled pitch. U doMe 

converted back to the one pitch cycle prototype by:

(2.18)

( tm, k )  can be

U ( t m, k )  = U dcMe( tm,2 k ) (2.19)

Figure 2.7 shows the one dim ensional speech residual signal and the two dimensional 

CW  surface (in tim e domain). The residual signal is the same as that shown in Figure 

2.5.
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W aveform  A mplitude

A mplitude

(a)

F ig u re  2.7: (a) LP residual of speech; (b) Two dimensional 

Characteristic W aveform  in residual domain.
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2 3 .2 3  G a in  E x t r a c t io n  a n d  Q u a n t iz a t io n

A fter alignm ent of the residual domain prototypes, the gain of each prototype is 

extracted. In practice, the prototype is converted to the speech domain through a LP 

synthesis filter, and the gain of the prototype is com puted in the speech domain. This 

m akes the signal gain independent of the gain of the LP synthesis filter, which means 

the speech pow er contour will be reserved even when the LSF transm ission or residual 

param eters are in error. Equations (2.20) and (2.21) are used to extract the gain of the 

prototype at a given tim e interval :

U V i tk )
U ( t n k )

M k )

j K-1

G { t , )  = — L \ u ' ( t n k)\
& k= 0

(2 .2 0 )

(2 .21)

w here A (k )  is the LP filter, U ' ( t n k ) is the speech domain prototype, and G(u)  is the 

extracted gain.

The signal gain is then converted to the logarithmic domain and low-pass filtered. The 

filter used here is a 21-tap FIR filter with a cut-off frequency of 40Hz. The gain is 

dow n-sam pled to 80Hz ( two gain per frame). It is quantized with a differential 

quantizer using a 4-bit scalar codebook. In the decoder, the gain is decoded, and then 

upsam pled to 400H z (the sampling rate of the prototype) by interpolation. As some 

changes in log speech gain can be fast, both linear and step-wise interpolation are 

used. For small changes in signal gain, the gain is linearly interpolated between
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successive intervals. For large changes in signal gain, step-w ise interpolation is used 

according to the following decision process [33]:

|d (lg G ( t i ))| > 0.3 step-wise interpolation

|d (lg G ( t i ))| < 0.3 linear interpolation

F ig u re  2.8: (a) Original speech waveform; (b) Coded speech using 

only linear interpolation gain quantization; (c) Coded speech using 

both linear and step-wise interpolation gain quantization.
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Figure 2.8 gives an exam ple of the gain quantization. A t the start and the end of the 

original speech, the signal pow er changes brutally, (see in Figure 2.8(a)). Using only 

linear gain interpolation, the speech signal always changes slowly and fails to catch 

fast changes in the signal pow er (see Figure 2.8(b)). By using both the linear 

interpolation (for small gain changes) and the step-w ise interpolation (for large gain 

changes), fast change of the signal pow er can be seen duplicated in the output speech, 

(see Figure 2.8(c)).

2 .3 .2 .4  S E W /R E W  D e c o m p o s it io n  a n d  Q u a n t iz a t io n

O nce the discrete CW  surface U ( t . ,Q )  (sampled at 400Hz) is obtained, it is 

decom posed into a slowly evolving waveform (SEW ) and a rapidly evolving 

w aveform  (REW ). The SEW  can be obtained as the weighted average spectrum of the 

prototypes w ithin the analysis frame. The REW  is the difference between the 

incom ing prototype and the SEW  [7].
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A m p l i t u d e

F ig u re  2.9: (a) Characteristic W aveform  surface (b) Slowly-evolving 

w aveform  (SEW ) (c) Rapidly evolving w aveform  (REW)
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Figure 2.9 gives one example of the SEW /REW  decomposition. The CW surface in 

Figure 2.7 is decom posed into the SEW  and REW  surfaces.

The SEW  and REW  surfaces are gain-normalized and then down-sampled. The 

transm ission rate of the SEW  is one SEW  per frame (40Hz), and the REW are 

transm itted four times per frame (160Hz), twice as a REW  vector index (3bit) and 

twice as a binary decision between the previous and next transm itted REW. Since the 

SEW  phase spectrum  is perceptually significant, in the baseline coder the whole SEW 

spectrum  is quantized as a complex vector. For the REW , the phase and magnitude 

spectrum are separated. Only the magnitude spectrum of the REW  is quantized.

2 .3 .3  W I D ec o d e r

The decoder diagram is shown in Figure 2.10. The first step is decoding the SEW and 

the REW . The prototype waveform (Characteristic W aveform) is obtained by adding 

the SEW  and REW  together. After, the prototype is converted from the residual 

domain to the speech domain by a linear-predictive (LP) synthesis filter and post 

filter. The speech domain waveform is gain-scaled and time-aligned. Then the 

Characteristic W aveform  is converted into output speech through continuous 

interpolation in the D FT domain.

4 7



F igu re  2.10: Diagram of W I decoder

2.3.3.1 S E W /R E W  D ecoding

In each frame, ten SEW s and REW s are obtained by decoding the transmitted SEW 

and REW  codebook indices. The SEW  surface is reconstructed by interpolation of the 

SEW  of the previous, current and future frames. For the REW , the magnitude spectrum 

is derived from  the REW  codebook. The REW  phase is approximated by a uniformly 

distributed Gaussian spectrum [7].

Figure 2.11 shows one frame of the decoded SEW  and REW  surfaces (sampled at 

400Hz), correspondent to the original SEW  and REW  in Figure 2.8.
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2CK

A m p l i t u d e

A mplitude

10

F ig u re  2.11: (a) Decoded SEW (b) Decoded REW

2.3.3.2 S ynthesis F ilte r

L P  Synthesis F ilte r

The residual domain prototype is obtained by adding the decoded SEW  and REW 

together. The residual domain prototype is then converted into the speech domain
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through an LP synthesis filter. The relation between the residual domain and speech 

dom ain prototype is described in eq.(2.22):

N

U\ t , , *  (t, )) = U{ t , , $ (/, )) -  I > „ t / , <t> (i,_„ ))
n= 1

(2 .2 2 )

A  = {a l , a 2, - - - , a N}

where an is the coefficient of M h LP filter A, U ( t i , 0 (ff)) and are the

residual dom ain and speech domain prototypes respectively. The inverse relation is 

(The prototype are periodic on phase axis.):

U(f ,  .*(»,)) = U\ t , , <P( t, )) + X  a , uï t , _  ))
n= 1

(2.23)

= U \ t „ W , ) ) x A

N

It is convenient to perform this convolution in the transform  domain. From eq.(2.23), 

we obtain:

U (ff, k )  = U \ t i, k )  x A ( k )  or

U ' ( t n k )
U ( t n k )

A ( k )

A ( k )  = D F T * ( A )

(2.24)

where A (k) are the D FT coefficients of the LP filter A. In contrast to the time domain 

LP synthesis filtering, the DFT domain convolution does not add delay to the coder.
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P o s t - f i l t e r

Low bit rate coders usually introduce some roughness to the reconstructed speech. A 

postfilter operation at the decoder’s output can enhance the speech quality. The post

filtering procedure exploits the human ear’s masking properties to trade off speech 

distortion vs quantization noise [11]. In speech perception, the formants of speech are 

perceptually more important than spectral valley regions. Therefore, the postfilter 

attenuates the com ponents in spectral valleys. The post-filtering procedure reduces 

perceived noise and only introduces m inor distortion in the output speech.

The post-filtering procedure contains an adaptive postfilter Hp and a tilt compensation 

filter H t. The adaptive postfilter should follow the formants and valleys of the input 

speech. As the frequency response of the LP synthesis filter is close to the spectral 

envelope of speech, the postfilter is derived from the LP filter A(z) ,  by scaling down 

the poles by a factor of a  ( 0 < a < l) .  This filter A (z /c c )  has lower formant peaks than 

that of A(z).  To reduce the spectral tilt of the all-pole filter A{z /oc ) ,  an all-zero filter is 

added [11]. In a similar manner to the LP synthesis procedure, the post-filtering 

procedure is performed in the DFT domain. The adaptive postfilter is given by:

_ A ( k / P )

p A ( k / a )
(2.25)

To achieve the best performance, the values of a  and f t  are selected to be 0.8 and 0.5 

respectively [11]. Figure 2.12(b) shows the response of the adaptive postfilter.
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M a g n i t u d e

M agnitude (b)
Frequency(lOHz)

F ig u re  2.12: (a) Frequency response of the LPC filter; (b) Frequency 

response of the adaptive post filter; (c) Frequency response of the 

postfilter (with tilt compensation).
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The adaptive postfilter introduces a muffling effect. A first order high-pass filter is 

used to com pensate the tilt effect [11]:

H , =  1 - 0 .5 - z " 1 .......  (2.26)

The overall frequency response of the postfilter is shown in Figure 2.12(c). Note that 

the frequency response has flat formant peaks, and the spectral tilt is greatly reduced.

Figure 2.13 shows the reconstructed discrete CW (in speech domain) surfaces from 

the decoded SEW  and REW  in Figure 2.11.
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A m p l i t u d e

A mplitude

F ig u re  2.13: (a) Decoded SEW  (b) Decoded REW  (c) Characteristic 

W aveform  in speech domain (post-filtered)
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2 .3 .3 .3  S p e e c h  R e c o n s t r u c t io n

G a in -S c a l in g

A fter the norm alized residual domain prototypes are converted into the speech 

domain, they are gain-scaled in that domain.

where U '  ( t . , k )  is the speech domain gain-scaled prototype.

C o n t in u o u s  I n te r p o la t io n

Finally, after time-alignment, the gain-scaled prototypes are converted into output 

speech by continuous interpolation. The DFT coefficients of the prototypes are 

interpolated at every output point, and the reproduced speech is obtained by an 

effective inverse DFT calculation.

The reconstructed speech op(t)  at an output point t which is between the prototype 

update interval U.i and U is given by:

x G (i ,) (2.27)

o p ( t )  = I «  k ( t ) cos(k(j)) + P k (t )  sin(k(/))
*=i (2.28)
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w here a k {t)  and f i k ( t )  are the DFT coefficients at time t, and K(t)  is the pitch value 

(prototype length) at tim e t.

ock ( t ) ,  P k ( t )  and K(t)  are obtained by continuous interpolation of the parameters of 

the prototypes transm itted at i,.; and U .

= a t ( 0 + / '  !  (*.■-■)
h  h-\ h - h - x

(2.29)

Pk(fi)+ /  . Pk(h-1)
Î / - ÎM h - h - x

K ( t )  =
t - t

1 - 1

i :  -  t:
m , ) +

t , - t

i-i t ; ~  t1-1
^ ( i M)

The DFT coefficients and pitch period of the prototype at time interval r, are a k ( t i ), 

fi k ( t . ) and AT(i/) respectively.

Figure 2.14 shows the output of the W I decoder. Compared with the input speech 

(Figure 2.5), the speech is closely reconstructed, excepting phase difference between 

the input and output signal, in contrast with waveform coders such as CELP, the 

decoded speech is not synchronous with the original speech. These phase differences 

are caused by the lack of prototype phase information retained in the extraction 

process.
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A m p l i t u d e

Discrete Time Index

F ig u re  2.14: (a) Characteristic Waveform; (b) Reconstructed speech.

2 .4  C E L P  A lg o r i th m

2.4.1 O u tline  o f th e  C E L P  C oder

Code excited linear prediction (CELP) was proposed in the mid-1980s. A CELP coder 

[1], [2], [3], [17], [18] consists of a slowly time-varying linear prediction (LP) filter 

and an excitation signal. The linear prediction filter is periodically updated and is
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determ ined by analysis of the current segment of speech. The CELP algorithm uses 

vector quantization (VQ) to determine the excitation signal. A set of excitation vectors 

(Gaussian sequences) is stored in a codebook. The excitation signal is determined by 

analysis-by-synthesis techniques. The encoder determines the excitation signal by 

feeding candidate excitations into an LP synthesis filter and selecting the one that 

m inimizes the perceptually weighted error between the original and reproduced 

speech.

F ig u re  2.15: Encoding principle of CELP algorithm

2.4.2 A nalysis-by-Synthesis T echnique in C E L P

One of the key features of CELP coding is the use of analysis-by-synthesis techniques 

[3], [20], which exploit the masking property of the human ear to reduce perceived 

noise. In a direct VQ scheme, the output quantization noise has equal energy at all the 

frequencies of the original speech, but frequency masking theory has shown that high 

levels of noise are undetectable by the human ear in the formant regions where speech 

signal has high energy. Therefore, the error between the original and reproduced 

speech is passed through a perceptual weighting filter which emphasizes the error in 

frequency bands where input speech has valleys and de-em phasizes the error in bands
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w here input speech has peaks. The perceptual w eighting filter is generally an auto 

regressive (AR) filter derived from the LP synthesis filter by scaling down the 

m agnitude o f the poles [1]. The effect of perceptual weighting is to reduce 

quantization noise in the spectral valleys and increase it near peaks. Thus, the 

quantization noise is pushed below threshold at all frequencies.

2 .5  C o n c lu s io n s

A review of W aveform  Interpolation coding has been presented in this chapter. A 

survey revealed that the W I coder was initially designed for coding voice at bit rates 

below 4kb/s (PWI). By using the waveform decomposition technique, the coder was 

extended to both voiced and unvoiced speech (MPW). A baseline 2.4kb/s WI coder is 

presented. The m ajor constituent W aveform Interpolation coding procedures, such as 

LP analysis, w aveform extraction and quantization, are described.

One popular speech coding algorithm, the CELP, was also introduced. The basic 

feature of the CELP algorithm, the analysis-by-synthesis (A-by-S) encoding procedure 

is described. This will be incorporated into W I coding in a later Chapter.
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C H A P T E R  3

IM P R O V IN G  T H E  P E R F O R M A N C E  O F  

T H E  B A S E L IN E  C O D E R

6 0



3 .1  I n t r o d u c t io n

This chapter introduces an improved W I coder working at 2.4kb/s. The basic coding 

architecture is the same as the baseline coder described in Chapter 2, but the coding 

procedures in that baseline coder are reinvestigated and improved. The LP analysis 

operation, LP filter, gain quantization, waveform continuously interpolation and 

speech reconstruction are found to work well in the baseline coder, and remain 

unchanged. However, techniques are developed to improve the pitch detection, LSF 

quantization, SEW /REW  decomposition and SEW /REW  quantization mechanisms, 

especially the SEW /REW  quantization, which is the main source of the coder 

distortion. Results show that the quality of the coded speech is improved.

This chapter is organized as follows. Section 3.2 describes an improved LSF 

quantization method. Section 3.3 presents a new pitch detection algorithm. Section 3.4 

presents the SEW /REW  decomposition. The SEW /REW  quantization mechanisms are 

discussed in Section 3.5 and Section 3.6. Coder performance is included in Section 

3.7. Section 3.8 concludes the chapter.
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3 .2  L S F  Q u a n t iz a t io n

In the baseline coder, the LSFs are quantized by using mean-squared error (MSE) 

criteria. Several researchers have found that a weighted M SE criteria, which quantizes 

the LSF according to their spectral sensitivities, can improve the perceptual 

perform ance [26], [38], [44], [45]. The coefficients o f the weighting filter are 

proportional to the values of LPC pow er spectrum of the given set of LSFs. Thus, the 

LSFs near spectrum peaks, which are more sensitive spectrally, are better quantized 

than those near spectrum valleys. The weighted MSE is defined by [44], [45]:

1
E k = ~ ' Z W k ( L S F l k ] - L S F [ k ] ) 2 .......  (3.1)

F  k=0

where £* is the w eighted MSE, LSF [k ]  is the £ th  original LSF parameter, L SF [ k ] is 

its quantization value, and the W* is the weighting function given by:

Wk = [ Q ( L S F [ k ] ) \  ....... (3.2)

where <20 is the LP sum filter ( see section 2.3.2.1). The LSF quantization distortion 

is determ ined by minimizing Ek •

LSFs cluster near the frequencies of spectrum peaks, and are spaced sparsely near the 

frequencies of spectrum valleys. Based on this property, an inverse harmonic mean 

(IHM) w eighting function is introduced and used for LSF quantization in this thesis 

[38], [45]. For a given LSF set, its spectral error sensitivities can be readily estimated 

from the distances between the adjacent LSFs. The IHM weighting function is then 

defined as:
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Wk =
1 1

+ •
L SF [ k  + 1] -  LSF [k ]  L SF [k ]  -  L SF [ k  -  1]

(3.3)

( k= l ,2 ' " 8 )

1 1
Wn = _____  _____ +

0 L S F [ 1 ] - I 5 F [ 0 ]  LSFfO]

(k=0)

W9 =
1 1

+
4000 -  L SF [9] L SF [9] -  L SF [8]

(k=9)

The IHM weighting function has a very small computational load and performs close 

to or sometim es slightly better than the spectral sensitive weighting (eq.(3.2)) [38]. 

Table 3.1 gives an example of the performance of a LSF quantizer using three 

different criteria, e.g., no-weighting, IHM weighting and spectral sensitivity weighting 

[38].

R a te N o -w e ig h t in g IH M S p e c tr a l

(b i t s / fr a m e ) (dB ) (dB ) S e n s i t iv i ty  (dB )

20 1.64 1.58 1.57

24 1.31 1.27 1.27

28 1.06 1.03 1.04

32 0.85 0.83 0.84

T a b le  3 .1 : Spectral Distortion (SD) of three different LSF quantization

schemes.
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3 .3  P it c h  D e t e c t io n

The W aveform  Interpolation coder requires reliable pitch detection. Errors in pitch 

estim ation will cause discontinuities and distortions in the reconstructed Characteristic 

W aveform  surface. For m ost pitch estimation methods, the reliability can be increased 

by increasing the analysis window length. However, for a speech signal where the 

pitch value changes rapidly, an increase in window size may result in an increase in 

the estim ation error.

3 .3 .1  P it c h  E s t im a t io n

Several pitch detection algorithms have been proposed, including the autocorrelation 

m ethod and glottal closure instant method [12], [25], [30], [47]. A modified pitch 

estim ation m ethod based on the autocorrelation method has been found to provide the 

best perform ance [30], [47].

This m ethod increases the estimation reliability even when the pitch period is 

changing. The pitch period is determined by a composite correlation function. First, 

the estim ation window is subdivided into three segments: past, current and future. For 

each of these segments, the normalized correlation function is computed.

R ( d )  = ^ lS ( n ) S ( n - d ) / ' £ lS ( n ) S ( n )  ....... (3.4)

A com posite function R COmPosite is then computed as follows [47]:
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R
com po s ite  

¡=f(d)

( d )  ~  K u r r e n M )  +

‘ - J  V“ /  r  -|  i - f ( d )  j-

)'-W(i)R P°* (<1 +  + 0 }

(3.5)

where d  is the candidate pitch value, w(i)  is the window, and f ( d )  is the window size.

The w indow s size f ( d )  determines the variation in pitch period allowed between 

segments. For reasons of convenience, A rectangular window is used here. As pitch 

period usually changes less than 10% between adjacent segments [47], the window 

s iz e /(d )  is chosen to be equal to d/10.  As the pitch period changes over time, the 

com position function is the sum of the correlation function of the current segment and 

the respective m axim um  correlation values of the past and future segments.

This m ethod only requires a minor computational increase when compared with the 

ordinary autocorrelation method [47], but provides a more reliable pitch period 

estimation.

Figure 3.1 gives an example of the pitch estimation. W hen pitch changes rapidly (the 

area where the arrows point to), the standard autocorrelation method makes 

estim ation errors, while the proposed method still provides a correct pitch trajectory.
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Pitch period changes quickly in these two places 
(more than 20% down), and standard correlation 
m ethod fails to track the pitch period. In these two 
places, the speech is m isjudged as unvoiced.

pitch period, and gives the correct pitch value.

F ig u re  3.1: (a) Pitch contour obtain by standard autocorrelation 

method; (b) Pitch contour obtained by the proposed method using 

com position function. (The pitch is sampled at 400Hz.)

3.3.2 P itch  M ultip le  C hecking

Once the pitch estimate P  has been found, a pitch multiple check procedure is 

performed. A set of the integer sub-multiples of P  which are greater than 20,

{ p / 2 , P / 3 , - , P / n }  is considered. Starting from the largest of the these sub-multiples, 

every sub-multiple is checked against the thresholds defined in (3.6), (3.7) and (3.8).
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R ( P ) >  1.0

R (P )  > 0.9

R ( P )

R ( ~ )
n

<1.35

a n d

a n d

R ( P )

P
R (~ )

n

R ( P )

R ( ~ )
n

< 2 5 (3.6)

<1.5 (3.7)

(3.8)

where R (P )  and R (—) are the correlation values of the pitch and its sub-multiple. If a 
n

sub-m ultiple satisfies the threshold, it will replace the original estimate. The reason 

for using different thresholds is that the pitch detector is more likely to make a pitch 

multiple error when the speech is highly periodic [25].

Furthermore, a pitch tracking method is used to improve the pitch estimate. Pitch 

usually changes slowly, and, thus the pitch estimates of the past frames can help to 

justify  the pitch of the current frame [25]. Let P.i  and P.2 denote the pitch estimates of 

the previous two speech frames. If:

P  -  P_2 < 0.1 x  P_2 and P -  P_2 > 0.3 x  P_ (3.9)

Then the current pitch estimate P  will be replaced by P/n ,  which:

— - P  
n

= mm (3.10)

From Figure 3.2, we see that the pitch multiple checking procedure successfully 

adjusts the doubled pitches.
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P i t c h  V a l u e

F ig u re  3.2: (a) Pitch contour before the m ultiple checking; (b) Pitch 

contour after the multiple checking.

3.3.3 P itc h  In te rp o la tio n

D uring the W I encoding and decoding procedures, the pitch period is interpolated 

betw een succeeding frames. As the pitch value may change abruptly, interpolation 

across these changes will make the waveform extraction procedure fail and cause 

degradation in the reconstructed speech. So, instead of direct interpolation of the pitch 

with current and nearby frames, the interpolation is perform ed between current pitch 

P

and Pnearby x I n t ( ~ f ri-■), where Pcurrent and P nearby  are the pitch of the current and
1 n ea rb y
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nearby fram e respectively [33]. Pitch quantization uses 7-bits. For 8000Hz sampling 

rate, the pitch  value ranges from  20 to 146, corresponding to pitch frequency from 

400H z to 55Hz. A pitch value of 147 represents an unvoiced frame.

Pitch Period

Pitch of 
current 
frame Pitch of future 

frame (doubled)

Pitch is interpolated between

Pcurrent < i n d  P futur e/2.

Current Frame Future Frame time

F ig u re  3.3: An example of the pitch interpolation operation.

3 .4  S E W /R E W  D e c o m p o s it io n

In Chapter 2, the Characteristic W aveform s are roughly decom posed where the SEW 

is defined as the m ean prototype of the analysis frame, and the REW  is equal to the 

incom ing prototype minus the SEW . Here, a 21-tap FIR low pass filter is used to 

improve the decom position accuracy. This FIR filter will result in a one frame delay 

(ten prototypes). S im ilar to the alignment procedure, the D FT prototypes are padded 

with zeros or truncated at the end to have the same length before passing into the 

filter. If the pitch doubles in the successive frames, a procedure sim ilar to that 

described in Section 2.3.2.2 is perform ed to force the prototypes fed into the FIR filter 

to contain the same num ber of pitch cycle waveforms. For best performance, the
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filtering operation is perform ed on the unnorm alized discrete CW  surface [33], which 

em phasizes the w aveform s of loud regions.

M agnitude

F ig u re  3.4: Frequency response of low pass FIR filter (comer 

frequency is 20 HZ)

The sam pling rate o f the SEW  is 40H z (one SEW  per frame). As the 

perception o f vowels will be affected if the lowpass frequency is lower than 

16Hz [33], the cu t-off frequency of the FIR lowpass filter is chosen to be 20 

Hz. Figure 3.4 gives the frequency response of the filter. Com pared with the 

decom position m ethod introduced in Chapter 2, use of the FIR filter gives a 

sm oother SEW  surface. The FIR lowpass filter offers 8.75dB attenuation in 

signal am plitude at half o f the SEW  sampling frequency (20Hz). To increase 

the attenuation and hence reduce aliasing, the length o f the FIR filter needs to 

be increased. A  41-tap FIR filter with com er frequency of 18Hz gives 14.0dB
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am plitude attenuation. H ow ever, increasing the filter length will also result in 

a significant increase in the com putational load and the delay o f the coder.

3 .5  S E W  Q u a n t iz a t io n

SEW  quantization is im portant for the perform ance o f the W I coder. In the SEW 

quantization m echanism  described here, the SEW  phase and m agnitude spectrum are 

separated. The m agnitude spectrum is quantized by a 7-bit codebook and transmitted, 

w hile the phase spectrum  is not transm itted, it is derived from  the transm itted pitch 

inform ation [34].

3 .5 .1  S E W  P h a s e  Q u a n t iz a t io n

For unvoiced  speech (classified as a quantized pitch value of 147), the phase spectrum 

of the SEW  is a uniform ly distributed random signal, representing a spread-out 

w aveform. W hile for voiced speech (pitch value 20-146), the SEW  phase spectrum is 

a typical pulse phase spectrum that is extracted from  real speech (see Figure 3.5) [34].
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F ig u re  3.5: Typical pulse phase spectrum

Two m ethods used to m ake the voiced/unvoiced decision are considered. One is based 

on the norm alized correlation function R ( p ) .

R ( p )  >= 0.5 The speech is judged as voiced.

R ( p )  < 0.5 The speech is judged as unvoiced.

The other m ethod is based on the shape of the extracted prototypes in the time 

domain. If the prototype is flat, it is judged to be from a voiced segment. If the 

prototype contains a pulse, it is judged as unvoiced. First, the average gain of the 

prototype A is calculated:

A ¿ a
t=o

(3.11)

w here N  is the prototype length, and £/(ff ,r) is the tim e-dom ain prototype at time 

interval U.

72



Then the biggest absolute value of the tim e-dom ain prototype samples A max is found:

Ana* =  m a x { |[ / ( i ( ,0 ) | , |t /  ( t t ,1)|, • • • , \ u  ( f , , A 0 |} (3.12)

Finally, the voiced/unvoiced decision is m ade according to:

Anax > 3.65 x  A  The prototype is judged as voiced.

A™<3-65x Â The prototype is judged as unvoiced.

The later m ethod w hich is based on the tim e domain prototype shape makes a better 

voiced/unvoiced decision during the informal listening test. The tonal effects in the 

output speech are reduced.

3 .5 .2  S E W  M a g n itu d e  Q u a n t iz a t io n

For the SEW  m agnitude quantization, the SEW  m agnitude above 800 Hz, which is 

less im portant in terms of perception, is inferred from the REW  magnitude. As the LP 

residual signal has a flat pow er spectrum, the m agnitude spectrum of the SEW can 

approxim ated by [5], [34]:

\ S EW { f ) \  = \ - \ R E W { f ) \  f  > 800Hz .......  (3.13)

For the SEW  m agnitude below 800Hz (which is more important perceptually), a 7-bit 

eight dim ensional codebook describes the spectral behaviour. Each dimension 

represents a frequency bin, covering a 100Hz spectral region. During the SEW 

codebook search, the candidate SEW  is derived from the codebook by:
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(3.14)
SEW cand{k)\ = \SEWc M {n)\ 

n  = int(80 * k  /  p i t c h )

The original SEW  and the SEW  candidature are converted to the speech domain 

through the LP filter:

\SEW '(k ) \
I s g w w l

\A (k ) \

SEW .
ca n d

\SEWcand( k )

\A (k ) \

(3.15)

where A (k )  is the LP analysis filter, |.S£tV'(/:)| and SEW .ca n d are the magnitude

spectrum o f the speech domain SEW  and SEW  candidature. The SEW  codebook 

selection is perform ed in the speech domain by using the mean squared error (MSE) 

criteria.

Figure 3.6 shows an example of the original and quantized SEW  magnitude. It can be 

seen that below  800Hz, the SEW  magnitude is accurately quantized by the 7-bit SEW 

codebook. A bove 800Hz, the SEW  magnitude is derived from the REW  and is only 

roughly quantized.
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800Hz

F ig u re  3.6: (a) Original SEW  magnitude; (b) Decoded SEW 

m agnitude. (The length of this example SEW is 16.)

3.6 R E W  Q u an tiza tio n

3.6.1 R E W  P h ase  Q u an tiza tio n

In Chapter 2, the REW  phase spectrum is approximated by a uniform distributed 

G aussian random  spectrum. Another REW  phase representation method is tested here.
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It has been found that for unvoiced speech, the residual signal can be replaced by 

w hite noise with the pow er contour and the spectral pow er envelope preserved [33]. 

Therefore, a random  w hite noise is generated and transform ed to the DFT domain. 

The REW  is then reconstructed by weighting the white noise with the transmitted 

REW  m agnitude in the D FT domain. This method gives good reconstructed speech 

quality but is com putationally too complex.

3 .6 .2  R E W  M a g n itu d e  Q u a n t iz a t io n

O wing to the com plexity problem, a polynomial representation of the REW

m agnitude is proposed. The Chebyshev polynomials are historically the oldest of

various sets of orthogonal polynomials [48]. Five shifted Chebyshev polynomials

represent the REW  m agnitude spectrum. The first five shifted Chebyshev polynomials

are defined as:

T0( x )  = 1 

7j(x) = 2 x — 1

T2( x ) = S x 2 — 8 x + 1 0<x<l ....... (3.16)

r 3(jc) = 32x3 - 4 8 x 2 + 1 8 jc - l

T4 ( x ) = 128jc4 -  256x3 + 160x2 -  32* + 1
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F ig u re  3.7: Shapes of shifted Chebyshev polynomials

The REW  m agnitude spectrum can be described by Chebyshev polynomial

expansions:

REW{k) = Y , a X ( r | )
77=  0 &

(3.17)

K- 1

a ,

a .

- t - 'Z R E W ( k )
&  k = 0

2 I ] R E W ( k ) - T n ( ^ ) n = l,2 „4

^ • 7 T ,=0 j k _

\ K (l  K

w here /if is the prototype length, are the coefficients of the polynomial expansions. 

The REW  m agnitude is quantized using a 3-bit vector codebook of sets of polynomial 

coefficients. Let a n* represent a set of polynomial coefficients in the REW  codebook, 

the error criterion is then:

K- 1

E  =  ^ ( R E W ( k )  -  I X Tn ( - ) ) 2 
¿=0 «=o

(3.18)
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F ig u re  3.8: E ight shapes in the REW  m agnitude codebook

Figure 3.8 shows the shapes in the REW  codebook. Shapes 1 and 2 can represent the 

REW  w hich m ost of the signal power is in the low frequency region, while shapes 3, 

4, 5 and 8 represent REW s with more energy in the high frequency region. Shapes 6 

and 7 represent REW s with flat magnitude spectrums. These eight shapes cover 

almost all kinds of REW  magnitude spectrum. As the REW  is only represented by 

low order Chebyshev polynomials, there are peaks in the REW  codebook shapes. 

Since the real REW  has a relatively flat magnitude, these peaks in the REW 

m agnitude spectrum  may introduce tonal effects in the output speech which are 

undesirable. At low rates, these peaks in the REW  spectrum have little effect on the 

output speech quality, however, it is worthwhile considering high-order polynomials 

w hich give m ore accurate representation for higher bit rate transmission.
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3 .7  C o d e r  P e r fo r m a n c e

The perform ance o f the new 2.4kb/s W I coder was tested using a two-step testing 

procedure. In the initial step, a W I coder which uses unquantized parameters was 

tested. This coder incorporated the new pitch detection and SEW /REW  

decom position m echanism s introduced in this chapter. Figure 3.9 (b) shows one 

frame of the reproduced speech of the “unquantized” coder. The reconstructed speech 

approached “transparent” speech quality. The coded speech scored 3.71 in MOS tests. 

This result indicates that, by using the new pitch detection and SEW /REW  

decom position algorithm s, the speech waveform are successfully extracted, 

decom posed and reconstructed.

In the second step, the parameter quantization is examined. A new 2.4kb/s fully- 

quantized W I coder is tested. The pitch, gain, LSFs, SEW  and REW  quantization are 

included. Figure 3.9 (c) show a segment of the coded speech. The speech achieves 

perceptually good quality. The LSF, SEW  and REW  quantization mechanisms which 

are introduced in this chapter were proved to be more superior then those used in the 

baseline coder. The SEW /REW  quantization was found to be the key element to the 

coder perform ance. To obtain transparent speech quality, the SEW  and REW  have to 

be well quantized.
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A m p l i t u d e

. , (a) D iscrete Time Index
A m plitude

(b) D iscrete Time Index
A mplitude

(c) Discrete Time Index

F ig u re  3.9: (a) One frame of original speech; (b) The reproduced 

speech o f the W I coder with all the parameters unquantized; (c) The 

reproduced speech of the improved 2.4kb/s W I coder.
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Informal listening tests were conducted to evaluate the perform ance of the new 

2.4kb/s fully quantized W I coder. It was found that the new coder performs better 

than the baseline coder introduced in Chapter 2. A mong the 16 listeners, 87.5% (14 

listeners) preferred the speech quality o f the new coder, w hile only 12.5% (2 

listeners) preferred the baseline coder. The output speech o f the new coder was judged 

sound clearer, m ore natural and less noisy.

3 .8  C o n c lu s io n s

This chapter introduces some techniques to improve the performance of the W I coder. 

The pitch detection, LSF quantization, SEW /REW  decomposition and SEW /REW  

quantization m echanism s are improved. Results show that this W I coder reproduces 

alm ost transparent speech using unquantized parameters. The fully-quantized 2.4kb/s 

W I coder w orks well in terms of perceptual quality.

It was also found that the SEW /REW  decomposition and quantization are essential to 

the speech reconstruction quality. In the next Chapter, the analysis-by-synthesis 

m echanism  is considered for the SEW /REW  quantization.
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C H A P T E R  4

W A V E F O R M  IN T E R P O L A T IO N  

A N D  A N A L Y S IS -B Y -S Y N T H E S IS
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4 .1  I n t r o d u c t io n

A nalysis-by-synthesis (A-by-S) is one of the key features to the success of the CELP 

class speech coder. The analysis-by-synthesis m echanism  integrates the decoder 

(synthesis) into the encoder (analysis) loop. The coder param eters are found by 

m inim izing the m ean squared error (MSE) between the original and synthesized 

speech signal. This error signal is perceptually weighted by a filter W ( z ) .  Figure 4.1 

shows the diagram  of the analysis-by-synthesis technique.

input

speech

Encoder Decoder
(Analysis)

Iff (Synthesis)

F ig u re  4.1: A nalysis-by-synthesis mechanism principle

The perceptual w eighting filter W ( z )  increases the noise in the form ant regions and 

reduces it in betw een form ant regions. W ( z )  is given by [3]:

p

1+ X k

W ( z )  = ----- f 1.............  .......  (4-1)

1 +  X a V *
*=i
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w here a k is the coefficient o f the pth  order LP filter, a  controls the increase in the 

noise pow er in the form ant regions. For a sampling rate of 8000Hz, a  is typically 

chosen to be 0.8 .

W aveform  Interpolation coders have been found to be successful at low bit rates [33], 

[34]. H owever, W aveform  Interpolation coders do not incorporate the analysis-by

synthesis m echanism . Instead, W aveform  Interpolation uses open-loop quantization of 

Characteristic W aveform  parameters. A closed-loop W I coder which uses an altered 

analysis-by-synthesis m echanism  is proposed here. This technique operates on a 

prototype-by-prototype basis, optimizing a codebook search within each frame.

This chapter is organized as follows. Section 4.2 discusses how to adapt analysis-by

synthesis m echanism s to the W I coder. Section 4.3 presents approaches to analysis- 

by-synthesis in closed-loop W I coding. Section 4.4 discusses the incorporation of the 

perceptual w eighting filter in analysis-by-synthesis architecture. Section 4.5 presents 

the results. Finally, Section 4.6 concludes this chapter.

4 .2  A d a p t in g  A -b y -S  to  W I

The fundam ental problem  when considering incorporation of the analysis-by-synthesis 

technique in W aveform  Interpolation is that the reproduced speech of a W I coder is 

generally not synchronous with the original speech. As a result, the mismatches in 

tim e alignm ent o f the original and reproduced speech will introduce a significant
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increase in error signal energy which is perceptually irrelevant. This prevents the 

im m ediate adoption of A -by-S techniques in W I coding.

To overcom e this w eakness, a generalized analysis-by-synthesis paradigm is proposed 

[47]. The concept of this new paradigm is shown in Figure 4.2. The original speech is 

m odified so that it optim ally matches the speech produced by the decoded speech. The 

error m inim izing procedure is based on the m odified input speech and the speech 

produced by the decoder.

input
M odifier

Encoder 1IH I D ecoder
(Analysis) H H »IS iP

(Synthesis)

Perceptually W eighted
Error M inimizing

F ig u re  4.2: Generalized analysis-by-synthesis paradigm

Closed-loop W aveform  Interpolation is an example of the implementation of the 

generalized analysis-by-synthesis technique. Instead of direct sample-by-sample 

com parison of the input and output speech signal, a set of unquantized prototypes 

(Characteristic W aveform s) are used to represent the modified input speech. This 

series o f prototypes is com pared with the synthesized prototypes and the speech 

encoded by m inim izing the perceptually weighted error between the original and 

synthesized prototypes. C losed-loop W I coders operate on a prototype-by-prototype
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basis. If each prototype is accurately quantized, an accurate representation of the input 

speech w ill be achieved [7].

4 .3  A p p r o a c h e s  t o  A -b y -S  in  W I

A series of restrictions are placed on the incorporation of analysis-by-synthesis 

m echanism s in W aveform  Interpolation coding by the low rate parameter 

transm ission. In W I coders, the prototypes are generally described by a Fourier-series, 

and at low bit rates, the phase information of the prototype is discarded. Thus, both 

m agnitude and m agnitude/phase closed-loop searching is investigated in this Chapter.

In W aveform  Interpolation coding, the prototype (Characteristic W aveform) is 

decom posed into the slowly-evolving-waveform (SEW ) and rapidly-evolving- 

w aveform  (REW ) components. A direct prototype analysis-by-synthesis search can be 

achieved by jo in t optim ization of the SEW  and REW  vectors. However, this one-stage 

search requires high com putation. For a 7-bit SEW  and 3-bit REW  codebook, the one- 

stage search needs 128*8 tim es of SEW /REW  selection operation. Instead, a two- 

stage sub-optim um  search is used to reduce the com putational load. The SEW and 

REW  vectors are then selected sequentially and each codebook search attempts to find 

the vector w hich m inim izes the quantization error. The two-stage search needs only 

128 tim es of SEW  plus 8 times of REW  selection operation.

In this thesis, the SEW  m agnitude below 800Hz is quantized, while the magnitude 

response o f the SEW  above 800Hz is approximated by l - \ R E W \ .  For each of the ten
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prototypes in a frame, the mean squared error betw een a candidate SEW  vector and 

the prototype is com puted. This operation is perform ed in the speech domain. The 

error com putation is perform ed as:

y l W ^ W l  \U(k)\

* |a (*)| |a » I

fc= l,2 ,...,(A :m/10)

(4.2)

w here K m is the interpolated pitch value (prototype length), SEW cand(k) is the 

candidate SEW  vector, U(k)  is the incom ing prototype and A (k )  is the LP synthesis 

filter.

For the analysis-by-synthesis search of the REW  vector, the correct level of REW 

m ust be established. As the REW  represents the noise com ponent of speech, the REW 

can simply be com puted as the extracted prototypes following removal of the mean of 

the ten prototypes of that frame.

A m ore accurate REW  search is described below. First, the SEW  vector is selected as 

described above. Then, the REW  vector search is performed upon adjusted incoming 

prototypes, w ith the quantized SEW  contribution subtracted. To complete this 

subtraction, the SEW  phase information is needed. The SEW  phase spectrum can be 

considered to be identical to the incoming prototype or to be the fixed SEW  phase 

used at the decoder. In the latter case, the SEW  and the incoming prototype should be 

tim e-aligned before the subtraction operation. These two methods offer similar 

perform ance, but the latter one which requires the alignment procedure is
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com putationally m ore com plex. The REW  search is then perform ed by computing 

aggregate m ean squared errors between the adjusted prototypes and the REW  in the 

speech domain.

4 .4  P e r c e p tu a l  W e ig h t in g  F i l t e r

The incorporation o f the analysis-by-synthesis architecture in W aveform  Interpolation 

coding allow s for the exploitation of perceptual w eighting techniques. The search 

process is identical to that discussed in Section 4.3, apart from the addition of the 

perceptual w eighting filter. In the SEW  vector search, the w eighted mean squared 

error is com puted as:

k

S E W cnai{ k )  | | t /W | 

|A (*)| |A (*)|
W ( k )

\SEW cmd(k)\ \U(k)\ A ( k )

|A(*)| |A(*)| A ( k / a )

(4.3)

fc= l,2 ,..., ( K J IO )

w here W(k)  is the perceptual weighting filter. To reduce the com putational load, the

perceptual w eighting filter is m oved into the synthesis procedure:

k

\ S EW cmJ(k) \ U ( k ) A ( k )

¡A(fc)| A ( k ) A ( k l a )

\ S EW cmd{k)\

\ A { k ! a ) \

| U (k ) \

|A(fc/a)|

k = \ , 2 , . . . , ( K mnO )

(4.4)
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This m ethod for com plexity reduction is sim ilar to that used in the CELP algorithm 

[16], [55].

Second stage IREWI search

F ig u r e  4.3: closed-loop SEW /REW  search m echanism

The closed-loop REW  search can be modified in a sim ilar way to incorporate the 

perceptual w eighting process:
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k

=s

\R EW cmd(k)\ A { k )

|A « | |A(*)| A ( k ! a )

\REWcnad(k)\ P  (fc>|
\ A ( J d a ) \  \ A ( k / a ) \

(4.5)

w here U  (k)  is the incom ing prototype adjusted by the chosen SEW  vector.

The com plete analysis-by-synthesis search process of closed-loop W I coding is shown 

in Figure 4.3.

4 .5  R e s u l t s

The perform ance of the closed-loop W I coder which uses analysis-by-synthesis 

techniques and ordinary open-loop W I coder is examined. Informal listening tests 

show that analysis-by-synthesis W I coders achieve equivalent speech quality to the 

standard open-loop W I coder. However, the closed-loop W I coder which uses 

perceptually w eighted analysis-by-synthesis techniques was preferred by a significant 

m ajority o f listeners. Com pared with the open-loop W I coder, it produces clearer and 

sm oother speech w ith an appropriate SEW /REW  level being established.

A m ong the 16 listeners, 75% (12 listeners) favored the closed-loop coder using 

perceptual w eighting A-by-S technique, 12.5% (2 listeners) gave no preference, and 

12.5% (2 listeners) preferred the open-loop coder.
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A m p l i t u d e

( a ) D iscrete Time Index 

D iscontinuity exists in the output speech

(b) D iscrete Tim e Index

No such discontinuity in the output

(c) D iscrete Tim e Index

F ig u r e  4 .4 : (a) Input speech signal; (b) The reconstructed speech by 

the open-loop W I coder; (c) The reconstructed speech by the closed- 

loop W I coder.
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Figure 4.4 gives an exam ple of the open-loop coded (b) and closed-loop coded (c) 

speech signal. It can be seen that the speech of the closed-loop coder evolves 

smoothly, w hile the speech generated by the open-loop coder has a certain degree of 

discontinuity in some parts of the waveform, (notice the area where the arrows point 

to).

The closed-loop W I coder also surpasses the open-loop coder in terms of delay and 

com plexity. In the open-loop W I coder, the REW /SEW  are decomposed by 

highpass/low pass filtering. The SEW /REW  filtering is a com plex operation (for a 

pitch period o f 40, the SEW /REW  filtering needs more than 16,000 multiply/adds per 

frame) and generates at least one frame of delay. However, in the analysis-by

synthesis W I coder, the SEW  and REW  search is performed directly upon the 

incom ing prototype, the highpass/low pass filtering decomposition procedure is 

elim inated, resulting in a sim pler encoding architecture.

4 .6  C o n c lu s io n s

This chapter presents an altered analysis-by-synthesis m echanism which overcomes 

the non-synchronous nature of the input/output speech of W I coding. The proposed 

architecture operates on a prototype-by-prototype basis. A two-stage sub-optimum 

SEW /R EW  vector search is used. The CELP style perceptual weighting techniques are 

exploited in both the SEW  and REW  search. In conclusion, the results indicate th a t,
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the incorporation o f perceptually weighted analysis-by-synthesis mechanisms into 

W aveform  Interpolation improves the coder performance.
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C H A P T E R  5

W A V E F O R M  IN T E R P O L A T IO N  

A T  B IT  R A T E S  A B O V E  2 .4  K B IT S /S  

A N D  L O W  C O M P L E X IT Y  W I  C O D E R
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5 .1  I n t r o d u c t io n

One of the distinguishing advantages of W I coders over other low rate algorithms is 

that they offer scalability to higher rates [7]. W aveform  Interpolation coders encode 

input speech on a prototype (Characteristic W aveform) basis. The information in the 

prototypes is quantized and transm itted with the W I decoder reconstructing speech by 

interpolation o f the received prototypes. By increasing the update rate and/or 

quantization accuracy o f the speech prototypes, scalability to higher bit rates can be 

achieved. This chapter utilises this fact to produce W I coders at bit rates between 

2.4kbits/s and 3.6 kbits/s.

It is know n that W I coders can reproduce transparent speech given that all the 

parameters are unquantized (see Chapter 3 and [7]). This suggests the possibility of 

im proving the perform ance of the W I coder at higher bit rates, where parameters are 

quantized m ore accurately than at 2.4kb/s. This chapter tests the performance of both 

open and closed-loop A-by-S W I coding mechanisms at higher bit rates. Using the 

2.4kb/s coders described in Chapter 3 (open-loop) and Chapter 4 (closed-loop) as a 

basis, the im provem ent in speech quality attained by allocating further bits to each 

individual coder param eter is investigated. Efficient allocation of bits among the 

different quantized parameters can thus be achieved at a variety of higher rates.

A lthough W I coders can provide high quality speech, the primary disadvantage is the 

high com putational load associated with the waveform extraction and quantization. 

Techniques have been developed to reduce the coder com plexity with no or very little
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degradation in the perceptual quality of the reconstructed speech. Such techniques are 

described in this Chapter.

This Chapter is organized as follows. Section 5.2 presents the effect of higher bit rates 

for each o f the param eters. Section 5.3 gives the bit allocation of coders operating 

betw een 2.4kb/s and 3.6kb/s and examines the coders performance. Section 5.4 

discusses the m otivation for low-complexity W I coding. Section 5.5 presents the low- 

com plexity SEW /REW  decomposition, analysis and quantization. Section 5.6 presents 

the low -com plexity W aveform  Interpolation coding architecture. Finally, Section 5.7 

concludes this chapter.

5 .2  T h e  E f f e c t  o f  H ig h e r  B it  R a te s  f o r  E a c h  P a r a m e te r

Firstly, the effect of higher bit rates for each individual param eter used in W I coding 

is exam ined. The W aveform  Interpolation algorithm codes speech using the LSFs, 

pitch, gain, SEW  and REW  parameters. Given extra bits for each o f these parameters, 

either the size of the codebook, or the update rate or both can be increased. Each of 

these possibilities and the consequences of the choice in perceptual terms is 

considered. As the SEW  and REW  are quantized by significantly different 

m echanism s in the open-loop and closed-loop W aveform  Interpolation coders, the 

perform ance of the two coders for varying SEW and REW  update and coding rates 

m ight be expected to differ substantially. Hence, the SEW  and REW  quantization at 

high bit rates are investigated separately for open-loop and closed-loop W I coders. .
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5 .2 .1  L S F  a n d  P it c h

30-bit Split- VQ LSF transm ission, which is used in the 2.4kb/s W I coder, results in 

< ld B  distortion and is generally considered to be transparent [45]. A more accurate 

representation will not introduce significant perceptual improvement. Furthermore, 

the codebook size can be reduced to 26-bits by using m ulti-stage LSF codebook 

quantization [44], [45]. The update rate of once per 25ms frame is adequate and while 

an increase im proves perceptual quality, the significant bit-rate increase is unjustified.

For the pitch, 7-bit integer representation of the pitch value(20~147 for 8000Hz 

sam pling rate) is adequate. This is particularly the case in W I where m inor variations 

between input pitch and integer, and quantized pitch will be substantially catered for 

by the continuous interpolation techniques used during synthesis. The transmission 

rate of one pitch per frame is thus adequate.

5 .2 .2  G a in

Increased resolution in the gain codebook can give significant improvements in 

perceptual quality. A t 2.4kb/s a 4-bit differential gain codebook fails to adequately 

track rapid changes in input speech energy and, overall, output synthesized speech 

suffers som e loss in gain resolution. W hen using a 5-bit codebook, however, this loss 

o f resolution is substantially removed, resulting in clearer speech. A 6-bit gain 

codebook was tested and found to offer similar performance, indicating that further
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increases in gain codebook size were unnecessary. As gain is coded using differential 

quantization techniques (incorporating a step capability to track rapid speech energy 

changes), w hich m eans the gain is lowpass filtered, an update rate of two gain indexes 

per fram e is adequate.

5.2.3 S E W

In the SEW  quantization, an eight-dimension codebook describes the SEW  magnitude 

spectrum below  800Hz. Increasing the size of the SEW  codebook from 7-bits to 9-bits 

gives m arginal improvem ents in speech quality and spectrum behavior. During 

informal listening tests the speech was reported as sounding smoother and more 

natural. Im provem ents for closed-loop W I coders are less significant and this can be 

explained by the improved selection mechanism resulting from a closed loop 

technique. Further, in a closed loop system the com plexity penalties of using larger 

SEW  codebooks do not appear to warrant the perceptual improvement. A 10-bit SEW 

codebook was also tested for an open-loop coder, results indicate sim ilar performance 

to a 9-bit codebook. W hile further increasing the codebook size for quantizing the 

SEW  below  800H z gives little improvement, a 16-dimension SEW  codebook which 

covers the SEW  spectrum  below 1600Hz was considered a possibility, 9-bit and 10- 

bit SEW  codebooks (16-dim ension) were tested, but were found to offer no significant 

im provement. This can be explained by the fact that the frequency resolution of the 

human ear decreases rapidly with increasing frequency [49].
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In open-loop W I coding, the SEW  is obtained by low pass filtering the CW  surface by 

a FIR  filter w ith a com er frequency of 20Hz. A ccording to sampling theory, the 

update rate o f one SEW  per frame (40Hz) is adequate for open-loop coding (assuming 

the filter is ideal). In closed-loop W I coding, increased update rates e.g. of 2 SEWs 

per frame offers m inor im provem ents. This is in accordance with the concept of the 

SEW  as the slow ly-evolving, underlying w aveform component.

5.2.4 R E W

A 3-bit REW  codebook of sets of the first five Chebyshev polynomial coefficients is 

used in the 2.4kb/s coder. An increase in the REW  codebook size from 3-bits to 5-bits 

will give better quality for both the open-loop and closed-loop coders. The speech 

sounds clearer, especially in terms of high frequency content (this is particularly 

noticeable in fricatives). The reasoning behind this is complicated by the interaction 

betw een the REW  and SEW  magnitudes. A 5-bit REW  codebook will, clearly, 

incorporate a w ider variety of REW  shapes, however, as the high frequency part of the 

SEW  is also derived from the REW , the SEW  will also be better represented. Further 

increases in REW  codebook size give no significant improvem ent. There is little 

perceptual difference between a REW  codebook with a set of five Chebyshev 

polynom ials and a REW  codebook with seven polynomials for the same codebook 

size.

In both types of coders, the required update rate for the REW  was found to be at least 

4 times per fram e (corresponding to time resolution of 6.25 ms). This is in accordance
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with the fact that the pow er contour and the spectral-pow er envelope of unvoiced 

speech should be preserved with a tim e resolution of about 5 ms [33]. Reduction of 

this update rate introduces a harsh, m echanical feel to the reproduced speech. Beyond 

six updates per frame, little im provem ent in perceptual quality was noted. In particular 

no clear preference was shown between speech encoded with ten REW s per frame and 

that using ju s t five.

P a r a m e te r L SF p itc h g a in SE W R E W

bits/fram e

(2.72kb/s)

30 7 5*2=10 9 3*4=12

bits/fram e

(3.24kb/s)

30 7 5*2=10 9 5*5=25

bits/fram e

(3.60kb/s)

30 7 5*2=10 9*2=18 5*5=25

T a b le  5.1: B it allocation per frame for different bit rates.

5 .3  C o n f ig u r a t io n  a n d  C o d e r  P e r fo r m a n c e

Based on the results o f Section 5.2, bit allocations for three bit rates were established. 

The bit allocations o f these coders are shown in Table 5.1. At 2.72kb/s, priority is 

given to the codebook size of the gain and the SEW (the latter primarily when using 

open-loop encoding). The sizes of the gain and SEW  codebooks are increased to 5-bit 

and 9-bit respectively. At 3.24 kb/s, the extra bits were given to the REW 

quantization. Both the codebook size and updating rate of REW  were adjusted to 5- 

bits and 5 updates per frame. As transm itting two SEW s per frame also gives minor
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im provem ents, in a 3.6kb/s coder, the extra bits were used to transm it two 9-bit SEWs 

for each frame.

Informal listening tests and spectrogram  comparisons found that for both the open- 

loop W I and closed-loop W I coder, clear im provem ents are apparent between the 

2.4kb/s coder and 2.72kb/s, and subsequently between the 2.72kb/s and 3.24kb/s 

coders. H owever, the perceptual quality of the 3.6kb/s coder and 3.24kb/s coder is 

very sim ilar (see Table 5.2). At 3.6kb/s W I approaches Toll quality, however formal 

MOS testing w ill be required to substantiate initial results.

B it  R a te P e r c e n ta g e  o f  L is te n e r P e r c e n ta g e  o f  L is te n e r

I n c r e a s in g A c k n o w le d g in g  Q u a lit y A c k n o w le d g in g  N o

Im p r o v em en t Q u a l it y  Im p r o v em en t

F r o m  2 .4 k b /s  t o  2 .7 2 k b /s 50% 50%

F r o m  2 .7 2 k b /s  to  3 .2 4 k b /s 87.5% 12.5%

F r o m  3 .2 4 k b /s  to  3 .6 k b /s 43.25% 56.75%

T a b le  5 .2 : Result of informal listening test (16 listeners) of W I coders at 

bit rates above 2.4kb/s.
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A m plitude A m plitude A m plitude

(a) ‘ (b) ‘ (C) t

A m p l i t u d e  A m p l i t u d e

* ----------------------------►

(d) 1 ( e) '

F ig u r e  5 .1 : (a) The w aveform (the upper part of the picture)and 

spectrogram  (the lower part) of the original speech; (b) Coded speech 

of the 2.4kb/s coder; (c) Coded speech of the 2.72kb/s coder; (d) 

Coded speech o f the 3.24 kb/s coder; (e) Coded speech of the 3.60kb/s 

coder.
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Figure 5.1 illustrates the perform ance of these coders. In the 2.4kb/s coder, we can see 

from  the pow er contour o f the speech w aveform that there is gain loss in the coded 

speech. Also, the spectrum  of the coded speech is smeared, the pitch harmonic 

disperses. In the 2.72kb/s coder, with the im provem ent in the gain quantization, the 

loss in the pow er contour o f the output speech is removed. In the 3.24kb/s coder, as 

the SEW /REW  quantization is more accurate, the harmonic dispersion effect in the 

spectrum  is greatly reduced. The spectrum of the coded speech is less distorted and 

has a clearer harm onic structure. The spectral distortion is further reduced in the 

3.6kb/s coder.

5 .4  L o w  C o m p le x ity  W a v e fo r m  I n te r p o la t io n  C o d in g

W aveform  Interpolation coding paradigm performs well in terms of perceptual 

quality, speaker recognizability and robustness against channel errors [36]. However, 

the com plexity of the W I code is very high. The waveform extraction procedure, 

including the intense D FT operations and time alignment operation, and the 

SEW /REW  filtering procedure are enormously complex [34], [50]. This Chapter 

proposes approaches to low -com plexity W I coding which greatly simplify the coding 

procedures.

The proposed low -com plexity W I coder is based on the following considerations. At 

2.4kb/s, the bit budget is so small (less than 0.1 bit per spectral com ponent) that the 

SEW  and REW  are only poorly represented. The phase spectrum is discarded. The
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REW  m agnitude is represented by five Chebyshev polynomials. For the SEW, only 

the m agnitude spectrum  below  800Hz is quantized and the speech quality is totally 

dom inated by the quantizer. There is no need to generate high-resolution sequences of 

the SEW  and REW . Therefore, the high-com plexity w aveform extraction and 

decom position operations can be significant simplified.

5 .5  L o w -C o m p le x it y  S E W /R E W  D e c o m p o s i t io n  a n d

Q u a n t iz a t io n

In standard W aveform  Interpolation coding, high resolution REW /SEW  

decom position is perform ed by highpass/low pass filtering the aligned Characteristic 

W aveform s (prototypes). However, at low bit rates, the REW  and SEW  can be 

obtained by a sim pler procedure. In the low-complexity W I coder, the noise-like REW 

com ponent can be defined as the difference between the normalized present and 

previous pitch-cycle prototypes [50]. The SEW  is thus defined as the mean prototype 

o f the current analysis frame [7], [50]. The complex highpass/low pass filtering 

operation is thus removed. The low-complexity SEW  and REW  analysis and 

quantization is described in the following sections.

5 .5 .1  R E W  Q u a n t iz a t io n

Investigation of many of the REW  spectrums found that most of the spectrum shapes 

are alm ost m onotonically increasing with frequency in the region below 3500Hz and
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decreasing in the region above 3500Hz for speech sampled at 8000Hz. Eight shapes 

are thus selected to form  the 3-bit REW  codebook. Figure 5.2 shows the shapes in the 

REW  m agnitude codebook.

F ig u r e  5 .2 : Eight shapes of the REW  codebook

Coding the REW  m agnitude spectrum requires a curve fitting calculation. However, a 

sim plified REW  search procedure is proposed [50]. As shown in Figure 6.2, the eight 

REW  codebook vectors have different levels of energy. So, the indices of the REW 

codebook vectors are m ade to correspond to their energies. Therefore, the REW 

codebook search can be perform ed by calculating the energy of the REW  spectrum.
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As the REW  is defined as the difference between the present and previous prototype, 

the energy o f the REW  spectrum is approxim ately proportional to a factor:

u = l - R ( P )  . . . . . .  (5.1)

w here P  is the pitch length, R(.)  is the standard norm alized correlation function and 

R (P )  is the correlation betw een the present and previous prototypes. If the parameter u 

has a small value, the previous and present prototypes m ust be highly correlated, 

indicating a low  level of REW  energy. Alternatively, a large value of u  indicates a 

high REW  energy. The param eter u  is then mapped into an index ranging from 0 to 7 

w hich points to the REW  codebook as:

REW indice = m a p  ( u ) ....... (5.2)

w here map( . )  is the m apping function.

The REW  m agnitude is represented by a forty-dimensional 3-bit codebook. Each 

dim ension represents a frequency bin which covers a 100Hz spectrum region. 

Com pared w ith the Chebyshev polynomials representation, this method reduces the 

com plexity in the REW  decoding procedure.

This approach dram atically reduces the com plexity of the REW  analysis procedure. 

Firstly, the tim e alignment procedure is removed. Secondly, no highpass filtering is 

needed. A nd thirdly, the REW  is obtained by time domain operations (correlation 

function), such that the D FT calculation is not required. Finally, the polynomial 

expansion analysis o f the REW  spectrum is not used.
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5 .5 .2  S E W  Q u a n t iz a t io n

The SEW  is now defined as the average spectrum of the prototype in the current 

analysis frame. G iven the pitch period P  for the current frame, an integer M  is 

determ ined w hich is equal to the num ber o f the pitch-length prototypes in one frame 

(the fram e size is 200).

M  = int ( 2 0 0 / P ) .......  (5.3)

The SEW  is obtained by calculating the average DFT spectrum of the M  pitch-length 

prototypes. A lternatively, to reduce the DFT complexity, a 256-point FFT can be 

applied. The size o f the analysis frame is first extended to M  *P.

M  = i n t ( 2 5 6 /P )  .......  (5.4)

The M  *P  size signal sequence is padded with zeros at the end to a length of 256. 

Then, the FFT coefficients o f the signal GJ(.) are calculated. The FFT spectrum has 

peaks at the pitch harm onic places. The magnitude of the pitch harmonics are thus 

extracted from  the FFT spectrum by:

S ( K )  = co(K
256

P
K=0 ,1 , . . . ,P (5.5)

w here |m(.)| is the m agnitude of the FFT sequence, S(K )  is the K th pitch harmonic. 

The pitch harm onic sequence S (K )  is equivalent to the unnorm alized SEW. A gain

scaling procedure is then performed to this sequence. The lower 800Hz of the 

norm alized SEW  m agnitude is quantized by an eight-dimension 7-bit codebook, 

w hile the rem ainder of the SEW  spectrum  is derived from the REW .
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This SEW  search procedure is much sim pler than that used in the standard W I coder. 

N o explicit prototype needs to be generated, and the tim e-alignm ent and lowpass 

filtering operation is rem oved. The high com plexity, intense, DFT operation is 

replaced by applying FFT calculations directly to the residual sequence.

T a sk s P r o c e s s in g  T im e C a lls P r o c e s s in g  T im e

p e r  F r a m e  (m s) p e r  F r a m e p e r  c a ll  (m s)

T im e  A l ig n m e n t 2 .0 6 10 0 .21

D F T 1 .50 10 0 .1 5

S E W /R E W 0 .3 3 10 0 .0 3 3

F i l t e r in g

T o ta l 3 .8 6

T a b le  5 .3 : Com putational complexity of SEW /REW  decomposition in 

the standard W I coder.
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T a sk s P r o c e s s in g  T im e C a lls P r o c e s s in g  T im e

p e r  F r a m e  (m s) p e r  F r a m e p e r  c a l l  (m s)

P o ly n o m ia ls 0 .0 6 4 0 .0 1 5

C a lc u la t io n

R E W  C o d e b o o k 0 .0 3 1 0 .0 3

S e a r c h

T o ta l 0 .0 9

T a b le  5 .4 : Com putational com plexity of R E W  quantization in the 

standard W I coder.

T a sk s P r o c e s s in g  T im e C a lls P r o c e s s in g  T im e

p e r  F r a m e  (m s) p e r  F r a m e p e r  c a ll  (m s)

S E W  C o d e b o o k 0 .1 4 1 0 .1 4

S e a r c h

T o ta l 0 .1 4

T a b le  5 .5 : Com putational com plexity of SE W  quantization in the 

standard W I coder.
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T a sk s P r o c e s s in g  T im e C a lls P r o c e s s in g  T im e

p e r  F r a m e  (m s) p e r  F r a m e p e r  c a ll  (m s)

R E W  E n e r g y 2 .2 *  10'3 10 2 .2 *1  O'4

C a lc u la t io n

R E W  C o d e b o o k 1 .7*1  O'3 4 4 .3 * 1 0 ‘4

S e a r c h

T o ta l 3 .9 *  10‘3

T a b le  5 .6 : Com putational com plexity of REW  quantization in the low- 

com plexity W I coder.

T a sk s P r o c e s s in g  T im e C a lls P r o c e s s in g  T im e

p e r  F r a m e  (m s) p e r  F r a m e p e r  c a ll  (m s)

F F T 0 .31 1 0 .31

S E W  C o d e b o o k 0 .1 4 1 0 .1 4

S e a r c h

T o ta l 0 .4 5

T a b le  5 .7 : Com putational complexity of SEW  quantization in the low- 

com plexity W I coder.

W e have im plem ented a low-com plexity and standard W I coder on a Pentium 

166M Hz personal com puter using C language. For a pitch period of 5ms (40 samples), 

the standard SEW /R EW  decomposition and quantization requires processing time of 

4.09m s, w hile the low -com plexity SEW /REW  analysis only needs 0.45ms processing
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time. Tables 5 .3 -5 .5  show the com putational com plexity of different tasks of 

SEW /R EW  quantization in the standard coder, and Tables 5 .6 -5 .7  show the 

com plexity o f SEW /REW  quantization in the low -com plexity coder.

5 .6  L o w - c o m p le x it y  W I  C o d e r

The overall low -com plexity W aveform  Interpolation coding architecture is described 

in the this section. At the encoder, the input speech is converted to the residual 

dom ain via an LP analysis filter. The pitch period is calculated from  the residual 

signal once per frame. Ten pitch length prototypes are extracted. The gains of the ten 

prototypes are com puted and differentially quantized. The time domain REW  analysis 

(w-coefficients calculation) is perform ed four times per frame. Eight bits are used to 

transm it the REW  inform ation per frame, twice as a 3-bit index pointing to the REW  

codebook and twice as a binary decision between previous and future quantized REW. 

The SEW  spectrum  is com puted once per frame. The analysis frame is extended to a 

length o f 256 points and then an FFT operation is applied. The pitch harmonics are 

extracted from  the FFT m agnitude spectrum, and the SEW  is obtained by gain- 

norm alizing the pitch harm onic sequences.

The decoder is not changed. The residual domain prototype is constructed by the 

decoded SEW  and REW . It is then converted to the speech domain by the synthesis 

filter. A fter gain-scaling, the output speech is obtained by continuous interpolation of 

the prototypes.

Figure 5.3 shows the diagram  of the encoder of the low-complexity waveform 

algorithm . The decoder is same as the standard W I coder in Figure 2.4, and is thus not 

replete here.
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F ig u r e  5.3: D iagram  of Low-complexity W I encoder

For a speech file w hich contains 67 frames (frame size is 25ms), the standard WI 

coder needs 15.56 sec to encode the input speech, while the low-complexity W I coder 

only uses 6.33 sec. The execute time of the low-complexity coder is only 40.7% of 

that of the standard coder. Informal listening tests were conducted to test the 

perform ance o f the low -com plexity W I coder. Fifty percent of listeners could not find 

any degradation, w hile the rem ainder only recognized m inor degradations in the 

speech quality.
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5 .7  C o n c lu s io n s

This Chapter presented increased bit-rate W aveform  Interpolation (WI) coders with 

rates betw een 2.4kb/s and 3.6kb/s. Both open-loop and closed-loop W I coders (the 

latter using an A nalysis-by-Synthesis technique) were tested. In particular, the 

perform ance o f the two types o f W I coders at bit rates higher than 2.4kb/s is 

exam ined. At high b it rates, the codebook size and/or the update rate of the parameters 

used in W I coding can be increased. Results show that by increasing the bit rate, and 

w ith no or little change in the coder structure, the perceptual quality of speech 

produced by W I coders is substantially improved. The potential o f higher bit rates for 

each o f the quantized param eters was discussed, and suggested bit allocations for 

different increased bit rates are derived. Four coders, operating at bit rates of 2.4kb/s, 

2.72kb/s, 3.24kb/s and 3.6kb/s, respectively were considered with informal listening 

tests show successive improvem ent in speech quality. At 3.6kb/s, W I approaches Toll 

quality. This indicates that Toll-quality coding, using W I, at 4kb/s is feasible. It is 

suggested that the rem aining bit-allocation (between 3.6 to 4kb/s) might be used to 

improve the robustness of W I coded speech.

The low -com plexity W aveform  Interpolation coding paradigm  at 2.4kb/s is also 

described in this Chapter. Since the bit budget for the SEW  and REW  is very small at 

this low b it rate, the complex high-resolution SEW /REW  decomposition and 

quantization procedure was replaced by a simpler signal coding method in this 

scheme. The REW  search is purely perform ed on the time domain, while the SEW 

analysis is prim arily an FFT calculation. The highly com plex time alignment 

operation, low pass/highpass filtering operation and the intense D FT operation are not 

required. The com putational load at the encoder is thus greatly reduced. The proposed 

low -com plexity W I coding algorithm is between two and three times faster than the 

high-com plexity W I coders for the encoder. Informal listening tests show that the 

quality o f the low -com plexity W I coder is equal or close to the standard W I coder.
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C h a p te r  6

C o n c lu s io n s  a n d  S u g g e s t io n s  

f o r  F u r th e r  R e s e a r c h
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6 .1  C o n c lu s io n s

Low -rate speech coding has advanced rapidly in the past decade to encompass such 

opportunities as cellu lar and satellite comm unications as well as computer-related 

voice applications. Central to this progress has been the research and development of 

a fam ily of techniques described as Code-Excited Linear Prediction (CELP) coding, 

proposed firstly by B. S. Atal (1985). As the CELP class coders produce high-quality 

speech in the range o f 4 to 16 kb/s, the research front has m oved towards bit rates 

below  4kb/s. Several algorithms have been proposed to operate at this bit range 

including: m ixed-excitation linear prediction (MELP) coding, m ulti-band excitation 

(M BE) coding, harm onic coding and so on. The W aveform  Interpolation coding 

algorithm  has been em erging as a promising approach in recent years that offers 

perceptually good quality in the neighbourhood of 2.4kb/s. The W aveform 

Interpolation coding m echanism s have been investigated and developed by many 

researchers such as K leijn (1993), Burnett and Bradley (1995), Kleijn and Haagen 

(1995), Burnett and Pham  (1996), Kleijn and Shoham (1996), Shoham (1997). It has 

been found that W aveform  Interpolation coders perform better than other state-of-the- 

art coders in term s of speech quality and robustness against channel errors and 

background noise.

This thesis has dealed with the W aveform  Interpolation coding algorithm, and has 

focused on new signal decomposition and quantization techniques to improve the
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com pression quality and reduce coding complexity. Chapter 2 gives a brief review and 

technical outline o f the CELP algorithms. The principle of W aveform  Interpolation 

coding is also introduced. The W I coders treat the incom ing speech as a concatenation 

o f evolving pitch-length prototypes (Characteristic W aveform s). The Characteristic 

W aveform  surface is decom posed into a slowly-evolving w aveform  (SEW) and a 

rapidly-evolving w aveform  (REW ). The SEW  and REW  are quantized differently as 

they have different perceptual properties. The signal decomposition and quantization 

procedures are perform ed in the linear prediction (LP) residual domain.

In Chapter 3, the details o f a 2.4kb/s W aveform  Interpolation coder are described. The 

quantization o f the LSFs is improved by using a w eighted M SE criteria. As pitch 

estim ation is crucial to the W I coder, a new pitch estimation m ethod is proposed. This 

pitch estim ator gives reliable pitch values even when the pitch period is changing 

rapidly. Only the SEW  m agnitude spectrum below 800HZ is quantized, which reduces 

the quantization com plexity. The REW  magnitude spectrum is quantized with 

Chebyshev polynomials.

A nalysis-by-synthesis (A-by-S) mechanisms have found favour in low-rate speech 

coders. H owever, the W I class of coders which is based on open-loop quantization of 

the Characteristic W aveform s, does not explicitly incorporate this technique. A 

closed-loop W I coder w hich utilise the A-by-S mechanisms is presented and 

investigated in Chapter 4. As the output speech of the W I coder is generally not 

synchronous with the input speech, a modified A-by-S technique is proposed to 

operate on a prototype-by-prototype basis rather than a sample-by-sample basis.
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Furtherm ore, perceptual w eighting techniques can be incorporated in this A-by-S 

architecture. Results show that the perform ance of the W I coder is improved. The 

output speech sounds clearer and smoother.

The W aveform  Interpolation coding structure also offers scalability to work at 

different bit rates. The transm ission rate of the W I coder can be changed simply by 

using different update rates and/or codebook size of the Characteristic W aveform 

param eters. At higher bit rates, the CW  will be quantized better, suggesting the 

possibility o f im proving the coder performance by increasing the bit rate. The 

perform ance o f W I coders at bit rates higher than 2.4kb/s is tested in chapter 5. Firstly, 

the effect o f higher bit rates for each of the coder param eters was investigated. Bit 

allocations o f coders w orking between 2.4kb/s to 3.6kb/s were then proposed. 

Inform al listening tests indicated successive im provem ent in the speech quality.

A lthough W aveform  Interpolation coders produce good-quality speech, the 

com putational com plexity is relatively high. Chapter 5 introduces a low-complexity 

W I coder operating at 2.4kb/s. A simplified SEW /REW  decomposition and 

quantization m echanism  is proposed. The encoder works 2 to 3 tim es faster than the 

high com plexity one, w hile the speech quality is maintained.
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6 .2  S u g g e s t io n s  f o r  F u r th e r  R e s e a r c h

W aveform  Interpolation coding is a very active area of research and development, yet 

there are m any challenges ahead for researchers. The following suggestion are made 

for further research.

6 .2 .1  C W  D e c o m p o s it io n

The Characteristic W aveform  (CW ) decom position is, perhaps, the most 

distinguishing feature o f W I coding. The aim of the decom position procedure is to 

separate the unvoiced com ponent (REW ) and the voiced com ponent (SEW). The 

decom position is achieved by highpass/lowpass filtering of the CW  surface. However, 

the filtering operation does not provide a thorough separation of the voiced and 

unvoiced speech. If the REW  contains some voiced signal, the reproduced speech will 

sound rough, and the m ixed unvoiced signal in SEW  may introduce tonal effect. A 

m ore accurate decom position needs to be considered to improve the quantization 

quality.

6 .2 .2  S E W  M a g n it u d e  Q u a n t iz a t io n

In this thesis, only the baseband containing the lower 800Hz of the SEW  magnitude 

spectrum  is coded. A full-spectrum  quantization should improve the SEW 

representation. A 1600Hz baseband SEW  quantization was tested in Chapter 5, but 

results failed to  verify such improvem ent. It may be explained by the properties of
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auditory perception that the higher frequency components of the spectral envelope are 

perceptually less important. A m ore sophisticated perceptual w eighting technique 

w hich em phasizes the low er frequency part is required for the full-spectrum  SEW 

quantization [49].

6 .2 .3  R E W  M a g n itu d e  Q u a n t iz a t io n

Exam ination of many REW  m agnitude spectrum has revealed that m ost of them are 

increasing sm oothly in the frequency region below 3500Hz and decreasing quickly 

above 3500Hz. The shifted Chebyshev polynomials do not m atch this shape very well. 

This m eans a m ore efficient polynomial expansion analysis needs to be considered. 

The solutions that may be taken are as follows:

•  As the high frequency part o f the REW  is perceptually less important, the REW 

above 3500H z can be ignored in the polynomial expansion analysis. The smooth 

low er spectrum  of REW  will be better fitted by the Chebyshev polynomials.

•  U se of other polynom ials which are able to match the REW  shape may improve 

the curve fitting.

•  Cubic cardinal splines [24], [56], [57] have been used by some researchers 

(Kleijn) in the W aveform  Interpolation procedure [34]. It is possible that the 

spline representation will approximate the REW  shape better.
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6 .2 .4  S E W /R E W  P h a s e  Q u a n t iz a t io n

In low -rate W I coders, the phase spectrum  of the SEW  and REW  is not transmitted 

but approxim ated by a random  spectrum or a spectrum representing a pulse shape. 

There are, how ever, possible advantages to transm itting the phase spectrum at higher 

bit rates. S ince generally the SEW /REW  decomposition procedure does not separate 

the voiced and unvoiced components of the speech thoroughly, the phase 

approxim ation o f the SEW  and REW  will introduce some distortion. W ith the phase 

spectrum  being transm itted, the Characteristic W aveform s will be better represented. 

Furtherm ore, given the SEW  phase spectrum, the voiced/unvoiced decision is not 

needed. The coder will be m ore robust against the pitch error and the background 

noise. As the phase quantization is a com plex procedure, the efficient phase 

quantization is still an unresolved problem  which needs further consideration.

6 .2 .5  V a r ia b le  R a te  W I  C o d e r

The W aveform  Interpolation coding algorithm offers scalability to work at different 

bit rates. W ith no or little m odification in the coder structure, the transmission rate of 

the W I coder can be changed resulting in a variable rate coder. Further research is 

required to design an em bedded coding structure and codebooks for variable W I

coding.
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6 .2 .6  L o w  C o m p le x ity  W I  C o d e r

A sim plified signal decom position technique has been proposed to reduce the 

com plexity in the W I encoder. The com putational load of the decoder can also be 

reduced. By using the spline representation and FFT operation, the complex DFT 

operation in the decoder will be removed.
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A p p e n d ix  I: T e s t in g  o f  W I  C o d e r  in  C h a p te r  T h r e e

In Chapter Three, inform al listening tests were taken to com pare the perform ance of 

the new 2.4kb/s W I coder w ith the baseline coder described in Chapter two. Sixteen 

listeners were selected They w ere the students o f U niversity o f W ollongong. They are 

all native English speakers. Their age was between 20 to 26 years old. A mong the 

listeners, 11 are male, 5 are female.

The test m aterial was chosen from  a voice database provided by U niversity o f Oregon, 

USA. The test m aterial included 6 sentences spoken at normal speed. Each sentence 

has duration o f about 10 seconds. Three different male speakers spoke three o f the 

sentences; three female speakers spoke the other three sentences.

The tests were organized in such way: First, the original speech was played, then the 

synthesis speech o f the two coders were played in a random order. The listeners were 

asked to give preference of the synthesis speech compared with the original speech. 

Each listener was required to test all the six sentences.

The hardware used in these tests included a Pentium 166 Personal Computer, a 16bit 

sound card with digital output and a digital tape recorder, the software was the 

G o ldw a ve  shareware. The test m aterial was edited using the Goldw ave. The speech 

was also played by the G o ldw a ve , outputted by the sound card, and recorded into a 

digital tape. D uring the tests, the digital tape, which contains the test material, was 

replayed and the listeners listen to the speech through headphone.
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A low com plexity W I coder was presented in Chapter Five. This coder greatly 

sim plified the SEW /REW  decom position and quntization procedures. A detailed 

analysis o f the com plexity reduction by means of orders o f operations is given below.

In a standard W I coder, the encoding process includes LP analysis and LSF 

quantization, pitch detection, w aveform extraction, SEW /REW  decom position and 

quantization, and gain quantization. All together approximately 1.4* 106 multiples and 

1.4* 106 adds are needs for one frame of speech (40 frames equals to one second), e.g., 

102MIPS (m illion instruction per second).

A p p e n d ix  I I :  T h e  C o m p le x it y  o f  th e  W I  C o d e r  in  C h a p te r  F iv e

T a sk s M u lt ip le  O p e r a t io n s A d d  O p e r a t io n s

(p e r  fr a m e ) (p e r  fr a m e )

L P  A n a ly s is  a n d  L S F 1*1 0 5 mo 3

Q u a n t iz a t io n

P it c h  D e te c t io n 2 * 1 0 5 2 * 1 0 5

W a v e fo r m  E x tr a c t io n 1 *104 1*104

S E W /R E W  D e c o m p o s t io n 1 *106 1*106

S E W /R E W  Q u a n t iz a t io n 3 * 1 0 4 3 * 1 0 4

G a in  Q u a n t iz a t io n 8 * 1 0 J 8 * 1 0 J

T o ta l 1 .4* 106 1 .4 * 1 0 6

T a b le  A . l :  Com putational complexity of the standard W I coder

135



In low com plexity W I coder, the com putation load o f SEW /REW  

decom position and quantization is reduced. It will take approximately 3* 105 

m ultiples and adds to encode one frame speech, which is about 20MIPS.

T a sk s M u lt ip le  O p e r a t io n s A d d  O p e r a t io n s

(p e r  fr a m e ) (p e r  f r a m e )

L P  A n a ly s is  a n d  L S F 1*105 1*105

Q u a n t iz a t io n

P it c h  D e te c t io n 2* io 5 2*103

W a v e fo rm  E x t r a c t io n 1*10 4 1*104

S E W /R E W  D e c o m p o s it io n  a n d 6*104 6*104

Q u a n t iz a t io n

G a in  Q u a n t iz a t io n 8*103 8*103

T o ta l 3*105 3*105

T a b le  A .2 : Com putational com plexity of the low com plexity W I coder

The result shown that the low com plexity W I coder reduce the operations 

dram atically. W hat needs to be m entioned is that both the standard and low- 

com plexity W I coders were program med in C code and were not optimized. 

An optim ized DSP code should be able to reduce the computation load further 

more.
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