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Wavelength and Bandwidth Allocation for

Mobile Fronthaul in TWDM-PON
Yu Nakayama , Member, IEEE, and Daisuke Hisano , Member, IEEE

Abstract— Time- and wavelength- division multiplexed pas-
sive optical network (TWDM-PON) has attracted considerable
attention for the next generation optical access systems. Among
potential applications of TWDM-PON, a major application is the
support of mobile fronthaul streams between radio units (RUs)
and distributed units (DUs) in the centralized radio access net-
work (C-RAN) architecture, which consists of central units (CUs),
DUs, and RUs. The upstream fronthaul traffic that an optical
line terminal (OLT) receives is expected to become highly bursty
due to the variable data rate generated by employing new func-
tional split options and the synchronization of data transmission
between neighboring RUs caused by time-division duplex (TDD).
However, there has been no wavelength and bandwidth allocation
scheme for TWDM-PON that is designed to efficiently accom-
modate fronthaul streams satisfying the strict delay requirement.
Therefore, in this paper we propose a novel wavelength and
bandwidth allocation algorithm that can minimize the number
of active wavelength channels considering the high burstiness
and delay requirement of fronthaul data transmission. Through
computer simulations it was confirmed that the number of active
wavelength channels can be reduced by 50% with the proposed
algorithm, and thus more RUs can be efficiently accommodated
using TWDM-PON.

Index Terms— Bandwidth, Optical network units, Base
stations, Wireless communication, Channel allocation, Uplink.

I. INTRODUCTION

CENTRALIZED radio access network (C-RAN) architec-

ture has been extensively developed to efficiently forward

the ever increasing traffic of mobile devices [1]. With the

C-RAN architecture, a large number of small cells are densely

deployed to enhance the network capacity [2]. This is enabled

by splitting the functions of a mobile base station (BS) into

three components as shown in Fig. 1; a central unit (CU),

a distributed unit (DU), and a radio unit (RU) [3]. The link

between a DU and an RU is called fronthaul, and the link

between a CU and a DU is called midhaul. The fronthaul

transmission has strict latency requirements, e.g. ≤ 100 µs [4]

and ≤ 250 µs [5]. To reduce the amount of data transmitted via

the common public radio interface (CPRI), which has been the
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Fig. 1. C-RAN architecture.

typical and widespread fronthaul interface, new functional split

options are under consideration [4], [5]. With these options,

the data rate becomes variable and proportional to the wireless

link data rate. Furthermore, additional features for mobile

networks that have effects on the fronthaul data transmis-

sion have been discussed for 5G networks, i.e. time-division

duplex (TDD) and coordinated multipoint (CoMP) [6].

Passive optical network (PON) based mobile fronthaul

has been proposed to improve the utilization of optical

links and to deploy inexpensive fronthaul [7], [8]. PON has

been one of the key technologies for providing low-cost

access services. It is widely employed in today’s fiber-to-

the-home (FTTH) networks. The general architecture of PON

is shown in Fig. 2. An optical line terminal (OLT) and

optical network units (ONUs) are connected via the optical

distribution network (ODN). The ODN is composed of optical

fibers and passive power splitters installed in outside plants.

Fig. 3 depicts the architecture of PON based mobile fronthaul.

An OLT is located in a central office and connected with a

DU. ONUs are located on antenna sites and linked with RUs.

PON based fronthaul is expected to efficiently support spatio-

temporally traffic fluctuation in small cells [9] by sharing

optical fibers with multiple cells [7].

Currently, 10 Gigabit class time division multiplexed

(TDM)-PON systems, such as 10Gigabit-Ethernet PON (10G-

EPON) [10] and 10-Gigabit-capable PON (XG-PON) [11] are

generally deployed. The next step for optical access systems
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Fig. 2. General architecture of PON.

Fig. 3. Architecture of PON based fronthaul.

is time- and wavelength- division multiplexed (TWDM)-PON

systems such as next generation-PON2 (NG-PON2) [12].

NG-PON2 is a 40 Gb/s capacity PON system that exploits the

time and wavelength (λ) domains [13], [14]. TWDM-PON is

expected to be a multi-service platform that provides mobile,

business, residential, machine to machine (M2M), and Internet

of things (IoT) services.

An important research topic for PON based fronthaul has

been optimally allocating upstream bandwidth to satisfy large

bandwidth and strict low-latency requirements of mobile fron-

thaul traffic [15]. There have been many research efforts

for efficiently accommodating fronthaul traffic in TDM-PON,

e.g. a mobile dynamic bandwidth allocation (DBA) proposed

in [16]. In the 5G and beyond 5G era, the upstream band-

width allocation problem becomes more severe, because the

upstream traffic in the upstream link in PON becomes highly

bursty due to the variable data rate and the synchroniza-

tion of data transmission between neighboring RUs with the

TDD systems. That is, it will be difficult to accommodate

a large number of ONUs using small number of wave-

length channels because of the bandwidth limitation. Although

many wavelength and bandwidth allocation algorithms have

been proposed for TWDM-PON, these algorithms cannot be

employed for fronthaul transmission because the average delay

usually exceeds several milliseconds, i.e. the strict latency

requirements cannot be satisfied. Also, the previous studies

Fig. 4. TWDM system diagram.

on TWDM-PON based fronthaul have not fully investigated

the latency problem under the characteristic upstream traffic

in the TDD system.

To address this problem, this paper proposes a novel wave-

length and bandwidth allocation algorithm for TWDM-PON

with mobile fronthaul traffic. The contribution of the paper

is to propose an algorithm that can achieve efficient accom-

modation of TDD-based fronthaul satisfying the strict latency

requirements. The basic idea of the proposed algorithm is

based on the characteristics of TDD fronthaul traffic: (1) the

maximum burst size is determined by wireless parameters;

(2) uplink/downlink data transmissions occur based on time-

synchronization between neighboring RUs. The purpose of

the proposed algorithm is to minimize the number of active

wavelength channels, which is equivalent to maximize the

number of assigned ONUs per channel. Thus, minimizing

the active wavelengths leads to the reduction in deployment

cost and energy consumption of TWDM-PON based fronthaul.

Although the basic idea was introduced in [17], it did not

consider the synchronization timing error of TDD and the burst

size generated with the 5G parameters. That is, although time-

synchronization is performed among neighboring RUs in the

TDD systems, certain values of timing error are assumed based

on the defined categories [18]. The timing error can result

in data transmission error or collision in the PON system.

The formulation and algorithm is revised from the basic idea

introduced in [17]. Also, we provide the detailed explanation

with the mathematical proof on the proposed algorithm which

is a polynomial time one and the computational complexity

is O(M). In addition, we provide novel simulation results

considering the synchronization timing error assuming the 5G

parameters.

The rest of the paper is organized as follows. Section II

summarizes related work and the contribution of this paper.

The proposed algorithm is introduced in section III. Section IV

describes the performance evaluation of the proposed algo-

rithm with simulation results. The conclusion of this paper is

provided in section V.

II. RELATED WORK

A. TWDM-PON

Fig. 4 depicts the general system diagram for TWDM-PON.

This system architecture comprises a stack of multiple
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TDM-PONs using m pairs of wavelength channels. The

wavelength pairs are represented as {λ1, λ1′}, {λ2, λ2′}, · · · ,
{λm, λm′}. ONUs are equipped with tunable transmitters and

receivers. The used wavelength of the transmitter and the

receiver can be tuned to any of the upstream and downstream

wavelengths, respectively. The management of the wavelength

domain performed by the OLT is a key challenge with

TWDM-PON.

For TWDM-PON, an automatic load-balancing wavelength

and bandwidth allocation algorithm was proposed in [19],

which is applicable despite the use of long-time tuning devices.

The first-fit algorithm proposed in [20] can achieve low-latency

by giving a grant to an ONU on a single channel which is avail-

able earliest among all the channels. The algorithms proposed

in [21] achieve low-latency in long reach PON by employing

the multi-threaded polling. An online gated algorithm was

proposed in [22] to assign a flexible number of wavelengths

and a dynamic grant size on each upstream wavelength.

In [23], several online algorithms were investigated to utilize

wavelength resources especially in the case of large differential

distances of ONUs from the OLT. However, the average delay

exceeds several hundred microseconds or several milliseconds

with these algorithms; the maximum delay cannot be reduced

to satisfy the strict latency requirements of fronthaul. This

is because these algorithms are online algorithms based on

the exchange of REPORT and GATE messages, and thus the

increase in queuing delay is inevitable.

As regards energy savings, an energy-efficient framework

for a delay-constrained TWDM-PON system was proposed

in [24], [25]. The proposed framework optimizes the number

of active wavelengths at the OLT and the sleep or doze time of

the ONUs to reduce the energy consumption. When average

bandwidth requested by an ONU exceeds the maximum band-

width allowable for an ONU, the number of active wavelengths

is incremented to satisfy delay constraints. If the bandwidth

request becomes small, idle wavelengths are switched off to

increase energy savings. A power-consumption model and a

wavelength and bandwidth allocation algorithm was proposed

in [26] to enhance the energy efficiency to address the penalties

in terms of delay and power consumption when an ONU

activates its transmissions on new wavelengths.

Another problem for dynamic wavelength allocation (DWA)

is that the ONU channel handover sequence is usually accom-

panied with service disruptions. The wavelength optimization

has to consider such service disruptions along with other

aspects. In [27], the tradeoffs between load balancing, recon-

figuration, and energy savings are investigated. To minimize

the traffic migration and energy consumption as two objec-

tives, a multi-objective integer linear program (MOILP) model

was proposed.

B. Fronthaul With PON

The concept of PON-based mobile fronthaul has been a

hot research topic for supporting the massive deployment

of small cells [28]. There have been many research efforts

for efficiently accommodating fronthaul traffic in TDM-PON.

The conventional online and offline DBA algorithms such

as IPACT [29] cannot be employed for fronthaul because it

takes too much time for exchanging the REPORT and GATE

messages. An idea of the mobile DBA was proposed in [16] in

order to guarantee the strict latency requirement of fronthaul

in PON. The mobile DBA reduces the upstream queuing delay

by utilizing the scheduling information of wireless domain.

The authors of [30] proposed a DBA scheme for fronthaul

based on simple statistical traffic analysis. With the proposed

scheme, allocated bandwidth is gradually changed at the period

of several-ten minutes or several hours. The experiments

showed that excess bandwidth allocation is reduced from

classic fixed bandwidth allocation (FBA) while achieving

latency under 50 µs. However, such statistical methods may

drop packets if the data rate increases. A DBA method

that automatically optimizes the cycle length to reduce the

latency and improve bandwidth efficiency was proposed and

demonstrated in [31], [32].

The concept of a virtual PON (VPON) with a virtual base

station (VBS) was proposed in [33]. A VBS is dynami-

cally formed for each cell by assigning virtualized network

resources such as a virtualized fronthaul link and virtualized

functional entities performing baseband processing in DU

cloud. The VBS formation (VF) optimization problem was

formulated and solved for energy savings using an integer

linear program (ILP). This paper considered that the upstream

latency always meets the requirements of fronthauling with

a fixed bandwidth allocation proposed in [34], and did not

investigate the latency problem at all. However, the authors

of [34] only proposed the basic idea of using TWDM-PON

for mobile fronthaul, and did not fully investigate the efficient

allocation of wavelength and bandwidth. In [35], a distributed

approach was proposed for formulating virtual TDM-PONs

adaptively in a TWDM-PON-based C-RAN. They formulated

game theoretic models considering a scenario where ONU

have the initiative to choose a proper VPON to register to

based on its knowledge on the C-RAN. The goal of this

paper is to improve the scalability of VPON with distributed

computing, and thus the latency problem was not fully inves-

tigated. As stated above, there has been no wavelength and

bandwidth allocation scheme for TWDM-PON for efficiently

accommodating a large number of mobile fronthaul streams.

To address this problem, this paper proposes an allocation

scheme considering the features of upstream traffic in the TDD

system, which is explained in detail in II-C. Note that the

proposal in this paper can coexist the concept of VPON.

C. TDD-Based Fronthaul

Here we explain the TDD-based fronthaul. The TDD system

is expected to be widely employed in C-RAN. As an example,

Fig. 5 shows the TDD configuration in LTE. In Fig. 5,

“D” and “U” represent a sub-frame for downlink and uplink

transmission, respectively. “S” represents a special sub-frame

which is a guard period between downlink to uplink switching

to reduce interference. The index 0–6 represents different

uplink and downlink transmission combination. With the TDD

system, the uplink and downlink data transmissions occur

based on time-synchronization between neighboring RUs

according to the used TDD configuration. For example, when

the index 0 is employed among neighboring RUs, downlink
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Fig. 5. TDD configuration in LTE.

transmission occurs in 0th sub-frame and uplink transmis-

sion occurs in 2nd sub-frame, and so on. This feature is

unlike the frequency-division duplex (FDD) systems employed

in LTE and LTE-Advanced, where RUs perform frequency-

synchronization. With TDD, accurate time-synchronization is

required to avoid collision between upstream and downstream

data. The uplink/downlink transmission strictly follows the

defined sub-frame in all neighboring RUs. Therefore, if mul-

tiple RUs are connected to a DU via a network, the upstream

and downstream traffic becomes highly bursty. When PON is

employed as shown in Fig. 3, if neighboring multiple RUs

send upstream data at a sub-frame, ONUs receive uplink

traffic at the same time, and thus the link between an OLT

and ONUs is required to forward highly bursty upstream

traffic. Note that the basic principle of TDD is independent

of the configuration; the discussion here is applicable for any

configuration including 5G and dynamic TDD. To reduce the

delay in upstream links to satisfy the latency requirement of

fronthaul has been an important research topic [36], [37].

When neighboring RUs are connected with PON as shown

in Fig. 3, RUs time-synchronizedly send upstream data, and

thus the ONUs synchronizedly receive upstream data. The

ONUs simultaneously store the upstream data to send to

the OLT in their transmission queues. That is, the traffic

in the upstream link in PON becomes highly bursty with

the TDD system. As a consequence, it is difficult to satisfy

the strict delay requirement for fronthaul with small number

of wavelength channels with existing algorithms. Therefore,

considering the features of upstream traffic in the TDD system

an optimized wavelength and bandwidth allocation scheme

is required to efficiently accommodate TDD-based fronthaul

streams with TWDM-PON.

There are four categories for the TDD time-synchronization

requirements [18], which are shown in Table I. Synchroniza-

tion accuracy is given using absolute time error values from

reference points such as the International Atomic Time or the

master clock in precision time protocol (PTP).

D. Tuning Time Class

A certain time is required for an ONU to finish the wave-

length tuning process. In the case of NG-PON2, which is a

TABLE I

TDD TIME-SYNCHRONIZATION REQUIREMENTS

TABLE II

WAVELENGTH CHANNEL TUNING TIME CLASS

typical TWDM-PON standard, tuning time classes are speci-

fied [38]. The tuning time classes are summarized in Table II.

Each class of the ONU transmitter and receiver finishes the

tuning process in the required tuning time. The class bound-

aries are broadly defined based on known tuning technologies.

The slowest (Class 3) is suited to applications where tuning

operations are infrequent. Class 2 allows faster tuning to

enable sub-50 ms protection. The fastest (Class 1) enables

future dynamic wavelength and bandwidth allocation feature

in the system [39].

E. Contribution

The contribution of this paper is summarized in the fol-

lowing. Although many wavelength and bandwidth allocation

algorithms have been proposed for TWDM-PON, most of

them were messaging-based, i.e. IPACT-based, algorithms.

With these algorithms, the exchange of REPORT and GATE

messages between an OLT and ONUs increases the queuing

delay; the average delay usually exceeds several milliseconds.

Since there are strict latency requirements for fronthaul such

as ≤ 100 µs [4] and ≤ 250 µs [5], these algorithms cannot

be employed for fronthaul transmission. The previous studies

on TWDM-PON based fronthaul including VPON have not

fully investigated the latency problem. In particular, there have

never been algorithms for achieving efficient allocation of

wavelength and bandwidth under the characteristic upstream

traffic in the TDD system. The goal of this paper is to address

this problem. Therefore, the contribution of the paper is to

propose a wavelength and bandwidth allocation algorithm

for TWDM-PON that can achieve efficient accommodation

of TDD-based fronthaul streams satisfying the strict latency

requirements.

In this paper we propose a novel wavelength and band-

width allocation algorithm that minimizes active wavelength

channels considering the globally synchronized fronthaul data

transmission and different propagation delay for ONUs. The

characteristics of TDD mobile fronthaul are that (1) maximum

burst size of each stream is determined by wireless parameters

and (2) timing synchronization between neighboring RUs. The

first feature enables the estimation of the maximum burst

size as the worst case for satisfying the latency requirements.
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Fig. 6. Data transmission and reception time.

Because of the second feature, the upstream data reception

timing at ONUs is predictable based on the estimation of

the transmission time interval (TTI) cycle in the C-RAN.

On the contrary, the worst case burst cannot be defined for

usual traffic conditions, because the maximum burst size

is not fixed and the arrival timing of each stream are not

predictable. Thus, the contribution of the proposed algorithm

is to efficiently accommodate fronthaul streams satisfying the

latency requirements on the basis of the characteristics of TDD

mobile fronthaul.

III. PROPOSED ALGORITHM

A. Concept

Here we introduce the concept of the proposed algorithm.

The goal of the proposed algorithm is to minimize the number

of active wavelength channels satisfying the strict latency

requirements, which is equivalent to maximize the number

of assigned ONUs per channel. This leads to the reduction

in deployment cost and energy consumption of TWDM-PON

based fronthaul. To this end, the proposed algorithm allocates

wavelength and bandwidth based on the characteristics of

TDD fronthaul traffic: (1) the maximum upstream burst data

size is determined by wireless parameters; (2) uplink data

transmissions occur based on time-synchronization between

neighboring RUs.

Fig. 6 shows the relationship between data transmission and

reception time of an OLT and ONUs in PON based fronthaul.

In this diagram, two ONUs are allocated to the same PON

wavelength channel and they receive the upstream mobile

data from RUs. The data arrival timing is synchronized by

the TDD system with a certain accuracy determined by the

categories for synchronization requirements. Then, the ONUs

send the upstream data. Even if they start to send the data at the

same time, the arrival time at the OLT is different due to the

difference in the propagation delay of optical signals. The data

sent by 1st ONU arrives at the OLT faster because the distance

to the OLT from this ONU is shorter than that from 2nd ONU.

In case the propagation delay is the same for these two ONUs,

an ONU waits for the data transmission of the other ONU

TABLE III

VARIABLES

to avoid the signal collision in the optical fiber. This timing

control is usually executed by the OLT with the upstream

bandwidth allocation algorithm. The increase in the queuing

delay at the ONU results in the increase in the worst case delay

of the fronthaul streams. Consequently, the increase in the

worst case delay reduces the expected number of allocatable

ONUs for a wavelength channel.

To reduce the queuing delay, the proposed algorithm consid-

ers the relationship between data transmission and reception

time, which is described above. The allowable delay and the

constraint for allocation timing are formulated based on the

different propagation delay between the OLT and ONUs. Then,

the wavelength channel and upstream bandwidth are allocated

to minimize the number of active wavelength channels.

Note that the proposed algorithm is executed once to

satisfy delay requirement for the worst case in the current

network topology, i.e. the maximum size of burst is sent

from all the RUs. Then, the OLT continuously allocates

the fixed bandwidth to each ONU using fixed wavelength

channels based on the calculated solution. The upstream data

received by the ONUs are forwarded to the OLT immedi-

ately on the basis of the predefined schedule without real-

time computing. The proposed algorithm is executed again

if the physical/virtual topology changes; an ONU is acti-

vated/deactivated depending on traffic demand in the area or

an ONU is connected/disconnected to the PON system. The

allocation problem is solved with a simple algorithm based

on the descending sort by propagation delay. The detail of the

proposed algorithm is introduced in the following sections.

B. Variables

The variables used in the formulation for the proposed

algorithm are shown in Table III. The details of these variables

are explained in the following explanation.
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Fig. 7. Data transmission sequence.

C. Delay Formulation

The formulation for the delay components used in the pro-

posed algorithm is explained here. Fig. 7 shows the fronthaul

data transmission sequence in a wavelength channel using the

defined variables. The ONUs time-synchronizedly receive the

fronthaul data, which are time-synchronizedly sent from RUs.

The propagation delay between RUs and ONUs is not different

because each pair of an RU and an ONU is installed in the

same antenna site. Let σ denote the synchronization time error

value, which is determined by the synchronization category.

It is given by absolute time error values from reference points,

e.g. the master clock in PTP. The maximum burst size of the

fronthaul stream is denoted as B.

It was assumed that the upstream bandwidth allocation is

periodically executed. The upstream data reception timing

at ONUs is determined by the TTI cycle in the C-RAN.

This paper assumes that the leading point of the TTI cycle

can be forecasted at the OLT using a traffic monitor in

the same way as [40]. In other words, the start time of

upstream traffic (shown as “U” in Fig. 5) is forecasted by

the OLT. The traffic monitor captures the traffic and searches

the switching period of traffic. Let c denote the identifier

for upstream data transmission cycle in fronthaul, which is

determined by the TTI cycle. The start time of cth cycle is

denoted a T c
start.

Let k denote the identifier for wavelength channels. The kth

wavelength channel is also described as λk. K is the number

of available wavelength channels determined by the system

capacity. Let i denote the identifier for ONUs and the number

of them is described as M . The processing delay in the

ONUs is denoted as donu. Although the processing delay

can fluctuate, donu represents the maximum value to consider

the worst case delay. The queuing delay in ith ONU is

formulated as qi, which depends on the transmission start time

of this ONU. The goal of the proposed algorithm is controlling

qi to satisfy the latency requirement. The propagation delay

between ith ONU and the OLT is denoted as pi. The maximum

time period required for fronthaul data transmission is denoted

as δ. This value depends on the maximum burst size and the

link speed L, and is formulated as B
L

.

Fig. 8. Time slot.

The requirement for delay of ith ONU is formulated with

the defined variables as:

di = donu + qi + pi + δ ≤ T c
lim − T c

start − 2σ, (1)

where (T c
lim−T c

start) denotes the allowable delay for fronthaul

traffic in the PON system. From this value, 2σ is reduced to

avoid the data transmission error or collision, because the data

arrival at ONU can be late or early at most σ from T c
start.

D. Time Slot

The proposed algorithm is based on the concept of time

slot, which is depicted in Fig. 8. A time slot is allocated to

an ONU, i.e. a fronthaul stream. A certain number of time

slots are assigned to each wavelength channel at the OLT.

The data sent from an ONU is received by the OLT using the

allocated time slot. The length of a time slot is denoted as δ. δ

is determined so that the maximum data burst of fronthaul can

be safely transmitted. That is, the proposed algorithm allocates

wavelength and bandwidth assuming the worst case to avoid

data loss. It employs a safety allocation scheme to ensure

low-latency and high reliability.

Let T c
j denote the beginning of jth time slot of cth cycle

(j ≥ 1). It is formulated as:

T c
j = T c

start + σ + donu + pmin + (j − 1)δ, (2)

where pmin denotes the minimum propagation delay in the

PON system as shown in Fig. 7. Let N denote the number of

time slots. It is determined as:

N =

⌊

T c
lim − σ − T c

1

δ

⌋

. (3)

In (2), pmin can be set as the actual minimum value corre-

sponding to the nearest ONU or the predefined value. In the

former case, the actual minimum value must be measured and

used. The number of time slots is optimized and the bandwidth

utilization is maximized. In the latter case, although there is

no need for measuring the actual latency. If an appropriate

value is predefined, it is always valid regardless of the physical

topology.

ONUs send upstream data using the assigned wavelength

channel so that the data are received by the OLT at the
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allocated time slot. Note that the minimum data arrival time

is determined for each ONU considering the processing and

propagation delay. An ONU cannot be assigned to the time slot

that starts before the minimum data arrival time of the ONU.

Let τi denote the minimum time slot for ith ONU. τi is

formulated as:

τi = Min j s.t. T c
j ≥ T c

start + σ + donu + pi. (4)

When ONUs are assigned to any of the defined time slots,

the delay requirement formulated in (1) is satisfied for all of

them. This is because the end of N th time slot (T c
N +δ) is less

than the threshold considering the error value, which is given

as T c
lim − σ. The time slot allocation algorithm is described

below.

E. Allocation Algorithm

The proposed allocation algorithm is introduced in the

following. First, we explain the problem definition in III-E1

to clarify the goal of the allocation. Second, the allocation

algorithm is described in III-E2 to solve the defined problem

and obtain the optimum solution. Next, the mathematical proof

of the optimality with the proposed algorithm is described

in III-E3. Then, it is explained in III-E4 that the proposed

algorithm is a polynomial time one and the computational

complexity is O(M). Finally, the practical applicability of the

proposed algorithm is discussed in III-E5.

1) Problem Definition: The goal of the proposed algorithm

is to minimize the number of active wavelength channels to

improve the energy-efficiency and deployment cost, which is

formulated with the defined variables as

Min
∑

k

wk. (5)

With this objective, more fronthaul streams can be accom-

modated with small number of wavelength channels, and

consequently the energy-efficiency and deployment cost are

improved.

We define the following binary variables for representing the

allocation states of each ONU. The allocation state of ith ONU

for jth time slot is represented by xij ; if ith ONU is allocated

to jth slot, xij = 1; otherwise, xij = 0. The allocation

state of ith ONU for kth wavelength is represented by yik;

if ith ONU is allocated to kth channel, yik = 1; otherwise,

yik = 0. The activation state of kth channel is represented

by wk; if kth wavelength channel is active, wk = 1; otherwise,

wk = 0.

With defined binary variables, the constraints for allocating

the wavelength channels and time slots to the ONUs are

formulated as the following. First, an ONU is assigned to one

of the wavelength channels, which is expressed as

∑

k

yik = 1 ∀i. (6)

Also, an ONU is assigned to one of the time slots as

∑

j

xij = 1 ∀i. (7)

To avoid the collision of optical signals, multiple ONUs cannot

be allocated to the same time slot, i.e. only one ONU can be

allocated to a time slot, which is formulated as
∑

i

xijyik ≤ 1 ∀j, k. (8)

In addition, a major constraint for the allocation is the available

time slots for each ONU defined in III-D. This constraint is

formulated as

τi−1
∑

j=1

xij = 0 ∀i, (9)

which represents that there is a minimum time slot available

for each ONU due to the minimum data arrival time. Finally,

a wavelength channel is activated if one or more ONUs are

allocated for this channel as

wk ≥ yik ∀i, k. (10)

2) Algorithm: The goal of the proposed algorithm is to

obtain the optimum solution that can achieve (5) satisfying

the constraints formulated in (6)–(10).

The proposed algorithm is based on the fact that if the

allocated time slots of ONUs are determined in the descending

order of propagation delay for the ONUs, the most uncrowded

time slot is always available. With the proposed algorithm,

the variables are fixed to satisfy the constraints (6) – (10).

The computed solution minimizes the objective function (5),

which is mathematically proven in III-E3. The detail of the

proposed algorithm is introduced in the following.

The ONU identifier i is re-assigned in the descending order

by the propagation delay pi. In addition, we define Xi =
{xi1, xi2, · · · } and Yi = {yi1, yi2, · · · }. The overall sequence

of the proposed algorithm is described in Algorithm 1.

The proposed algorithm determines the allocated wave-

length and time slots for ONUs in the sequence of i (1 ≤
i ≤ M ). First, Xi and Yi are initialized (line 1 – 3).

Then, the allocation procedure is executed for each ONU

(line 4 – 18). The value of hi is calculated (line 5 – 8), where

hi denotes the minimum number of ONUs allocated to a time

slot among the time slots to which ith ONU can be allocated.

The allocatable time slots for this ONU is calculated with (9)

based on (4). The proposed algorithm finds the latest time

slot to which ith ONU can be allocated and the number of

ONUs already allocated is equal to hi (line 9 – 12). The

found time slot is defined as αi. Then, it finds the wavelength

channel with minimum k of which no ONU is allocated to

αith time slot, which is formulated in (8) (line 13 – 16). The

found wavelength channel defined as βi. Finally, ith ONU

is allocated to αith time slot and βith wavelength channel

satisfying (6) and (7) (line 17 – 18). After the allocation of

all ONUs, the state of each wavelength channel wk is then

automatically decided with (10) to minimize the objective
∑

k wk (line 19 – 23). Because τi ≤ τi−1 is satisfied, the range

of available time slots for ith ONU is always larger than that

of i−1th ONU. Thus, the most uncrowded time slot is always

available for all i and consequently the active wavelength

channels are minimized.
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Algorithm 1 Allocation Algorithm

1: for i = 1 to M do

2: Xi = O
3: Yi = O

4: for i = 1 to M do

5: hi = M

6: for j = τi to N do

7: if
∑

i xij < hi then

8: hi =
∑

i xij

9: for j = N to τi do

10: if
∑

i xij = hi then

11: αi = j

12: Break

13: for k = 1 to K do

14: if
∑

i xiαi
yik = 0 then

15: βi = k

16: Break

17: xiαi
= 1

18: yiβi
= 1

19: for k = 1 to K do

20: if yik = 0 ∀i then

21: wk = 0
22: else

23: wk = 1

If the traffic does not allow a feasible solution of the

problem, i.e. the required number of wavelength channels

exceeds the system capacity, the network operators must

consider changing the physical topology such as reconnecting

some ONUs to other PON systems. This is because the number

of accommodated fronthaul streams exceeds the capacity of

the employed PON system.

3) Mathematical Proof: Here we present the mathemati-

cal proof that the number of active channels is minimized

with the proposed algorithm. That is, it is proven that the

computed solution minimizes the objective function (5). Since

the variables are fixed in the proposed algorithm to meet the

constraints (6) – (10), this section also mathematically proves

that the proposed algorithm can obtain the optimum solution

of the formulated optimization problem. The proof is based

on mathematical induction.

(i) First, xij = 0 and yik = 0 are set for all i, j, and k in

the initialization process. When i = 1,

h1 = Min
∑

i

xij = 0. (11)

With h1 = 0, α1 is computed as

α1 = Max j s.t. τ1 ≤ j ≤ N ∩
∑

i

xij = h1 = 0

= N. (12)

With α1 = N , β1 is calculated as

β1 = Min k s.t.
∑

i

xiNyik = 0

= 1. (13)

With α1 and β1, x1N = 1 and y11 = 1 are fixed. Consequently,

wk = 1 is satisfied only if k = 1. The number of active

channel is calculated as
∑

k

wk = 1, (14)

which is the minimum value. It is confirmed that the objective

function (5) is minimized.

(ii) Assume that when i = n, the number of active channel

is minimized, i.e. the objective function (5) is minimized. Let

J h
n denote the set of j that satisfies τn ≤ j ≤ N∩

∑

i xij = hn

at the allocation nth ONU (Line 6 in Algorithm 1 with i = n).

j ∈ J h
n is denoted as jh

1 , jh
2 , · · · (jh

1 > jh
2 > · · · ). With these

variables, αn = jh
1 and xnαn

= 1 are fixed for i = n. After

the allocation of nth ONU,
∑

i

xiαn
= hn + 1. (15)

When i = n +1, pn+1 ≤ pn is satisfied because i is sorted in

the descending order using pi. From (4), τn+1 ≤ τn is satisfied

if pn+1 ≤ pn.

Lemma 1: Given τn+1 ≤ τn, there are the following three

cases for hn+1.

1) hn+1 = 0
2) hn+1 = hn

3) hn+1 = hn + 1

Proof: If τn+1 < τn, τn+1 < τi is satisfied for all i

(1 ≤ i ≤ n). Thus,

hn+1 =
∑

i

xiτn+1
= 0 (16)

is fixed using xiτn+1
= 0 ∀i, which is the case 1).

If τn+1 = τn, there are two cases based on |J h
n |. When

|J h
n | > 1,

∑

i

xijh
2

= hn (17)

is satisfied, and thus hn+1 = hn, which is the case 2). When

|J h
n | = 1,

hn+1 = Min
∑

i

xij s.t. τn+1 ≤ j ≤ N

= hn + 1, (18)

because of (15), which is the case 3).

The minimality of the active channels is proven for each

case of 1) – 3) in the following.

1) hn+1 = 0: αn+1 = τn+1 is fixed from the definition.

Then, βn+1 = 1 is fixed because xiαn+1
yi1 = 0 ∀i. With

αn+1 and βn+1, xn+1,τn+1
= 1 and yn+1,1 = 1 are fixed.

Consequently, wk is unchanged for all k; the number of active

channels stays minimal.

2) hn+1 = hn: As stated before, jh
2 is the largest j that

satisfies τn+1 ≤ j ≤ N ∩
∑

i xij = hn. That is, αn+1 = jh
2

is fixed. hn = γ represents that the number of i that satisfies

xijh
2

= 1 is γ. Also, the number of i that satisfies αi = jh
2

is γ. Let us define

I = {ι1, ι2, · · · , ιγ} (ι1 < ι2 < · · · < ιγ) (19)
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as the set of i that satisfies the above conditions. From the

definition of βi,

yι11 = 1, yι22 = 1, . . . , yιγγ = 1 (20)

is satisfied. Thus,

βn+1 = γ + 1 = hn + 1. (21)

With αn+1 and βn+1, xn+1,jh
2

= 1 and yn+1,hn+1 = 1 are

fixed. The values of wk are unchanged because whn+1 = 1
is already satisfied from (15). Therefore, the number of active

channels does not increase and stays minimum.

3) hn+1 = hn + 1: Since τn+1 < τi is satisfied for all i

(1 ≤ i ≤ n), hn+1 = hn + 1 means that

hn+1 =
∑

i

xij ∀j s.t. τn+1 ≤ j ≤ N. (22)

Thus, αn+1 is computed as

αn+1 = Max j s.t. τn+1 ≤ j ≤ N ∩
∑

i

xij = hn+1

= N. (23)

With αn+1 = N , βn+1 is calculated as

βn+1 = Min k s.t.
∑

i

xiNyik = 0

= hn+1 + 1. (24)

With αn+1 and βn+1, x1N = 1 and y1,hn+1+1 = 1 are fixed.

As a consequence, whn+1+1 becomes 1. The number of active

channel is calculated as

∑

k

wk = hn+1 + 1, (25)

which is the minimum value. It is confirmed that the objective

function (5) is minimized in all the cases of 1) – 3).

From the above, it was mathematically proven with math-

ematical induction that the number of active channels is

minimized with the proposed algorithm. Therefore, the pro-

posed algorithm can obtain the optimum solution of the

formulated optimization problem, because the computed solu-

tion minimizes the objective function (5) and satisfies the

constraints (6) – (10).

4) Computational Complexity: The computational com-

plexity of the proposed algorithm is simply calculated as

O((2N + K)M) from Algorithm 1. Here, note that the num-

ber of time slots N is a constant variable determined by

the latency requirements and the burst size of fronthaul.

For example, when we assume a simple condition where

T c
lim = 250 µs, σ = 0, T c

1 = 0, B = 4 × 105 bit, and

L = 10 Gb/s, N = 6 is obtained with (3). Also, the number

of wavelength channels K is also a constant variable which

is determined by the system capacity. When N and K in

O((2N +K)M) are treated as constant variables, the compu-

tational complexity of the proposed algorithm can be described

as O(M). Therefore, the proposed algorithm is a polynomial

time one of the number of ONUs.

5) Practical Applicability: Here we discuss the practical

applicability of the proposed algorithm. With the proposed

scheme, the computed optimum solution is continuously

applied until the physical/virtual topology of PON changes.

The proposed algorithm is executed when an ONU is activated/

deactivated depending on traffic demand in the area or an ONU

is connected/disconnected to the PON system. Because of this

feature, the computational complexity is not a significant issue

for the proposed scheme. Until the re-allocation, time slots

are continuously allocated in the same order with the same

wavelength channels for each ONU, and thus tuning opera-

tions are infrequent. This is because the proposed algorithm

allocates wavelength and bandwidth so that all data can always

be forwarded satisfying the latency requirement in the current

topology; even if all RUs simultaneously send upstream data

of the maximum burst size, the end-to-end delay from RU

to DU for each fronthaul stream does not exceed the delay

threshold.

Since tuning operations are infrequent, the proposed algo-

rithm basically assumes Class 3 tuning time class shown

in Table II. The advantage of Class 3 devices is that they

are inexpensive compared with Class 1 and 2 devices. With

Class 3 devices, the tuning time is far larger than the length

of an allocation cycle; an ONU that changes the wavelength

channel must stop data forwarding for several hundreds of

allocation cycles. If the tuning time is 50 ms and the length

of an allocation cycle is 500 µs, the tuning process continues

for 100 cycles. Because of this difference in the time-scale,

the transition period where an ONU is in the tuning process

is not considered and modeled in the proposed algorithm.

That is, the proposed scheme only needs to compute the state

of an allocation cycle after the tuning, not during the tuning

process. The ONU in the transition period does not have

an effect on the allocation result. After the tuning finishes,

the ONU starts upstream data transmission based on the

computed schedule in the next allocation cycle. In other words,

the drawback of changing the wavelength channel is the stop

of data forwarding during the tuning time. Since the proposed

scheme continuously allocates bandwidth in fixed channels

with the computed optimum solution, it can minimize such

stop of data forwarding.

Therefore, the proposed algorithm is highly applicable for

practical systems because of two major reasons; 1) the pro-

posed algorithm is a polynomial time one and the compu-

tational complexity is O(M) as described in III-E4. 2) the

proposed algorithm minimizes the stop of data forwarding due

to a wavelength tuning process by continuous allocation of

bandwidth in fixed channels with the computed solution.

IV. NUMERICAL RESULTS

The performance of the proposed wavelength and bandwidth

allocation algorithm was evaluated with computer simulations.

A. Topology and Parameters

Fig. 9 shows the simulated topology used in the evaluation.

The simulation was executed with the self-developed simulator

written in C++. The OLT was connected to M ONUs using
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Fig. 9. Simulation condition.

optical fibers. The setting of M at each condition is described

in the following sections. The delay threshold for mobile

fronthaul traffic was set at 250 µs [5]. For the allowable delay

in the PON system (T c
lim−T c

start) was assumed to be 230 µs,

where the delay of the RU–ONU and the OLT–DU was set to

5 µs and 15 µs, respectively as shown in Fig. 9. These delay

values were set considering propagation and packet processing

delay, and do not affect the performance of the proposed

algorithm. The propagation delay was 5 µs/km. The upstream

link bandwidth L was 8.7 Gb/s per channel, which considers

the overhead in the PON system. The distance between the

OLT and each ONU was randomly determined. The burst size

is set based on [41] considering the 5G parameters and the

functional splitting option 6. That is, the burst size is deter-

mined by STBNTBNMIMO , where STB denotes transport

block size, NTB denotes the number of transport block per

subframe, and NMIMO is the number of MIMO layers. In this

case, STB = 97896 bits and NTB = 2. NMIMO was set to

1, 2, and 4. Each RU synchronously sends the maximum burst

every 1ms to simulate TDD. The ONUs send upstream data the

predefined schedule calculated with and without the proposed

technique. Since the delay requirement of mobile fronthaul is

to finish forwarding data in the defined threshold, the worst

case where all ONUs simultaneously send upstream data of the

maximum burst size was considered in the simulation. That is,

the latency changes with the change of the load were not

evaluated because it is obvious that the latency requirements

are satisfied at low load if they are satisfied in the worst

case. The synchronization timing error was set as category

C (1.5µs). The limitations for wavelength channels and the

number of ONUs were not considered in the simulation. The

parameters used in the simulation are summarized in Table IV.

B. Verification Items

1) Delay Distribution: First, it was confirmed that the

wavelength channels and upstream bandwidth can be allocated

to each ONU with the proposed algorithm to satisfy the

latency requirements; the worst case delay does not exceed

the delay threshold. The allocation was executed with the

proposed algorithm in 100 times iterations with different

TABLE IV

SIMULATION PARAMETERS

ONU distributions. For each iteration, the distance between the

OLT and each ONU was randomly determined with uniform

distribution ranging from 0 to 20 km. The number of ONUs

M was fixed at 100. After the allocation, the end-to-end delay

from RU to DU for each fronthaul stream was measured.

2) Active Wavelength Channels: Second, the number of

active wavelength channels was counted with different number

of ONUs up to 50. 50 cases of different random distributions

were simulated for each number of ONUs. The conditions for

random variables were the same as section IV-B1. The perfor-

mance of the proposed algorithm was compared with that of

a conventional algorithm used by network operators. In the

conventional algorithm, the wavelength channels and fixed

bandwidth are allocated to ONUs assuming the fixed delay

including processing and propagation delay (5µs × 20 km),

without taking the difference of propagation distance into

account.

3) Synchronization Timing Error: Third, we evaluated the

effect of considering synchronization timing error. Without

this consideration, two types of data transmission failure can

occur;

1) If mobile data arrives late for the ONU to which the

1st time slot is allocated, the time slot can start before

the data arrival finishes.

2) If mobile data arrives early for the ONU to which

the N th time slot is allocated, the latency requirement

cannot be satisfied.

To evaluate these failures, the occurrence probability for

each failure was calculated based on the following assump-

tions. An ONU with the minimum propagation delay pmin

receives mobile data with random timing error, and one of

the time slots is randomly assigned to this ONU. The random

variables are uniformly distributed.

C. Result

1) Delay Distribution: Fig. 10 shows the distribution of

measured end-to-end delay for each fronthaul stream in each

condition. The points represent the average, and the error

bars represent the minimum and maximum values. The delay

values range from about 50 µs to 248 µs in each case. For

all iterations, the worst case delay (maximum value) does

not exceed the threshold of 250 µs. This result indicates that

the delay requirement for fronthaul transmission is satisfied

for all streams in all iterations. It was confirmed from this

result that the proposed algorithm can properly allocate the

wavelength channels and bandwidth to each ONU satisfying

the requirements.
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Fig. 10. Delay distribution.

2) Active Wavelength Channels: Figs. 11a–11c show the

average number of active wavelength channels for different

number of ONUs with NMIMO = 1, 2, and 4, respectively.

It was shown that the number of active channels was reduced

by 50% with the proposed algorithm irrespective of the number

of MIMO layers, compared with the algorithm without the

proposed technique. For example of an NG-PON2 [12] system,

about 40 ONUs are connectable using four wavelength chan-

nels with the proposed algorithm, whereas less than 20 ONUs

without it in Fig. 11a.

3) Synchronization Timing Error: There are two cases for

timing error; a) the 1st time slot starts before the data

arrival, and b) the end of the N th time slot exceeds the

requirement T c
lim.

First, we describe the case a), i.e. the failure for the 1st time

slot. Without the consideration for the timing error, the start

time of the 1st time slot is formulated as:

T c
1 = T c

start + donu + pmin. (26)

From (2) and (26), if σ > 0, i.e. the data arrival time is

late from T c
start, the time slot starts before the data arrival.

The probability that the 1st time slot is allocated to this

ONU is 1

N
. From (2), T c

j including T c
1 increases if pmin

increases. When T c
1 increases, N decreases from (3). Thus,

the relationship between the failure probability and pmin is

calculated as Fig. 12. The failure probability is independent

from the synchronization category and increases with pmin.

With the timing error consideration, the failure probability is

always 0.

Second, the case b), i.e. failure for the N th time slot,

is described. As shown in Fig. 8 and (2), the beginning of

the 1st time slot is determined by pmin. The number of time

slots N and the end of the N th time slot is also decided

by pmin. Let tdiff denote the difference between the end

of N th time slot and T c
lim. Whether the transmission failure

can occur by the timing error or not is determined by tdiff .

That is, the transmission failure can occur if tdiff is small

compared to σ. Without the timing error consideration, tdiff

is formulated as:

tdiff = T c
lim − (T c

N + δ). (27)

Using (27), the range of tdiff is computed as shown in Fig. 13

for the category C. As a result, the relationship between the

failure probability and pmin is calculated as Fig. 14. There

are peaks at pmin = 15, 50, 85 without error consideration

in Fig. 14, because tdiff can be less than 0 at pmin =
15, 50, 85 as shown in Fig. 13. For example, in the case of

pmin = 15, there are 24 time slots (N = 24) and T c
lim −

T c
N = 1.2µs. When pmin becomes 20, N decreases to 23 and

T c
lim−T c

N increases to 4.9µs. Thus, the case b) error can occur

certain conditions without error consideration. However, in the

same way as the 1st time slot, the failure probability is always

0 with the timing error consideration.

D. Discussion

The reason why the number of active wavelength channels

can be reduced by 50% with the proposed algorithm is

that the proposed algorithm allocates bandwidth considering

the difference in data arrival time caused by the different

propagation delay between the OLT and ONUs. In this case,

the length of a time slot calculated with the link speed and

burst size is 22.5 × NMIMOµs. This value is equivalent to

the propagation delay for 4.5 × NMIMO km. The number

of available slots is decremented as the transmission distance

increases by 4.5×NMIMO km. In other words, if two ONUs

the distance difference of which is 4.5 × NMIMO km send

data at the same time, the two bursts arrive at the OLT in

the completely different timing. Since the proposed algorithm

utilizes the difference of propagation delay for minimizing

active channels, the effect of the proposed algorithm is easily

maximized if there are more near ONUs with a large number

of available time slots. The condition where both average and

standard deviation of distance are large represents that both

near and distant ONUs are connected. In this case, the distant

ONUs are first assigned to the later time slots, and then near

ONUs are assigned to earlier time slots that are unavailable for

distant ONUs. Consequently, the bandwidth for each channel

is efficiently utilized with the proposed algorithm.

The proposed scheme does not need any special or expen-

sive optical device. This is because it does not require high-

speed wavelength tuning. Generally, expensive optical devices

are required for high-speed wavelength tuning. For example,

three tuning time classes are defined in NG-PON2 stan-

dard [12]. The requirements for tuning time are < 10µs for

Class 1, 10µs−25 ms for Class 2, and 25 ms−1 s for Class 3.

To satisfy the requirement for Class 1, expensive devices must

be employed. From this perspective, Class 3 is sufficient for

executing the proposed wavelength allocation, because it only

allocates wavelength channels if an ONU is newly connected

to the system. Since the proposed allocation algorithm is very

simple, the implementation and execution of it is also easy.

It only needs the propagation delay between the OLT and

each ONU, which is accurately measured in PON systems

as a general function.

In the computer simulation, we considered a specific 5G

class corresponding to the transmission parameters including

the delay threshold and the burst size. Namely, we considered

the functional splitting option 6 (MAC-PHY split) defined

in 3GPP TR36.213 [41]. The reason why we employed the
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Fig. 11. Active wavelength channels.

Fig. 12. Failure probability for 1st time slot.

option 6 is that the transmission bit rate in the option 7-2

(eCPRI) is rather large for the currently general PON such

as NG-PON2 where four 10 Gb/s wavelength channels are

available [42], [43]. The higher-speed PON can be employed

for accommodating eCPRI. As regards eCPRI, the distribution

burst traffic is determined by either TTI or orthogonal fre-

quency division multiplexed (OFDM) symbol intervals [43].

If the fronthaul traffic is distributed with OFDM symbol

Fig. 13. Range of tdiff.

intervals, the proposed algorithm cannot be employed because

it is difficult to forecast the arrival time of upstream data with

a traffic monitor. On the contrary, if the fronthaul traffic is

distributed with TTI, the proposed scheme can be employed

in the same way as the option 6. In this case, the proposed

algorithm can be executed independent of the link speed and

the number of wavelength channels. Thus, it is effective and

can be employed for the option 6 mobile fronthaul with
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Fig. 14. Failure probability for N th time slot.

currently available 40 Gb/s PON systems, and other options

such as eCPRI with higher-speed PON.

V. CONCLUSION

The traffic distribution of mobile fronthaul is expected to

become highly bursty in TWDM-PON. This is because of

the variable data rate caused by the change in functional

split from CPRI and the synchronization of data transmission

between neighboring RUs with the TDD systems. However,

there has been no existing wavelength and upstream bandwidth

allocation scheme that is designed to efficiently accommodate

multiple ONUs with TWDM-PON satisfying the strict delay

requirement for fronthaul. Therefore, this paper proposed

a novel wavelength and bandwidth allocation algorithm for

TWDM-PON with mobile fronthaul traffic with the consid-

eration for TDD synchronization timing error. The goal of

the proposed scheme is to minimize the number of active

wavelength channels. To this end, it considers the maximum

burst size of fronthaul, data reception timing, and difference in

propagation delay between the OLT and ONUs. The allocation

problem is formulated with these variables and is solved

with the simple algorithm, whose computational complexity

is O(M). The performance of the proposed algorithm was

confirmed via computer simulations. It was shown that the

number of active wavelength channels was reduced by 50%

with the proposed algorithm compared with the algorithm

without the proposed technique. This result was irrespective

of the number of MIMO layers. Therefore, RUs in the C-RAN

architecture can be efficiently accommodated in TWDM-PON

with the proposed algorithm.
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