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Wavelength Requirements in Arbitrarily
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Wavelength division multiplexed optical networks using wave- In the last few years theoretical lower and upper bounds
length routing (WRON's) represent the most promising solution  on the required number of wavelengths have been derived for
for future high-capacity wide-area network applications. One of the permutation routingproblem [12]-[14]. In this approach
the crucial factors which will determine their feasibility is the . . . .

number of wavelengths required to satisfy the network traffic each node 'S_ equipped with on_e. (tunable) t_rans_mltter and
demand. In this paper, we consider arbitrarily connected net- receiver and is therefore the origin and destination of one
works as physical topologies for WRON'’s. By analysing a large session at any time. The results, obtained considering only the
number of randomly generated networks, bounds on the network |ogical connectivity, represent important information-bounds
wavelength requirements are first evaluated as a function of the on the logical network layer. However, additional constraints
physical connectivity. The advantages achievable by multifiber . . ’ . . .
connections and the consequence of single link failure restoration imposed by the Phys'ca' network layer must be Investlga_lted n
are then assessed for several existing or planned network topolo- Order to obtain tighter bounds aN,,, necessary for practical
gies. The results can be used in the analysis and optimization of network design, since the number of wavelengths required

the WRON design. directly determines the channel spacing and the corresponding
device complexity.
I. INTRODUCTION The most critical parameter in these networks is the physical

AVELENGTH-ROUTED optical networks (WRON's) topology onto which the logical demand has to be mapped,
[1] offer an enormous potential for future high-capacit?ince it directly determines the lightpath allocation, and hence
wide-area network applications [2], [3]. The greatest opergle c_omplexny of the WRst and the w_avelength requ_|re_ment.
tional advantage of WRON's is achieved where no wavelendevious analysis of physical topologies has been limited to
translation or switching is implemented in any of the intefOPologically regular networks, in which wavelength require-
mediate wavelength-routing nodes (WRN'’s), simplifying thE'€nts were analyze_d for positive bIoc_klng probability [15],
management overheads and determining a single-hop logiddll and zero-blocking [17], [18]. Whilst these are useful
topology [4]. The network node-pairs are assigned higmeoretlc_al limits, these results are very d|ﬁ|cglt to apply .to
capacity all-optical channels, known as lightpaths [5], whicfgal, national transport networks whose physical topologies,
transparently connect sources and destinations, providing #§termined by cost and operational constraints, are neither
the bandwidth requirement of the next generation gigatgi{”y nor regularly connected. Therefore it is key to analyze
applications [6]. the relationship between the required number of wavelengths
The all-optical channel paths are determined by the locati§Rd Physical connectivity and other topological parameters
of the transmitting and receiving nodes, the transmitted waJ@- €nable the design of practical wavelength-routed optical
length and the WRN’s configuration. The WRN’s perfornfi€tworks. Such networks are likely to have physical topolo-
simple optical wavelength routing on the channels, simplifying/€S with varlab!e connectivity mainly d(larlvm.g from existing
network management and processing compared to the rouilf§Werks, and in this paper, for the first time to the best
in digital cross-connect systems, with the electronic-equipmé?it 0Ur knowledge, we analyze the wavelength requirements
savings demonstrated to be significant [7]. in arbitrarily connected WRON'’s for wide-area backbone
The practicability of WRON'’s depends on the number qpplications. Applying a novel lightpath allocation algor_ithm
wavelengths(/Vy) required to satisfy a given logical con-to analyze a large number of randomly generated, arpltranly
nectivity and traffic demand. Several near-optimal lightpaffPnnected networks and several real network topologies, we
allocation algorithms have recently been reported aimed gyaluate the required number of wavelengths as a function of

minimizing the network wavelength requirements, the wavdhe physical connectivity. We discuss the influence of network

lengths being a limited resource [8]-[11]. topological parameters and compare the results with those of
) ) ) regular topologies. The analysis of several existing or planned
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We consider a direct connection between the end-node and
the WRN, such that any transmitted wavelength can directly
access any of the output fibers. As an example, consider a
physically fully connected network wittv nodes, as shown
in Fig. 1(b) forV = 5. Each end-node is connected by a direct
physical link to the othefv — 1 end-nodes, and each end-node
pair is therefore characterized by a distinct physical path which
makes the corresponding lightpath unique. As a consequence
the same wavelength can be used from any end-node to all

WRN D

= annose O the others [see, for example, the transmitting end-node O in
4 Fig. 1(b)]. The same wavelength\,) can be used by all the
(@) (b) transmitting end-nodes, such that in a fully connected networks
Fig. 1. (a) Example of five-node six-link arbitrarily connected network. (o = 1) only one wavelength is necessaiy, = 1). In the
Physically fully connected network with’ = 5. arbitrarily connected networks, the reduced number of fibers

(v < 1) leads to a higher number of wavelengths required

(Nx > 1) and it is the aim of this paper to evaluate this
The network physical topology consistsfnodes arbitrar- relationship.

ily connected byL bidirectional fibers. Each node consists of |t is assumed that the networks providé - (N — 1)

two parts: the end-node and the WRN. The end-nodes emit agghtpaths, one for each end-node pair. However, the number of
terminate the lightpaths, whilst the WRN's route the lightpathgctual channels simultaneously active depends on the number
from sources to destinations. In contrast to regular topologigs transmitters and receivers at each end-nodeNIf 1
where the routing is performed according to an approprigxed-tuned) transmitters and receivers are provided to the
algorithm [17], in arbitrarily connected networks the WRN'&nd-nodes, any of these can simultaneously transmit to all the
are provided with routing tables which are used for the routingthers, with theV - (V —1) lightpaths active in the network. In
functions, as defined by the routing algorithm. this case, no coordination is necessary between end-nodes and

It is assumed that no wavelength translation or opt@yRN's and therefore the management overhead is consider-
electronic processing is performed in the intermediate WRNgply reduced. As in [17], thaeetwork efficiency; is defined
determining a logical single-hop nature of the network. Ags the ratio between the maximum number of lightpaths that
example of a five-node six-link arbitrarily connected networkan be established and the total number of lightpaths provided
is shown in Fig. 1(a). by the network; in this case; = 1. The maximum network

We consider only one bidirectional fiber between each pafroughput {ransport capacityis 7, = N.(N —1)-R, where
of connected nodes. This represents the worst case scenarigpfepresents the bit-rate for all channels.
wavelength requirement, since in the case of more than ongn the case of one (tunable) transmitter and receiver, any
fiber per connection, the number of wavelengths is reducgfld-node can transmit and receive only one channel at a time.
by the availability of a larger number of alternative physicafherefore, network coordination is necessary between end-
links. The consequence of removing this constraint is analyzggdes to negotiate the communications to satisfy the traffic
in Section VI. demand. The network efficiency ig = 1/(N — 1) and the

We postulate thatC1) any two subparts of the networkmaximum throughputl. = N - R,. In case of only one
must be connected by at least two links. This is a fundamenfgdnsmitter and receiver per end-node, more accurate results
requirement for network reliability, guaranteeing that in thg, terms of NV, may be achieved considering the permutation
case of a single link failure, the network remains connecteguting problem. But this analysis is prohibitive because it
and restoration lightpaths can be established along alternaiy@lies that all theN! permutations should be considered

physical paths. As a direct consequen@?) the minimum together with the physical topology to evaluate the maximum
degree of all the nodes is(2,,;, = 2). The analysis of single network wavelength requirement.

link failure restoration is presented in Section VII.
The physical connectivityy is defined as the normalized

Il. NETWORK MODEL

number of bidirectional links with respect to a physically fully Hl. LOwWER LimiT
connected network of the same size [19] A lower limit on the number of wavelengths can be obtained
- L 2-L (1) as follows. Consider a subsé&t of links, i.e., anetwork

Lrc N-(N-1) cut, whose elimination is a necessary and sufficient condition

A uniform traffic demandis assumed, where all thefor originating two disjoint and self-connected subgraphs
node-pairs are assigned a lightpath consisting of a physi€ansisting of K" and V. — K nodes, respectively. Since each
path and a unique wavelength. This is performed with zef$ K - (V — K) node-pairs requires a lightpath through the
wavelength-blocking, i.e., two lightpaths sharing a commdf links, the minimum number of distinct wavelengths for that
physical link are assigned different wavelengths. Howevdiarticular cutC' is given by
the analysis in this paper can be extended to include a
nonuniform traffic demand without loss of generality, but We = [
is outside the scope of this paper.

K-(N—K)w @)

C
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where[z] represents the lowest integer greater or equal.to The wavelengths are then assigned to paths. Again there exist
In general the different cut€ within the network originate [N -(N —1)]! different ways in which the paths can be ordered

different values ofiW and the greatest one determines thend assigned wavelengths. In our algorithm the longest paths
theoretical lower limitr, on the number of wavelengths forare assigned wavelength first. Intuitively these are harder to

the whole network [8], [19] allocate because free wavelength has to be found on more
links. If two or more paths have the same length (in terms of
K- (N-K) hops) the algorithm randomly selects the one to be assigned
= ms =max | ————“|. 3
Wi it We it [ C w @) wavelength first. Thevavelength allocatiois performed using

the following steps:

The cut which produces the lower limit is referred to as the 1) paths with same length (in terms of hops) are grouped

limiting cut _ o o in common sets. Sets are ranked in order of decreasing
As an example consider a graph consisting of two disjoint  nymber of hops;

and fully-connected subgraphs each/9f2 nodes, connected ) randomly select from the first set the first path to be

by two links. ThenWy, = [N?/8] even though the diameter assigned a wavelength;
of the graph is three and the minimum nodal degree is3) assign to the selected path the lowest wavelength-
dmin = N/2 - 1. number previously unused on any edge;

The lower limit may not always be achieved if particular 4) if at least, another path is present in the same set, ran-

routing rules are imposed, as it does not determine the routing = gom|y select the next path and go to Step 3); otherwise
of lightpaths within the network. However, it is a very useful if at least another set is present, go to the next set,

measure of the efficiency of any lightpath allocation algorithm,  yandomly select the path and go to Step 3).

and is used to verify the obtained results throughout the PaPPfe highest assigned wavelength-number determines the net-
work wavelength requiremer{tvy).

IV. LIGHTPATH ALLOCATION

A heuristic algorithm has been developed for lightpath V. RESULTS
allocation [19], which includes a number of new modifica-
tions compared to those published previously (for exampllg Real Networks

[8]-[11]). First, the physical paths are assigned to all the end- . ) . . )
node pairs following theninimum number of hof®INH's) al- The above lightpath allocation algorithm was first applied

gorithm. This guarantees that each logical path passes throf%fﬁ?veral existing or planned network topologies to verify its
the minimum number of physical links and hence WRN'€TICIency of the_ lightpath allocation algorithm an(_j evaluate
minimizing the total and average transit traffic. Any otheR€twork topological parameters such as the physical connec-
path-assignment algorithm generates a higher volume of traf¥ftty «. average internodal distandé (in terms of number of
traffic and leads to an unnecessary and expensive overdim@@Ps) network diameteD and the minimum and maximum
sioning of the WRN's. This is also particularly important fof’0dal degre€éumin, dmax). The networks considered are the

minimizing the crosstalk penalties associated with the physicdRPANet [10], NSFNet [20], the European Optical Network
limitations of the WRN’s. (EON)! proposed in [21] and a hypothetical UK topology

In a network with N nodes, there existV - (N — 1 reflecting the current BT-network [22]. The main topological
node-pairs and thereforgV - (N — 1)]! different ways they features of these networks and obtained results are presented

can be ordered and assigned paths. In our algorithm thisifisTaPle I. The networks are ranked in increasing valuevof
done randomly. Since usually more than one MNH's paf’d the dotted lines identify the limiting cudts. _ _

exists between each node-pair a certain degree of freedonf IS important to stress several of the following points:

is available and is used to balance, as evenly as possible, the « varies from 0.16 to 0.23. This represents the range of
paths among all the links. This contributes to the reduction of « of interest for real networks, and thus the focus of
the number of lightpaths to be rerouted in case of a link failure current analysis; ~

(considering the same probability of failure for all links) and to * an increase ofv determines a decrease &f, D and IV,

minimize the network wavelength requirement. Tteysical as expected;
paths allocationis performed as follows: « the lightpath allocation algorithm works efficiently yield-
1) all the source-destination pairs are randomly ranked and g the number of wavelengths equal or very close to the
assigned the first found MNH's path: lower limit Wy .. In all the networks/V, was equal to the

2) for each node-pair considered: an alternative MNH's ~number of channels in the most loaded link(s), implying
path substitutes the one previously assigned if and only if that wavelength translation does not lead to a reduction
the number of channels (congestion) of the most loaded [N the network wavelength requirement.
link in the alternative path is lower than the congestion
of the most loaded link in the previously assigned path.lln the EON [21] a link between Luxemburg and Amsterdam was added

. . . in order to satisfy the constrain{€'1) and (C2).
This process is repeated for all node-pairs; 5 _ . .
In the UKNet the central cut determines the lower lifii,;,, whilst the

3) Step_ 2) is repeated until no more substitutions afg,er cut will determine the limityy;, in the link failure restoration mode,
possible. as shown in Section VII.
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TABLE |
MAIN ToPOLOGICAL PARAMETERS AND RESULTS FOREXISTING OR PLANNED NETWORK TOPOLOGIES THE DOTTED LINES REPRESENT THELIMITING CuTs

Network IN I L| o H | D | Gmindmaz) | Wer | Na | Na/Wig

ARPANet 20 | 31 [ 0.16 | 2.81 [ (2,4) 33 33 1

21 | 39 | 0.9 | 251 | 5 (2,7) 19 22 1.16

20 |39 | 0.2 | 236 | 5 2,7 18 18 1

NSFNet 14 | 21 [ 0.23 | 2.14 3 (2,4) 13 13 1

0.20 topological parameters was assigned to each of them

V= (712, T3, Mgyt 3TN0k s 2.D, M3 D—15 1050015 D, H)

wheren; represented the number of nodes with dedree

and n,.; the number of node-pairs both with degrée= ¢,

and j hops away from each other. Having different vectors

m is a sufficient condition for two networks to be topologically

0101 [1T] different, hence any new generated network was accepted only

if its vector was different with respect to the previous ones.
The average nodal degree is given by

0.051 5_2-L_N-(N—1)-a
N N

HHHHHHHHHH Without limiting the npdal degree, a large number of RCN’s

AL were generated for different values &f and o and the

000 14 16 18 20 22 24 26 28 30 32 84 36 38 40
Number of Wavelengths (N,) nodal degree distribution was found to be normally distributed
Fig. 2. Normalized distribution of the number of wavelengtiié, for centered arqund, with sta}ndard d?VIatIOET dependept oV
RCN's with N = 14 and @ = 0.18. andc. In particular for a givenV, ¢ increased with an increase
of « (up tor = 0.5). Similarly for a givenw, ¢ increased with
an increase ofV. Typical values ofs used were between 1.5
and 3. The maximum nodal degree was therefore defined as
To generalize the results for wavelength requirements a large 5 T[540 5
number of random networks satisfying constraifftsl) and max = [0+ 20] ®)
(C2) were analyzed fo0.1 < « < 0.4. We refer to these to retain over 95% of the possible topologies.
networks agandomly connected networkRCN'’s), and they = Networks with the sameV and « can have different
are generated as follows. Given a number of nodesind physical topologies, hence different wavelength requirements.
connectivityw, a randomly selected link is added at a time untiA statistical analysis showed that a few thousand different
the value ofw is reached. A uniform probability distribution topologies were sufficient to generate stable distributions of
is considered, such that all thé - (N — 1)/2 links have the N,.
same probability to be selected. A new link can be acceptedin Figs. 2—3 the normalized distributiohsf V), for RCN'’s
only if it is not already present and the nodal degree of bothith ¥ = 14 are plotted for different values ofr. For
the interconnecting nodes do not exceed a previously defined= 0.18 (Fig. 2) the distribution assumes a wide range of
maximum degreé,,.., whose value is determined by and values, given the different topologies of the generated RCN’s.
«, as described below. To verify that this random process dithe distribution is bimodal with peaks centered respectively
not result in an unconnected network, a step was performadundN, = 20 and23. The average value &, = 22.6 and
to ascertain the constrain@g”'1) and (C2), with only the the range which contains 95% of the resultshig = 17-32.
connected networks analyzed.
To ensure that the test set of generated networks Comaine@'he normalization is performed with respect to the total number of
only distinct network topologies, a vector consisting of severahalyzed networks, i.e., the total area of the histogram is 1.

0.15 4

Normalised Distribution

=(N-1)-c. 4

B. Randomly Connected Networks
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Fig. 3. Normalized distribution ofV, forRCN’'s with N = 14 for different values of«.
40 (e > 0.25) the influence of the diameter o, becomes
smaller, as can be seen by the narrowing of the distribution.
% In Fig. 4 the mean values and the ranges containing the 95%

of the results are plotted versus the physical connectivity
As already seen, both the mean values and the ranges decrease
with increasing connectivity.

The same analysis was performed for RCN's with a different
number of nodegN = 20-50). The results showed similar
N behavior to the case wittv = 14 and in Fig. 5 themean
valuesof the distributions are plotted versuslt is interesting
to note that the mean values of the wavelength requirements
I are independent of the network siZ€. [Similarly, for a

given «, the 95% ranges were found comparable and almost
0 . ' ' independent ofV]. A clear trade-off exists between the mean
0.0 0.1 o2 03 04 0.5 values of N, and the connectivityy, relationshipquantified
Connectivity (o) . .
by the results of Fig. 5. It is shown that on average RCN'’s
Fihg 4. IWavelength reﬁ#if%meﬂts for RC'\r‘]S With' = 14 Vefsuﬁ tgg /achleve a full logical connectivity with a modest number of
g Srf:ulfsog?]zcmtygashe% ars represen e randes containing the 95%Qf -\ elengths. For example no more than 16 and 8 wavelengths
are necessary far > 0.2 and 0.3, respectively.
The results of the real networks are also shown. It can be
Anincrease inv leads to a decrease i, since lightpaths can geen that UKNet, EON, NSFNet match well the general be-
be mapped onto a greater number of links. Consequently, fgior, whereas the ARPANet has a slightly higher wavelength
distribution shifts toward lower values and becomes narrowgiquirement, as consequence of its low valuevadnd high
(Fig. 3). value of the diameter.

The results showed that for low values of the physical A complete analysis of all the possible topologies was
connectivity (¢ < 0.25) small variations of the diameted performed for networks withV = 5 and 6, given their
generate large variations iV, and networks with higher di- relatively small number. In order to satisfy the constraints
ameters have a higher wavelength requirement:Axreases (C1) and (C2), at leastL = N links are necessary (in the
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40 TABLE 1l
v MAIN TOPOLOGICAL PARAMETERS AND RESULTS FORREGULAR NETWORKS
P— | ARPANet (o)
\ o/ - N=5 o
80 ] L S Network | N L «a H | D | N,
_ v T NZEs SN(2,2) [ 8 12 [ 043 [1.71] 3] 5
% o5 | 2s NeEe SN(2,3) 24 48 017 ({239 | 4 | 19
B SN(2,4) 64 [ 128 [ 0.063 | 3.42 | 6 | 68
2 Lo SN(3,2) 18 45 029 (194 | 3 8
< SN(3,3) 81 | 243 | 0.075 | 280 | 4 | 45
£ 45 SN(4,2) 32 | 112 0.23 |2.06 | 3 | 11
= SN(5,2) | 50 [225] 0.18 [ 214 3 | 15
10 ] SN(6,2) 72 | 396 | 0.15 | 2.20| 3 | 18
Complete analysis deB(2,3) 8 13 0.46 1.64 3 6
s } (N=5, N=6) deB(2,4) | 16 | 29 | 0.24 [ 214 | 4 | 12
] T o o deB(2,5) | 32 61 0.12 [ 275 ]| 5 | 30
%o 01 oz o3 o4 os o6 07 o8 08 1.0 deB(3,2) 9 21 0.58 1.42 | 2 3
Connectivity (o0 deB(3,3) | 27 75 0.21 {208 ]| 3| 12
. - . . . B(3,4 . .
Fig. 5. Mean values ofV, versus physical connectivity, as a function of geB(i’; 51;(15 25347 g ZZ f ?? ;1 447
the number of nodesV. eB(4,2) 20 99
deB(4,3) | 64 [ 246 | 0.12 {232 ]| 3 | 23
deB(5,2) | 25 [ 110 | 0.37 | 1.63 | 2 6
50 deB(6,2) | 36 [ 195 | 0.31 | 1.69 | 2 8
¥ deB(7,2) | 49 | 315 0.27 [ 1.73 | 2 9
451 ) deB(8,2) | 64 | 476 | 0.24 [1.76 | 2 | 10
[ Foot N=14 deB(5,3) | 125 | 610 | 0.079 | 247 | 3 | 38
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— \ o --o N=28
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® ¥ --v N=50 70 >
g 30 65 OSN@2,2)
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Fig. 6. Number of wavelengths (upper bound) for 95% of the RCN’s versus | « '
physical connectivityr, as a function of the number of nodé@é. 5 *ax Fooe
: > A
ol

00 01 02 03 04 05 06 07 08 09 10

ring configuration), such that the range @fis Connectivity (0)
2 Fig. 7. Number of wavelengthsV, versus physical connectivityx for
N_o1 <a<l (6) regular networksShufflenet and de Bruijn.

For N = 5 and6 high values ofe were obtainedd¢ > 0r¢ considered, namely the Shufflenet(8N\k) [23] and de

0.5 and 0.4, respectively), leading to narrow distributionsBruijn graph deBA,d) [15] where each directed link was
The mean values are plotted in Fig. 5. It is shown that s y

) i 8placed by a bidirectional one. Their topological features and
« increases the wavelength requirement decreases reacrfﬁggresults are summarized in Table I

N, = 1 for &« = 1. Moreover it can also be seen that these In Ei
results correspond well with those obtained for the RCN’
confirming the validity of the RCN’s modeling results.

Fig. 6 shows the values ofVy below which the 95%
of the RCN's lie, defining the upper bound on waveleng
requirements. It can be noted that, for example,dor 0.3
the 95% of all the generated networks require less than
wavelengths.

g. 7 the requiredN, for the regular networks are
Plotted versusa. These results lie on the curve describing
the mean values for RCN'’s (Fig. 5), confirming that randomly
connected networks have similar topological features of regu-
q&r topologies [24] and hence similar wavelength requirements.

Conventionally, the analysis of regular topologies has at-
#cted interest because of inherent simplicity of routing rules
[17]. However, the presented results lead to an important
conclusion that whilst arbitrarily connected networks have
similar wavelength requirements, they also have the added

For comparison with arbitrarily connected networks, twadvantages of scalability and flexibility, required for network
well known and previously studied regular physical topologiessolution.

C. Regular Networks
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Fig. 8. Minimum values (lower bound) oWy for RCN’s versus physical Fig. 9. Minimum values of the mean internodal distanfleyersus physical
connectivitya, as a function of the number of nodéé. connectivityr, as a function of the number of nodéé.

D. Discussion The distributions of the average internodal distadtdor

In Fig. 8 theminimum valuesf the distributions ofV, for ~all the generated RCN'’s were analyzed and it was found that
RCN's are plotted versus. Similarly to the mean values, they can be fitted well with a normal distribution. In Fig. 9, the
they are dependent only am, and independent oV. The Minimum valuesf the distributiong Ay, ) are plotted versus

following equation the physical connectivityy. It is shown that for any network
k size an increase in the connectivity results in a decrease in
Nwin = o = (k—=1) (7) the minimum values offf, as expected. As shown for low

values of o, H,,;n decreases with an increase 6f. The
influence of the network size decreases with an increase of
K and fora > 0.3, H,,;, is almost independent a¥. Given

provides a good fit of the curve with= 3 for 0.1 < a < 0.4.
An analytical relationship which gives a lower limit d¥,

as a function ofa can be found as follows. In a networ h dof th its. it ; le to find titati
with N nodes and. links, replacing each link with a bundle € spread ot the resullts, 1L1s not possible to find a quantitative

containing1/« fibers leads to the total number of links Oi;elanonshlp betweeil i, anda independent ofv. However

L/a = Lpc. The derived network has the same numb(—{*p.e.rESUItS Of. Fig. 9 can be used in (9) to calculate the
of links as the physically fully-connected one, representi [ginimum required number of wavelengi,,,.,.. For example

a necessary (but not sufficient) condition for haviNg = 1. Tor ¥ = 28 and o = 025 Hyiu = 19, hence from 9)
Suppose the required number of wavelengths for the deriviagm= = 6 From (7) forar = 0.25, Na,;, = 10. This

bppose. . q : . 9 . Sl erence is due to the uneven distribution of the lightpaths
network is N§ = 1. Assuming equivalence between fibers

and wavelengths, it is possible to exchange e fibers per among the network links, which decreases as the connectivity

bundle with1/« wavelengths per link in the original network.NCTCaS€s- For example, far= 0.4, Hy, = 1.6 (independent

: . ."of N), henceN,_, = 4. From (7) fora = 0.4, N, = 5.5.
Hence the required number of wavelengths of the origing is)confirms /\that by increagir)lg the numberA of links, the

network isV = 1_/0“ However theLrc links in th_e de_rlved lightpaths can be more evenly spread among them, determining
netvyork do not dlre.c_tly connect f" the node-pairs, i.e., the lower wavelength requirement approaching the lower limit
are in thewrong position henceNy = v > 1, such that and providing a more efficient link utilization.

Ny = 7 (8) It is worthwhile to note that exact lower bounds on the

& . . number of wavelengths have been analytically derived in [25].
Only for o = 1, v =1 and the minimum value is ach|eved.|.hey are in very good agreement with the results reported in
(Nx = Ny = D). _ _ this paper.
The value ofy can be evaluated in the following way. The

total number of links utilized by all the network lightpaths VI. MULTIFIBER NETWORKS
is N - (N — 1) - H where rep_resents the average nu_mber Given the growth of opto-electronic technology, networks
of hops between e_a_ch n_ode-p_alr, as defined before. Since rtgguiring 8-16 wavelengths could be implemented in the next
total number of unidirectional links in the network3s L, the d

. N, is obtained wh Il th liahtoath ecade [26]. From the results shown in Section V, it follows
minimum IV, IS obtained when all these lightpaths are evenl[¥|at if single-fiber connections are used, practical topologies
distributed among all the links

need a physical connectivity > 0.2. This condition may not

min min

Ny = N-(N-1)-H _ Lrc -H _ H ©) be achieved, especially for networks with a high number of
2.L L a’ nodes, since physical links are expensive to install. An obvi-
Again it can be seen that for = 1, H = 1 and the ous alternative approach is the use of multifiber connections

minimum value is achievedN, = N, . = 1). between the nodes, an option particularly attractive where the

min
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of extra links added. For the ARPANet settidg = 2 in 6

0.25
ARPANat bidirectional links (corresponding to 19% of the total fiber)
5 EON allows to achieveN; = 22 (a reduction of 33% inNy).
0201 ] To obtain N{ = 16 (saving 51% of the wavelengths) it is
£ sufficient to setP” = 3 in the four links carrying 33 lightpaths,
;‘é 015 and P = 2 in the eight links carrying 17-to-29 channels, with
H a total fiber added of only 48%. As shown, this curve lies well
g above the solid line, confirming that a selective duplication of
% 0.10 | links results in a significant reduction &¥,.
£ Similarly, for the UKNet, EON and NSFNet, a required
“ number of wavelengthV{ = 16 or 8 can be achieved by
0051 adding fiber. For example, in the EOW]; = 16 is obtained
by settingP = 2 in the 5 most loaded links (25% fiber added),
000 I i N B and Ny = 8 with P = 3 for them andP = 2 for the 20 links
70 2 4 6 8 1012 14 16 18 20 22 24 26 28 30 32 34 36  carrying 9-t0-16 channels (102% fiber added). However, for
Channels per ink these three networks, reductions¥i, are achieved at the cost
Fig. 10. Links loading in ARPANet and EON. of more fiber added, as witnessed by the less steep slope of
o their curves (close but still above the solid line).
s | s In summary, an pptimized topology must have links Ioaded_
o | - . as evenly as possible, and hence the replacement of heavily
s | *‘\ ///,/'; loaded links with multifiber connections leads to a reduction
so | e //.ﬁ//’/// Nj8 of Ny.
= 45 1 ,’f/‘/,’
g‘to‘ N2 ;A" VII. LINK FAILURE RESTORATION
éas- \,;"Nim T ,}H In transport network applications no channel blocking is
§ 30 4 };,/A ,",/" allowed, therefore link failures must be accompanied by a
= 25 P& & — ARPANGL complete restoration of the lightpaths involved.
20 1 AT o2 25N Consider a network cut witli links. If a link carryingw
187 ;/,;; ’ TooTT NSFNet lightpaths fails, these channels must now be distributed over
7 N C" = C —1 links. Hence a new lower limit¥{} can be
S e Nl obtained from (3) by replacing with C”. If the new limiting

Fibre added (%)

Fig. 11. Wavelength saving versus percentage fiber added. The solid line
represents the savings achievable with a nonselective duplication of the

network links.

physical topology is already defined and free multiple fibe

are available.

By replacing each connection with a bundle containifg
bidirectional fibers, a new lower limit¥{; can be obtained
from (3) substitutingC' with ¢ = P . C. For example for
P = 2 (100% fiber added)¥{; = Wxrr/2 and 50% of
wavelength saving can be achieved (see solid line in Fig. 1i]i

0O 10 20 30 40 50 60 70 80 90 100 110 120 130 140

cut results from the original one, the increment in the lower
limit is 100/C"% (see LL variation curve in Fig. 12)

1
WI/‘/L = WLL<1 + a)

I%onsider, for example, the EON where the limiting cut consists
of C = 2 links. The new lower limit originates from the same
cut determining an increment of 10097 = 36). Similarly,
the new limiting cuts of ARPANet and NSFNet derive from
the original ones @ = 3 and 4, respectively) therefore an
increment of 50 and 33% is respectively obtait@d’; = 50
ndW{’ = 17). In the UKNet, on the contrary, the new lower
it does not derive from the original limiting cut, since the

(10)

Howevgr, depending on thg physical topology, thg S_e,IeCti\ﬂ%per cut consisting of only’ = 3 fibers setsiv?, = 27,
duplication of only a few links may lead to a significantith an increment of about 50% (see footnote 2).

reduction of V), as shown below.

Consider as an example the normalized distribution of trWL

This implies that all the original cut€ where Wg ~
L. must consist of as many links as possible, to limit the

numberoflightpaths passing through the links in the ARPANG{:rement in the lower limit and hence in the number of
and EON (Fig. 10). As shown, the ARPANet has a veryqgitional wavelengths required for restoration.

different loading between its links. This is due to its physical As already discussed, the lower limit may not be achieved if
topology where the links in the limiting cut are much moreouting rules are imposed. In particular we consider the case of
loaded compared to the others. In this case the duplicationgifly the lightpaths passing via the failed link rerouted, without
only these links results in a large reduction’é{. Conversely, involving the other network channels. This is a consequence
in the EON the links are quite evenly loaded, hedég can of the fact that in transport network applications live-traffic
be reduced only at the expense of adding more fibers. cannot be interrupted.

This is illustrated in Fig. 11, where the percentage of saving The restoration algorithm works as follows. The lightpaths
in the required number of wavelengths is plotted as a functiém be rerouted are ranked in order of decreasing original length
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Fig. 12. Maximum extra wavelengths versus number of links in the neltig. 13. Average percentage variation in the number of wavelengths

limiting cut C"'. (ANy/Ny)avand mean internodal distanc& versus the number of
additional hopsZ.
TABLE I
ADDITIONAL WAVELENGTH REQUIREMENTS C" = 2 only the result of the ARPANet is shown, and the one
FOR SINGLE LINK FAILURE RESTORATION for ¢ = 5 is obtained by the UKNet original limiting cut.
A clear trade-off between the number of link&' in the new
Network | C" | Wiy | NY | (Go2)m | (52w limiting cut and the maximum increment of the wavelength
EON - s 56 (133 é?; requirement is shown. _ _
RNt 5T 57 137 683 525 In the s_econd step, the reductl_on(zﬁN,\/N,\)M achleva_\ble
5 22 | 31 40.1 - by removing the MNH'’s constraint was analyzed. In this case
ARPANet | 2 50 | 53 60.6 21.1 for any rerouted lightpath, the restoration path was selected
NSFNet | 3 | 17 | 20 53.8 33.3 from those whose length was less or equal to the MNH's one

plus Z hops, withZ = 1-4. The results are shown in Fig. 12.

(in terms of hops) and assigned alternative MNH'’s paths. Sintecan be seen that settirg = 1 significant improvements can
for each node-pair more than one MNH's paths may exist, the achieved and the theoretical values approached. Further
one requiring the lowest wavelength number is assigned. Thisreases oZ do not lead to any decrease @ N, /Ny ).
allows the wavelength of the channel to be restored to beSimilar results and tradeoff betwe€A Ny /Ny )y, and C”
changed, if necessary, whilst maintaining end-to-end logiocakre obtained for several analyzed RCN's. In conclusion, the
transparency. MNH’s paths are selected for the reasons stadedign of fault-tolerant networks must maximize the number
in Section II. of links in the cuts where the wavelength requiremBrng ~

The four real topologies were analyzed and the new wav@4 ..
length requirementsVy evaluated for all the possible single Fig. 13 shows the average increment in the wavelength
link failure restoration scenarios. The results are shown iaquirement considering all the possible link failures vetgus
Table Ill, where C” represents the number of links in thdt can be seen that a decreas€ MV, /N, ),, can be achieved
new limiting cut, ANy, = NY{ — N, and (AN/N,)y and by settingZ = 1 and again further increase #fdoes not lead
(AN)/Ny)a give the maximum and average increment ito any improvement. Therefore restoration lightpaths slightly
the wavelength requirement (in %). It can be noted that thenger than the MNH’s can be used to reduce the wavelength
maximum increments are slightly higher than the theoreticadquirement. It is interesting to note that on average no more
values expected from the lower limit variations. For examplthan 20-30% extra wavelengths are necessary to fully restore
in the UKNet and ARPANet the maximum increments arthe logical connectivity. Fig. 13 also shows that the increment
respectively 68.2 and 60.6% with respect to the 50% expectedthe average internodal distance (in terms of hops) was
by the new lower limit. In the NSFNet the maximum incremerdalways negligible. Similar results were obtained for several
(53.8%) is considerably higher than the theoretical valuesnsidered RCN’s (not shown here).
(33.3%). For the UKNet the maximum increment/éf given In all the analyzed situations, the wavelength requirement
by the failure of a link in the original cutC” = 5) is N} was found to be always equal or very close to the new
also shown. lts value (40.1%) is higher than the expectémiver limit W/, . This implies that wavelength translation does
one (25%). This higher values obtained can be explained bgt introduce significant advantages in termsN\gf for link
the limitations imposed by the rerouting algorithm: only théailure restoration either.
lightpath involved in the cut are rerouted over only the MNH'’s
paths. VIII.

In Fig. 12, the results of AN,/N,)as for the considered In this paper the wavelength requirements in arbitrarily
networks are plotted versu€” (see curve MNH’s). For connected wavelength-routed optical networks have been stud-

C ONCLUSION
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ied. A heuristic algorithm for the lightpath allocation wag12] A. Aggarwal, A. Bar-Noy, D. Coppersmith, R. Ramaswami, B. Schieber,
presented and a |arge number of randomly connected networks and M. Sudan, “Efficient routing and scheduling algorithms for optical

networks,” in Proc. 5th Annu. ACM-SIAM Symp. Discrete Algorithms

were analyzed in order to evaluate bounds on the number of 5, 1994 pp. 412-423.
wavelengths necessary to satisfy a uniform logical connei¢3] R. A. Barry, “Wavelength routing for all-optical networks,” Ph.D.
tivity. The results showed that the wavelength requirement dissertation, Dep. Elec. Eng. Comput. Sci., M.LT., Cambridge, MA,

Aug. 1993.

strongly depends on the physical connectivity, whilst it i§4] R. K. Pankaj and R. G. Gallager, “Wavelength requirements of all-
almost independent of the network size. Moreover it is shown optical networks,"IEEE/ACM Trans. Networkingvol. 3, pp. 269-280,

that WRON's can provide high transport capability with

June 1995.
K. N. Sivarajan and R. Ramaswami, “Lightwave networks based on de

modest number of wavelengths and that wavelength translation gruijn graphs,”IEEE/ACM Trans. Networkingvol. 2, pp. 70-79, Feb.

does not lead to a reduction &¥,.

The advantages achievable by the use of multifiber conndt®

1994.
E. D. Lowe and M. J. O'Mahony, “Wavelength contention blocking in
circuit switched WDM optical networks,” ifPrroc. ECOC’94 1994, pp.

tions was demonstrated by the analysis of several existing or 8sg-892.
planned network topologies. It was shown that the selecti{&] M. Aimone Marsan, A. Bianco, E. Leonardi, and F. Neri, “Topolo-

gies for wavelength-routing all-optical networksFEE/ACM Trans.

duplication of heavily loaded links can result in a significant  Neworking vol. 1, pp. 534-546, Oct. 1993.

reduction in the wavelength requirement.

[18] H. A. Jager, “WDM-gridconnect as a transport structul&EE Photon.

Finally, the consequence of single link failure restoration Technol. Lett.vol. 7, pp. 576-578, May 1995.

9] S. Baroni, P. Bayvel, and J. E. Midwinter, “Influence of physical

was analyzed. A clear trade-off between the number of links™ connectivity on the number of wavelengths in dense wavelength-routed

C in the cuts wheréV~ ~ Wi, and the maximum increment
of the wavelength requirement was identified. Moreover tHg"!

optical networks,” inProc. OFC’96 1996, pp. 25-26.
R. Ramaswami and K. N. Sivarajan, “Design of logical topologies for
wavelength-routed all-optical networks,” Proc. IEEE INFOCOM'95

analysis of several real networks has shown that on aver- 1995, pp. 1316-1325.
age no more than 20-30% extra wavelengths are necesdaty M. J. O'Mahony, D. Simeonidou, A. Yu, and J. Zhou, “The design of a

to fully restore the logical connectivity. Also, in this case,

european optical network,J. Lightwave Technqlvol. 13, pp. 817828,
May 1995.

wavelength translation did not result in significant reductiof22] S. Appleby and S. Steward, “Mobile software agents for control in

in the wavelength requirement.

telecommunications networksBT Technol. J.vol. 12, pp. 104-1186,
Apr. 1994.

T_he_se algorithms and results can be applied to design q@ﬁi M. G. Hluchyj and M. J. Karol, “Shufflenet: An application of gener-
optimize the architecture and topology of wavelength-routed alized perfect shuffles to multihop lightwave networks,”Lightwave

optical networks.
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