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ABSTRACT:   Speaker recognition is the process of recognizing a speaker from his 

speech. This can be used in many aspects of life, such as taking access remotely to a 

personal device, securing access to voice control, and doing a forensic investigation. In 

speaker recognition, extracting features from the speech is the most critical process. The 

features are used to represent the speech as unique features to distinguish speech samples 

from one another. In this research, we proposed the use of a combination of Wavelet and 

Mel Frequency Cepstral Coefficient (MFCC), Wavelet-MFCC, as feature extraction 

methods, and Hidden Markov Model (HMM) as classification. The speech signal is first 

extracted using Wavelet into one level of decomposition, then only the sub-band detail 

coefficient is used as the feature for further extraction using MFCC. The modeled system 

was applied in 300 speech datasets of 30 speakers uttering “HADIR” in the Indonesian 

language. K-fold cross-validation is implemented with five folds. As much as 80% of the 

data were trained for each fold, while the rest was used as testing data. Based on the 

testing, the system's accuracy using the combination of Wavelet-MFCC obtained is 

96.67%.  

ABSTRAK: Pengecaman penutur adalah proses mengenali penutur dari ucapannya yang 

dapat digunakan dalam banyak aspek kehidupan, seperti mengambil akses dari jauh ke 

peranti peribadi, mendapat kawalan ke atas akses suara, dan melakukan penyelidikan 

forensik. Ciri-ciri khas dari ucapan merupakan proses paling kritikal dalam pengecaman 

penutur. Ciri-ciri ini digunakan bagi mengenali ciri unik yang terdapat pada sesebuah 

ucapan dalam membezakan satu sama lain. Penyelidikan ini mencadangkan penggunaan 

kombinasi Wavelet dan Mel Frekuensi Pekali Cepstral (MFCC), Wavelet-MFCC, 

sebagai kaedah ekstrak ciri-ciri penutur, dan Model Markov Tersembunyi (HMM) 

sebagai pengelasan. Isyarat penuturan pada awalnya diekstrak menggunakan Wavelet 

menjadi satu tahap penguraian, kemudian hanya pekali perincian sub-jalur digunakan 

bagi pengekstrakan ciri-ciri berikutnya menggunakan MFCC. Model ini diterapkan 

kepada 300 kumpulan data ucapan daripada 30 penutur yang mengucapkan kata 

"HADIR" dalam bahasa Indonesia. Pengesahan silang K-lipat dilaksanakan dengan 5 

lipatan. Sebanyak 80% data telah dilatih bagi setiap lipatan, sementara selebihnya 

digunakan sebagai data ujian. Berdasarkan ujian ini, ketepatan sistem yang 

menggunakan kombinasi Wavelet-MFCC memperolehi 96.67%. 

KEYWORDS: discrete wavelet transforms; feature extraction; hidden Markov models; 

speaker recognition; wavelet coefficients 
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1. INTRODUCTION  

Speaker recognition is the process of recognizing the speaker from his speech by 

comparing the sound biometrics of the words he has spoken with his pronunciation model, 

which has previously been used as a reference and stored in a database [1]. Speaker 

recognition can be used in many aspects; this technology is expected to make daily life 

easier by accessing personal devices remotely. As a biometric tool, speaker recognition 

also can be applied in secure access voice control, information structuring, customizing 

services, and forensic investigation. As a non-invasive biometric, speech can be collected 

without the knowledge of the speaker [2]. The speaker recognition system first appeared in 

1962, in an article published by Nature entitled Voiceprint Identification. The research 

claimed had developed a method for identifying an individual with high success rates. The 

research developed a visual representation of speech called a spectrogram. However, the 

first successful implementation in speaker recognition was a text-dependent system 

developed in 1977, using Euclidean distance as a verification decision. In the last several 

years, many researchers have been interested in this field and made significant 

improvements to it [3], especially in feature extraction and classification.       

In speaker recognition, feature extraction is a necessary process that can affect the 

performance of the system recognition. These features are used to represent and describe 

the signal. Each speaker has a unique vocal characteristic; this leads to two different 

features: morphological and behavioral features. Morphological features are determined 

by the length of the vocal tract and the size of vocal folds. At the same time, the 

behavioral features are determined by education, background, parental influence, 

personality type, place of birth, and language  [1]. There are a few properties of good 

features, such as the ease of measurement and extraction, robustness, uniqueness, and 

independence between one feature and another.  

Several feature extraction techniques are commonly used in speaker recognition, such 

as the Mel Frequency Cepstral Coefficient (MFCC), Gammatone Frequency Cepstral 

Coefficient (GFCC), Wavelet, and the combination of Wavelet-MFCC. Each of the 

methods has its advantages and disadvantages. Feature extraction using MFCC is found in  

[4], the research employed MFCC to extract the features. MFCC is an excellent features 

extractor; it can form features to mimic human hearing [5].  Although it was said that 

MFCC is the best feature extractor, especially in distant-talking speaker recognition [1], in 

the matter of robustness towards noise, GFCC is better [6]. Ayoub et al. [7] employed 

GFCC as a features extractor in speaker identification system over VoIP network. The 

Discrete Wavelet Transformation (DWT) has also become popular and is employed in a 

variety of applications. The extension version of DWT, Wavelet Packet Transform (WPT), 

has superior presentation to DWT; it gives more flexibility in decomposition since WPT 

decomposes both details and approximations [8]. It is stated that the features extracted 

using a wavelet give equal accuracy to MFCC. Aside from that, many previous kinds of 

research claim that extracting features using wavelet yielded better results compared to 

MFCC [9]. WPT was employed to extract features on TIMIT and TALUNG databases 

[10]. However, it is shown that in the speaker recognition system, MFCC is commonly 

used as a feature extractor and can be combined with another new method such as DNN 

[1].  

Several previous types of research have combined Wavelet and MFCC, forming 

MFCC based on wavelet to overcome the noisy environment.  Application of both, in 

combination integrates the merits of both methods. MFCC can represent the speech 

spectrum in a compact form and is based on the model of human auditory perception, but 
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the FFT process can cause the loss of information [5,11]. Meanwhile, the wavelet can map 

the signal into the time and frequency domain; thus, no information is lost in this process 

[9]. MFCC was combined with 3 level decomposition of DWT to extract signal uttering 

digits 0-9 in the Indian language [12]. WPT-MFCC was combined employing all of the 

sub-band obtained from WPT to find the MFCC [13]. MFCC was combined with Wavelet 

sub-band coefficient (SBC) in an isolated word for speaker recognition [14]. The 

combination of Wavelet-MFCC yielded better results than conventional MFCC and GMM 

[15].  

The modeling and decision making in speaker recognition also vary, starting from the 

widely used HMM [4,16],  vector quantization (VQ) [9], SVM [14], the classical 

technique Gaussian Mixture Model (GMM) [10,12,13], and ANN [17,18]. However, from 

the decision-making model, HMM is more suitable for modeling speaker features, 

especially in text-dependent speaker recognition systems, where there are two types of 

HMM, Ergodic and left-right [19].  

Much previous research that employed Wavelet-MFCC as feature extraction either 

used approximated sub-band coefficient [9], or a combination of approximated and 

detailed sub-band of the sub-band [12,17]. There are three aims in this research. First, we 

determine the best sub-band coefficient as an input for another feature extraction using 

MFCC. Second, we determine the best wavelet family in Wavelet-MFCC feature 

extraction method. We also try to find the influence of gender in the recognition system. 

Then, we compare the proposed method with other feature extractions such as 

conventional MFCC, MFCC + delta, and MFCC + delta-delta. As for the decision-making, 

we employed HMM. 

2.   RELATED WORKS  

As the algorithm evolves for speaker recognition, one of the best algorithms is Mel 

Frequency Cepstral Coefficient (MFCC) [20]. Many previous researchers have used this 

algorithm to extract features from a sound signal. MFCC was employed as a feature 

extractor in the NTT database, and the Japanese Newspaper Article Sentences (JNAS) 

database and Vector Quantization (VQ) were used as a recognizer [21]. The obtained 

result shows excellent accuracy, which is 98.75%.  

It is said that GFCC works better than MFCC to extract features from noisy signals 

and shows an encouraging result. [7] studied and evaluated the performance of the method 

in text-independent over VoIP networks and obtained high identification rates. [10] 

applied WPT to extract features in two public databases, TALUNG and TIMIT. The 

research proposed a new method based on a multilayer neural network to reduce the 

dimension of wavelet packet features. The recognition rate obtained was 94% in the 

TALUNG database. WPT was also applied in speaker identification for security systems 

based on the energy of speaker utterance and achieved a 96.6% of recognition rate [11]. 

The hybrid features were based on Wavelet-MFCC [12]. The features were extracted 

in ten isolated Hindi digits using 3 level decomposition of Wavelet, then extracted using 

MFCC on every sub-band.  The methods yielded 100% average performance. Adam et al. 

[22] proposed an improved feature extraction method called Wavelet Cepstral Coefficient 

(WCC) for isolated speech recognition in the English alphabet. The research replaced the 

DFT with DWT in order to obtain the merit of the wavelet transform. The coefficient from 

DWT is then used as a feature vector to calculate the log power spectrum and DCT. 
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3.   METHODOLOGY 

In this research, generally, the proposed method consists of four steps: collecting 

database, preprocessing, feature extraction, and speech recognition. Figure 1 shows the 

steps of the proposed method. 

 

Fig. 1: Proposed method. 

3.1  Database 

The database used in this research was created with the help of 30 volunteers 

consisting of 20 male and 10 female adults. All of the speakers were native Indonesian 

speakers and asked to utter the word “HADIR” in Indonesian, which in English means 

“PRESENT,” and repeat the word ten times. The total dataset obtained was 300 datasets. 

In accordance with collecting the sound database, this research used a smartphone 

integrated with a microphone and used Audacity software. There were two settings done 

in recording; the first was an environmental setting, and the second was the recording 

properties setting in Audacity software. In the environmental setting, the recording was 

taken indoors to reduce the noise, and the recorder was placed 0.5 meters from the 

speaker; the Audacity setting was shown in the following table. 

Table 1: Recording properties 

No. Variable Value 

1 Recording channel Mono 

2 Frequency Sampling 8096 

3 Bits per Sample 16-bit PCM 

4 Format *.wav 
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3.2  Preprocessing 

The aim of preprocessing is to enhance the quality of the signal. There were three 

steps in the preprocessing stage that consisted of noise reduction, voice activity detection, 

and signal normalization. In the first step, we applied a pre-emphasis filter to reduce the 

noise. Pre-emphasis is also able to emphasize the high frequency in the signal. Generally, 

the coefficient used in pre-emphasis oscillates between 0.9-0.97. In this research, we used 

α = 0.97. Therefore, the following Eq. (1) is used to calculate pre-emphasis, where y[n] is 

the output, x[n] is the input signal n, and x[n-1] is the previous signal. 

𝑦[𝑛]  =  𝑥[𝑛] –  𝛼 ∗  𝑥[𝑛 –  1] (1) 

The next step was applying the voice activity detection algorithm. By applying this 

algorithm, the silent sound in the signal was removed [23]. This algorithm was developed 

by [23], and this algorithm uses the value of energy E as a threshold to distinguish the 

silent sound in the signal. The energy of the signal can be calculated using Eq. (2). 

𝐸 =
1

𝑁
∑ |𝑥(𝑛)|2𝑁
𝑛=1  (2) 

The last step of preprocessing was signal normalization, Snorm. Signal normalization 

aims to obtain the same magnitude value. By doing this, the maximum magnitude value is 

±1. Eq. (3) was used to obtain the normalized signal. Snorm is the normalized signal, and 

max|S| is the maximum value of the signal. 

𝑆𝑛𝑜𝑟𝑚 =  
𝑠

𝑚𝑎𝑥 |𝑆|
 (3) 

3.3  Feature Extraction 

Feature extraction is a process to extract features from the signal. The extracted 

features must be unique and have high variability, among other features. In this step, two 

different methods were combined, wavelet and MFCC. The goal of this combination was 

to take advantage of both methods.  

For wavelet feature extraction, this research applied Discrete Wavelet Transformation 

(DWT). Wavelet transformation is suitable for analyzing stationary and non-stationary 

signals since it can localize the signal in the time-frequency domain and has multi-

resolution characteristics [12]. The signal then decomposed into one level decomposition. 

The decomposition itself was a convolution and decimation process of a signal by a factor 

of two [24], the result was two sub-bands for each level, sub-band A1, also known as 

approximation coefficient, obtained from low pass filter (LPF) g[n] and sub-band D, 

known as detail coefficient, obtained from high pass filter (HPF) h[n]. One Level 

decomposition is shown in Fig. 2.  

Raw Signal

A1 D1

A2 D2

- Level 1

- Level 2

 

Fig. 2: DWT with two levels of decomposition. 
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The implementation of LPF and HPF shown in Eq. (4) and (5) respectively. 

𝐴[𝑛] =  ∑ 𝑠[𝑘]𝑔[2𝑛 − 𝑘]∞
𝑘=−∞  (4) 

𝐷[𝑛] =  ∑ 𝑠[𝑘]ℎ[2𝑛 − 𝑘]∞
𝑘=−∞  (5) 

Then, the signal detail coefficient (D1) was used as a feature vector for further 

extraction using MFCC. The process of feature extraction using MFCC is shown in Fig. 3.  

Signal Framing Windowing

Discrete Fourier 

Transform (DFT)

Mel Frequency 

Warping

Mel Frequency 

Cepstral Coefficient 

(MFCC)

 

Fig. 3: MFCC feature extraction. 

One of the most used and popular algorithms for speaker recognition is MFCC, which 

is also known for representing the information of the speaker’s vocal tract [25]. Extracting 

features using MFCC consists of several steps: framing, windowing, discrete Fourier 

transform (DFT), Mel frequency warping, and Mel frequency cepstral coefficient.  

The framing step, also called signal segmentation, is a process to divide the signal into 

equal sizes of frames; hence, the voice signal was the non-stationary signal. This process 

assumed the signal as a stationary signal for a short duration. The frame size used in this 

research was N = 0.025 seconds, with the overlap M = 0.01 second. Figure 4 shows how 

framing works. The framing process caused discontinuity in the framed signal; thus, the 

windowing function was applied to remove it. We used Hamming window function to 

eliminate the discontinuity. In terms of calculating the Hamming window, Eq. (6) was 

used. 

𝑤(𝑛) = 0.54 − 0.46 cos (
2𝜋𝑛

𝑁
) (6) 

where 0 ≤ n ≤ N and N is frame length.  

 

Fig. 4: Framing step. 

Transforming the signal from the time domain into the frequency domain was the next 

step. The process was applied using discrete Fourier transformation. We used a total of 

512 FFT points. The algorithm is shown in Eq. (7). 

𝑋[𝑘] = ∑ 𝑥[𝑛]𝑒−𝑗2𝜋𝑛𝑘/𝑁𝑁−1
𝑛=0  (7) 

where X[k] is the result of DFT and x[n] is the n-th discrete signal.  
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After transforming the signal using DFT, the next step was warping the signal using a 

triangle filter. This process is called Mel frequency warping. This was applied because the 

signal sound was different from the perception of human hearing, where signal sound did 

not have frequencies on a linear scale. Regarding the Mel frequency value, mel(f) and 

triangle filter Hm[k] were used. The following Eq. shows how to calculate mel(f) and 

Hm[K], respectively. 

𝑚𝑒𝑙(𝑓) = 1125 ln (1 +
𝑓ℎ𝑧

700
) (8) 

𝐻𝑚[𝑘] =

{
 
 

 
 

0          𝑘 < 𝑓[𝑚 − 1]
(𝑘−𝑓[𝑚−1])

(𝑓[𝑚]−𝑓[𝑚−1])
    𝑓[𝑚 − 1] ≤ 𝑘 ≤ 𝑓[𝑚]

(𝑓[𝑚+1]−𝑘)

(𝑓{𝑚+1]−𝑓[𝑚])
 𝑓[𝑚] ≤ 𝑘 ≤ 𝑓[𝑚 + 1]

0      𝑘 > 𝑓[𝑚 + 1

 (9) 

We applied a 26-triangle filter, which means we obtained 26 coefficients, but for 

features, we used the first 13 coefficients as MFCC. The first aim of this research was to 

determine the best wavelet coefficient as a feature when combined with MFCC. To 

achieve this, we decomposed the signal into levels 1 and 2 using Haar. The second aim 

was to determine the best wavelet family when combining with MFCC; hence, we 

employed all wavelet families, decomposed the signal into one level decomposition, and 

combined only the detailed coefficient channel with MFCC. Figure 5 shows the process of 

feature extraction using the combination of wavelet-MFCC.  

Raw Speech Signal

Approximation Coefficients 

(A1)

 Details Coefficients

(D1)

MFCC MFCC

 

Fig. 5: Wavelet-MFCC feature extraction process. 

3.4  Speaker Recognition System 

There are various algorithms for speaker recognition, the most used and proven to 

have excellent performance is Hidden Markov Model (HMM). HMM works by modeling 

a stochastic process defined by a set of states and several mixtures per state [26]. HMM 

can solve two characteristics of problems; the first is state-based characteristics, which 

include the hidden state and the observation state. In the second, there were two types of 

data consisting of the observation-state sequence and hidden-state sequence [4]. HMM has 

two types, Ergodic and left-right. The left-right HMM was used to model the speech signal 

because the speech cannot be repeated to the previous state.  Moreover, generally, the 

observation probability distribution of HMM is modeled by Gaussian Mixture Model 

(GMM) [19]. The following elements model an HMM: 

𝜆 = (𝐴, 𝐵, 𝜋) (10) 
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𝐴  is state transition probability defined as Eq. (11), 𝜋 is prior probability state distribution 

defined as Eq. (12), and B is observation probability distribution defined as Eq. (13). This 

definition represents the left-right type of HMM. 

𝐴 = {𝑎𝑖𝑗} (11) 

Where, 𝑎𝑖𝑗 = 0 for 𝑗 < 𝑖 , and 𝑗 > 𝑖 + 1. 𝑎𝑁𝑁 = 1, 𝑎𝑁𝑗 = 0, for 𝑗 < 𝑁. 

𝜋 = {𝜋𝑖} (12) 

Where, 𝜋𝑖 = 1 for 𝐼 = 1, and πi = 0 for I ≠ 0.  

𝐵 = 𝑏𝑗(𝑘) (13) 

Generally, the HMM observation probability distribution is defined as Gaussian 

Mixture Model (GMM). However, in practice, this model gives problems in computation. 

Therefore, the Euclidean distance probability approach can be the alternative solution [19]. 

It is defined as Eq. (14) and Eq. (15): 

𝑑(𝑂𝑡, 𝜇𝑗) = √∑ (
1

1+𝑑(𝑂𝑡,µ𝑗)
)
2

𝑀
𝑘=1  (14) 

𝑑(𝑂𝑡, 𝜇𝑗) = √∑ (𝑂𝑡𝑘 − 𝜇𝑗𝑘)
2𝑀

𝑘=1  (15) 

The built model of the recognition system is shown in Fig. 6. The signal was first 

decomposed into one level using wavelet, and then the sub-band detail coefficient was 

used as a feature for further extraction using MFCC. The probability of the DWT-MFCC 

features then calculated probability to be used as a model. In this research, the speaker 

recognition system used is shown in Fig. 7. 

 

Fig. 6: Speaker recognition system for the training phase. 

Features 
Extraction

Calculate 
probability

P(O|λ ) > 
threshold

signal

Observation 
sequence (O)

λ

P(O|λ )

Yes

No

Denied

Accepted

 

Fig. 7: Speaker recognition system for testing phase. 
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The features of the signal were extracted using the proposed method. The extracted 

features were then called the observation sequence (𝑂), and fed into the Viterbi algorithm 

to measure the probability towards lambda (𝜆).  The Viterbi algorithm was employed to 

find the most likely sequence of hidden states, and the result was an observed sequence. 

Lambda is a probability sequence obtained from the training model. The model was then 

compared to the observation sequence to obtain the classification result. 

3.5  Evaluation and Validation 

The accuracy of the classification result was evaluated using Eq. (16) [2,27]: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑁𝑆𝑅𝐶

𝑇𝑁𝑆
× 100 (15) 

𝑁𝑆𝑅𝐶 is the number of speakers recognized correctly and 𝑇𝑁𝑆 is the total number of 

speakers. 

The K-fold validation method was applied to keep the variation of accuracy low; this 

method divided the dataset into K datasets. The first dataset was used as a testing dataset, 

while the second and third K were used as training datasets. Furthermore, the process was 

repeated, where the second dataset used as testing datasets, the first, third K were used as 

training datasets. The process was repeated until K times, and the total accuracy is the 

number of accuracies divided by K. In this research, the number of folds used is 5; thus, in 

each process, the testing dataset was 20% of the total dataset [28]. 

4.   RESULTS AND ANALYSIS 

This research proposed a feature extraction algorithm for speaker recognition based 

on the combination of wavelet-MFCC. We used 300 sound signals obtained from 30 male 

and female adult volunteers uttering the word “HADIR” in Indonesian, and each volunteer 

repeated the word ten times. Each signal was then preprocessed to enhance the quality by 

applying pre-emphasis and normalization. 

4.1  Determining the Best Wavelet Coefficient 

To obtain the result for the first aim, we employed one- and two-level decomposition 

using the Wavelet Haar family on both levels of decomposition. The coefficients A1, D1, 

and a combination of coefficients A1 and D1 were used as features. The next step was 

extracting those coefficients using MFCC, 13 first coefficients were then used as features. 

The recognition process was modeled using HMM. We obtained accuracy, as shown in 

Table 2. 

Table 2: Accuracy result 

Coefficient 
Accuracy (%) 

Level 1 Level 2 

A 92 90 

D 95 78 

A+D 95 85 

 

The highest accuracy was obtained on the one-level decomposition using coefficient 

D and the combination of A + D, where the accuracy was 95%. Nevertheless, increasing 

the decomposition level reduced the accuracy of the system recognition, where the highest 

accuracy obtained was 90%. Hence, it is not necessary to increase the decomposition level 
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as it reduces accuracy. Moreover, the use of the sub-band detail coefficient yielded the 

best accuracy. 

4.2  Determining Best Wavelet Family 

Once we figured out the best coefficient, we employed all wavelet families and 

decomposed the signal into one level decomposition. This allowed us to determine the best 

wavelet family. The one-level decomposition yielded two sub-bands, approximation and 

detail. The next step was finding the MFCC of the detail coefficient obtained from the 

previous step. This way, we obtained wavelet-MFCC features. In order to determine the 

best family wavelet type when combined with MFCC, we employed all family wavelet 

types. Then, in the recognition step, we employed HMM to build the model; we evaluated 

its accuracy using the k-fold cross-validation method described above. The recognition 

results are shown in Table 3. 

Table 3: Recognition result of Wavelet-MFCC for each of wavelet family 

exp (added terms): bior – Wavelet Biorthogonal, coif – Wavelet Coiflet, db – Wavelet Daubechies, sym – 

Wavelet Symlet, rbio – Wavelet Reverse biorthogonal, dmey – Wavelet Dmeyer 

 

4.3  Gender Influence in Speaker Recognition 

In this research, we also experimented to find out the influence of the speaker’s 

gender in the recognition system, and there were two focuses on evaluating the influence 

of gender. First was the influence of gender on each of the wavelet families as a 

coefficient detail. Second was the influence of gender on each of extracting method, such 

as MFCC, MFCC + delta, and MFCC + delta-delta. 

In the first condition, as shown in Table 4, we obtained better average accuracy for 

female speakers than the male speakers for each wavelet family. The obtained average 

accuracy was about 96% for females and about 92% for male speakers. The low accuracy 

of male speakers was due to the large gap between each wavelet family's highest and 

lowest accuracy. The obtained gap was up to 8%. While on the female speaker, the gap 

Type Acc (%) Type Acc (%) Type Acc (%) Type Acc (%) Type Acc (%) 
bior 1.1 96.33 coif7 92.33 db11 94.33 db32 92.00 symlet16 93.33 

bior 1.3 94.67 coif8 94.33 db12 93.67 db33 93.00 symlet17 93.67 

bior 1.5 94.67 coif9 93.00 db13 93.33 db34 91.33 symlet18 93.00 

bior 2.2 94.33 coif10 91.67 db14 93.67 db35 91.00 symlet19 92.67 

bior 2.4 93.33 coif11 91.33 db15 92.33 db36 91.00 symlet20 94.33 

bior 2.6 93.00 coif12 94.00 db16 93.00 db37 93.00 rbio1.1 96.33 

bior 2.8 94.33 coif13 90.33 db17 92.67 db38 93.00 rbio1.3 94.67 

bior 3.1 94.00 coif14 92.00 db18 92.33 symlet2 95.33 rbio1.5 92.67 

bior 3.3 93.67 coif15 93.00 db19 93.00 symlet3 92.67 rbio2.2 95.33 

bior 3.5 93.33 coif16 92.00 db20 91.67 symlet4 93.67 rbio2.4 94.00 

bior 3.7 94.00 coif17 91.00 db21 91.67 symlet5 92.67 rbio2.6 92.67 

bior 3.9 93.67 db1(haar) 96.67 db22 91.33 symlet6 93.67 rbio2.8 94.00 

bior 4.4 93.33 db2 95.33 db23 92.33 symlet7 93.00 rbio3.1 95.33 

bior 5.5 93.33 db3 93.67 db24 90.33 symlet8 92.33 rbio3.3 93.33 

bior 6.8 94.00 db4 94.33 db25 93.33 symlet9 93.33 rbio3.5 93.00 

coif1 95.00 db5 93.67 db26 91.33 symlet10 94.33 rbio3.7 94.67 

coif2 93.33 db6 93.67 db27 91.67 symlet11 91.67 rbio3.9 93.00 

coif3 92.00 db7 94.67 db28 91.33 symlet12 93.00 rbio4.4 93.67 

coif4 92.67 db8 94.00 db29 92.00 symlet13 93.33 rbio5.5 92.67 

coif5 95.00 db9 94.33 db30 91.33 symlet14 93.00 rbio6.8 94.00 

coif6 93.33 db10 93.33 db31 92.33 symlet15 92.67 dmey 94.33 
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between the highest and lowest accuracy was up to 5%, where the highest accuracy was 

98.17%, and the lowest was 93.00%. 

Table 4: Gender influence the wavelet families 

Wavelet 

Family 
Average Accuracy (%) 

Male Female 
Max 

Male 

Min 

Male 

Max 

Female 

Min 

Female 

Daubechies 90.89 95.76 95.61 87.44 98.17 93.83 

Coiflet 91.19 95.11 93.50 88.00 98.17 93.17 

Symlet 91.49 95.80 93.50 90.22 98.17 93.00 

Biorthogonal 92.41 96.41 95.06 90.78 98.17 93.83 

Rbiorhogonal 92.24 96.58 95.11 90.22 98.17 94.83 

Dmeyer 92.89 96.50 92.89 92.89 96.50 96.50 

Average 91.85 96.03 94.28 89.93 97.89 94.19 

 

Nevertheless, from each wavelet family, it can be said that the best accuracy was 

obtained using Wavelet Daubechies. The obtained result is shown in Table 3, and Table 4 

stated that Wavelet Daubechies is the best wavelet family to combine with the proposed 

method to create Wavelet-MFCC feature extraction. 

In the second condition, based on the testing result in Table 5, we obtained the highest 

average accuracy using the proposed method in male speaker recognition, where the 

average accuracy was 95.61%. However, for female speaker recognition, there was no 

difference between the methods; the average accuracy was varied for each of the methods. 

The accuracy of male and female speakers was influenced by the acoustical characteristic, 

fundamental frequency or F0, formant frequency, vocal tract length, and vocal fold. The 

obtained result was in line with the previous research by [29], [30].  

Table 5: Gender influence accuracy 

Method  
Accuracy (%) 

Male Female 

Proposed Method (db1- MFCC) 95.61 98.17 

MFCC 94.00 99.00 

MFCC + Delta 94.50 99.00 

MFCC + Delta-Delta 93.00 98.00 

 

In the previous research, the recognition of male speakers gives better accuracy than 

for the female speakers. It was believed that the result was influenced by the F0 of females 

being higher than males [31]. In males, F0 was around 110 Hz in the range of 100-146 Hz, 

while in females, around 200 Hz in the range of 188-221 Hz. 

4.4  Comparison of other Features Extraction Method 

Table 6 shows the comparison of the proposed method compared to conventional 

MFCC, MFCC + delta, and MFCC + delta-delta.  

Table 6: Comparison of Features Extraction Method 

Methods  Accuracy (%) 

Proposed Method (db1 - MFCC) 96.67 

MFCC 95.67 

MFCC + Delta 96.00 

MFCC + Delta-Delta 94.67 
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In this research, we proposed using a detail coefficient as a feature in the combination 

of wavelet-MFCC feature extraction for speaker recognition. The voice that we heard was 

obtained from the combination of voice sound, resonance, and articulation. The voice 

sound was the output of the vocal fold vibration; the voice sound was amplified and 

modified by the vocal tract resonator. The vocal tract resonator includes the throat, mouth 

cavity, and nasal passage. This resonator makes the sound that distinguishes individual 

persons. Whereas articulation is the modified process to produce recognizable words. 

The resonator can distinguish each person because the produced sound has different 

variability frequencies. In male and female sounds, the variability lies in high frequency. 

Specifically, the speaker’s identity lies in the area where the formant frequency is higher 

[32]. The higher frequency is generally analogized as noise, but in the case of sound, the 

noise component plays an essential role in perceiving sound quality. This noise component 

is usually modeled as white noise, where the spectrum is not flat and portrays the different 

shapes of spectral [33]. It is affected by the glottal opening, flow rate, and the shape of the 

vocal tract. The interaction among spectral shape, the relative level of harmonic, and noise 

energy in the sound source influence the perception of the quality of the sound. Hence, it 

can be concluded that the use of wavelet decomposition separates the voice sound and 

resonance where the voice sound lies in the approximation coefficient, whereas the 

resonance, which is the speaker identity, lies in the detail coefficient. 

5.   CONCLUSION 

In this research, we employed wavelet-MFCC to extract the features from the sound 

signal and HMM for recognition. There were several aims in this research. First, 

determining the best sub-band coefficient. According to the experiment result, the best 

sub-band was sub-band detail in one level decomposition, where the accuracy was 95%. 

Once we found out the best sub-band, the second aim was to determine the best wavelet 

family combined with MFCC. From 105 types of wavelet families, we obtained the best 

wavelet family, Daubechies order 1 (Haar), where the accuracy was 96.67%. Although the 

gender type of the speaker also influenced the type of wavelet family, we experimented to 

find the best wavelet family for recognition of each gender. Based on the result, we 

concluded that the wavelet Daubechies was the best wavelet family to extract the features 

on both genders. Therefore, it can be said that from the obtained result, wavelet 

Daubechies was the best wavelet coefficient to combine with MFCC. Then, we compared 

the proposed method to other methods such as conventional MFCC, MFCC + delta, and 

MFCC + delta-delta. From the comparison, we obtained that the best method for feature 

extraction was the combination of db1 – MFCC.  

For future research, the proposed method needs to be evaluated using more speaker 

datasets and in noisy environments so the system's robustness can be seen. In addition, the 

proposed method needs to be investigated in the speaker-independent recognition system, 

emotion, gender, and speech recognition. Finally, real-time speaker recognition for the 

proposed method also needs to investigated further. 
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