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Abstract

This paper introduces a codec scheme for compressing the control and feedback signals in networked control and teleo-

peration systems. The method makes use of Wavelet Packet Transform (WPT) and Inverse Wavelet Packet Transform

(IWPT) for coding and decoding operations, respectively. Data compression is carried out in low-pass filter output by
reducing the sampling rate, and in high-pass filter output by truncating the wavelet coefficients. The proposed codec

works on both directions of signal transmission between a master robot and a slave robot over a networked motion

control architecture. Following the formulation of the compression/decompression methodology, experimental valida-
tion is conducted on a single-degree-of-freedom motion control system. In the experiments, responses from different

Wavelet structures are analyzed and a comparative study is carried out considering the factors of compression rate,

reconstruction power error and real-time computational complexity. It is confirmed that the controller using the pro-
posed compression algorithm performs very close to the uncompressed one while enabling transmission of much less

data over the network.
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Introduction

Recent achievements of robotics technology paved the

way through control of multiple robotic systems to

accomplish certain tasks together. Teleoperation, refer-

ring to the operation from a distant location, is an

example of a networking control structure between dis-

tant robotic systems. Owing to its potential contribu-

tion to applications, such as safety, security,

exploration and biomedical sciences, teleoperation sys-

tems recently became an active research field. Some

examples including the use of robotic systems with net-

working control include hazardous area explorations,

chemical material deposition systems, telesurgery and

aerospace applications. The main problem of a teleo-

peration system is to provide synchronized control of

positions and forces between geographically separated

motion control systems. In particular, when the

Internet medium is used for data exchange, communi-

cation delays between the transmitted signals make the

motion synchronization problem more difficult.

Signal transmission over the Internet causes prob-

lems such as deterioration of stability and controller

performance. The problem arises due to the limitations

of network communication and existence of time delay

in the Internet medium. Providing robust operation in

a networking control system can be feasible only after

communication constraints are taken into consider-

ation.1 In addition to the effect of time delay, the con-

flicting nature of bandwidth limitations and sampling

rate have direct consequences on the performance of

the controller and vivid haptic sensation from the

remote environment.2

In the literature, several studies have been proven to

perform successfully for teleoperation systems. One of

the early studies about the time delay problem pro-

posed the use of the Smith Predictor for compensation

of the motion in the existence of a constant and known

amount of delay.3 A relatively modern approach is
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adopted by methods utilizing passive signal exchange,4–

6 and methods based on scattering theory and wave

variables.7,8 Some recent studies based on impedance

adaptation have been shown to perform successfully for

better reconstruction of interaction forces of unstruc-

tured remote environments on the master side.9,10 The

stability proofs of these methods have been studied in

various settings. However, most of these methods are

still lacking in terms of transparency, which is a must in

teleoperation systems.11 Besides the solutions using pas-

sivity theory and wave variables, methods based on the

concept of network disturbance have also been popular-

ized for applications on teleoperation systems.12–14

Studies considering the solution of time-delayed motion

synchronization problem from a robust acceleration

control point of view have been proposed.15,16

In order to quantify the performance of teleopera-

tion systems, some researchers defined certain metrics

mostly based on telepresence and transparency.17 Based

on such indices, quantitative and analytical compari-

sons of some of the methods used for motion control

under time delay have been presented in the litera-

ture.18,19 For further information, the reader is directed

to a recent survey.20

One of the major factors that affect the performance

of a networking control algorithm is the loop execution

frequency. The fact from Nyquist theory implies that

the shorter sampling period yields the wider bandwidth

of the signal.21 The communication infrastructure of a

teleoperation system, having consisted of communica-

tion lines and router devices, imposes significant limita-

tions on packet transmission rates. Moreover, as a

natural drawback of the Internet medium, network con-

gestion risk increases when an interval of packet trans-

mission is shortened. Owing to the network congestion,

the amount of communication delay and rate of

packet loss increase significantly, which deteriorates the

performance of the overall control system. In order to

overcome the effects of congestion, some compression-

based methods have been proposed that set the fre-

quency of packet transmission lower than that of the

control loop.2,22,23 Utilization of compression algo-

rithms implies the existence of two Nyquist frequencies

for the acquisition of a signal; one that is determined by

the sampling period for the control, and the other being

determined by the packet transmission rate.

A similar problem can be observed in biomedical

sciences when trying to transmit bio-potential signals,

such as electrocardiogram (ECG) data, over the net-

work. For those systems, compression schemes are used

that implicitly make use of some transformations. Some

examples of these compression structures include the

discrete cosine transform (DCT), Walsh transform,

Karhunen–Loeve transform (KLT), and wavelet trans-

form. The contribution made by using a transformation

for compression comes from the ability to concentrate

the energy of the original signal in smaller sized data

packages. With the particular selection of the transfor-

mation scheme, it becomes feasible to represent the

signal by using small number of coefficients in exchange

of small losses from the original data.24 In that sense,

mappings that would contain more of the energy from

the original signal in smaller sized samples would per-

form better for the compression. The wavelet transform

has a good localization property both in time and fre-

quency domains and fits this purpose of the compres-

sion idea. Furthermore, by appropriate selection of the

wavelet function, representation of the same signal can

be obtained with smaller error.

Despite being an important factor influencing per-

formance, the use of compression approaches in the

area of teleoperation and networking control are very

rare,25–27 and are mostly based on DFT and DCT. The

novel WPT codec scheme approach proposed by the

authors was demonstrated to have a better perfor-

mance over those approaches in the literature with its

capability to track the original signal even at 90% com-

pression rate.28 This is an improved performance over

existing compression approaches in the literature. In

Kuzu et al.29, the DFT approach was demonstrated by

the authors to have a better performance over DCT,

and yet to diverge even at 80% compression rate.28 In

addition to its significantly improved performance,

another advantage of the proposed WPT approach is

its increased flexibility, which allows for a higher num-

ber of parameters to be adjusted (i.e. wavelet type,

wavelet buffer, vanishing moments, and wavelet level)

in comparison to DFT’s single adjustment parameter,

which is buffer length.

A short packet-sending period and a low communi-

cation delay are the main requirements to achieve high

synchronization in networking control. However,

taking into consideration the bandwidth constraints,

there is a tradeoff between the packet-sending period

and communication delay. Low-frequency sampling

deteriorates the transparency and stability whereas

high-frequency excitation of the network increases the

possibility of congestion and packet losses.2 Making

use of compression methods, a flexible design possibil-

ity is introduced for adjusting the packet-sending

period taking into consideration the bandwidth limita-

tions. Furthermore, since the network jitter is defined

as communication delay variation over packet-sending

period, use of a compression algorithm in a real-time

loop also reduces the jitter disturbing the system from

the network.

The main contribution of this study is a detailed per-

formance analysis and experimental verification for the

authors’ WPT approach28 proposed for teleoperation

and networking control applications. To this aim, dif-

ferent wavelet families have been analyzed and experi-

mentally tested at different buffer lengths, wavelet

levels, and compression rates, also considering compu-

tational cost. The analysis is based on the teleoperation

system which was also used in the evaluation of the

DFT and DCT approaches in the previous studies.29

The organization of the paper is as follows. Section

2 describes the general scope of networking control



system and bandwidth problem along with an exiting

method used for compensation of time delay. Section 3

introduces the WPT while in Section 4, most commonly

used basis functions of Discrete Wavelet Transform

(DWT) are summarized. Section 5 discusses the WPT-

based compression/decompression idea utilized for net-

working control. Finally, in Sections 6, 7 and 8, results

acquired from the experimental case studies, analytical

discussion over experiment results and concluding

remarks are presented, respectively.

Networking control and bandwidth

problem

Networking control refers to the control of a master–

slave structure-based robotic system in order to syn-

chronize the position and/or force responses of the

robots used within. Teleoperation, in that context,

refers to the process of operation in a distant location.

Having mentioned a remote environment, one major

problem in networking control is the difficulty of satis-

fying motion synchronization requirement via data

transmission over the Internet. The conventional struc-

tures of data transmission contain the use of protocols

such as UDP/IP and TCP/IP which are subject to trans-

mission delays of unpredictable magnitude. Under these

conditions, the control problem takes the form of a

variable time delay impedance control problem, which

is even a more challenging one than the static time delay

control problem.

When network within the control loop is taken into

consideration, the trade-off between bandwidth and

sampling starts to play a more important role in the

system. The uncertain and unstructured form of net-

work medium can yield problems related to variable

magnitude transmission delays, or in certain settings of

the network (such as UDP/IP), problems due to pack-

age losses. For such circumstances, reducing the sam-

pling rate of data sent through the network can

improve the performance by reducing the delays and

package losses in the loop. However, in order to main-

tain stable operation, high-frequency sampling is inevi-

table for the overall control system. In particular,

rapidly changing signals such as the input current or

reaction force measurement is affected negatively from

lowered sampling frequency, which results in degrada-

tion of performance for the entire control loop. One

good example of performance loss can be seen while

having force measurements for hard-contact (i.e. inter-

action between environments with high stiffness) force

control operation.

In order to solve the conflicting behavior of sam-

pling ratios within the system, researchers proposed to

use compression/decompression (codec) algorithms for

data transmission over the network.21,26 Benefiting

from codec structure, one can increase the loop fre-

quency of the control system while preserving the data

transmission frequency at respectively low values. The

new scheme presented in the context of this paper is

based on this down-sampling idea and uses a WPT-

based compression scheme. Below, a brief overview of

the controller used for the verification of the proposed

algorithm is presented.

The time-delayed motion control algorithm utilized

for this study makes use of the concept of network dis-

turbance and is based on the controller structure pre-

sented in Natori et al.,14 namely the Communication

Disturbance Observer (CDOB). In CDOB structure,

the effect of delay in the measurement channel is

lumped under the term network disturbance which acts

in the acceleration dimension. Hence, in the back-

ground, the master and slave plants implicitly makes

use of acceleration control framework. Below a brief

overview of the system and controller used in this study

is presented.

System definition

In the following analysis, the demonstration of the con-

troller will be made on a single-degree-of-freedom

(DOF) system. Without loss of generality, one can rep-

resent the dynamics of a single-DOF system as

an€q(t)= t(t)� tdis(t) ð1Þ

where an and tdis(t), respectively, denote the nominal

plant inertia and disturbance torque acting on the plant

for which generalized coordinate of motion is repre-

sented by q(t). Assuming small variations around the

linear region, one can write down the input torque as a

scalar multiple of the input current and nominal torque

constant (i.e. t(t)=Knic(t)). Substituting this back to

equation (1) gives the following

an€q(t)=Knic(t)� tdis(t) ð2Þ

In equation (2), the term tdis combines all undesired

effects, namely the viscous friction (b(q, _q)), deviations

from the nominal values for torque constant (DKn) and

inertia (Dan), effect of gravity (g(q)) and all other exter-

nal torques (text) acting on the system. Hence, the con-

tent of tdis(t) can be given as

tdis=Dan€q+DKnic + b(q, _q) _q+ g(q)+ text ð3Þ

In order to use the plant in acceleration control frame-

work, one has to estimate and compensate the distur-

bance term given in (3). This ideal behavior can be

realized via the integration of a Disturbance Observer

(DOB) with the remote plant30 either alone, or with

additional compensation if further precision is

required.31

Motion compensation with time delay

When there is delay in either control or measurement

channels, real-time signal transmission is hindered. In

particular, due to the delays in measurement channel,

the controller cannot acquire the information of the



remote system states and hence cannot generate neces-

sary and correct control input on time which leads an

unstable behavior. Further, additional delay in the con-

trol channel also contributes negatively on the synchro-

nized motion of master and slave systems.32 The stable

operation of the controller can only be ensured if cor-

rect estimates of the remote system states can be done.

The estimation structure used in the context of this

study is the CDOB.14 In the CDOB structure, the effect

created by the measurement delay is considered as a

disturbance in acceleration dimension which can be

modeled as

tnwdis(t)=Knic(t)� an€qs(t�Dm) ð4Þ

where tnwdis(t) represents the network disturbance, Dm

stands for the delay in the measurement channel, qs(t)

represents the remote system (i.e. slave system) position

and ic(t) represents the control current sent from the

master side over the network. The observer implicitly

assumes that the slave plant is enforced to behave ide-

ally with nominal torque constant, Kn, and nominal

inertia, an, due to a disturbance observer as explained

in the previous section. Having assumed the nominal

behavior of the remote system, the network disturbance

can be estimated with another DOB which is termed as

the CDOB due to obvious reasons.

The estimated network disturbance stands for the

torque that is supposed to act on the slave plant during

measurement delay. Since the remote plant is enforced

to behave nominally with DOB, the estimated network

disturbance can be divided by the corresponding nom-

inal inertia and be integrated to give the velocity differ-

ence that is supposed to exist during the measurement

delay time. Mathematically, we have

D _qs(t)=
1

an

Z t

0

tnwdis(u)du ð5Þ

The addition of this velocity difference to the delayed

slave velocity gives the estimated velocity of the slave

plant as shown below

_̂qs(t)= _qs(t�Dm)+D _qs(t) ð6Þ

The depiction of CDOB structure is given in Figure 1.

Further information about CDOB can be found in

Natori et al.,12,13 whereas a convergence and stability

analysis is given in Šabanovic et al.15

The system compensated with the CDOB structure

exhibits a stable behavior with the estimation of the

real-time slave motion measurement. In other words,

CDOB converts the overall system to one without the

measurement delay. Using the estimation from CDOB,

the master side controller can generate the necessary

input reference that is supposed to act on the slave sys-

tem after the input channel delay.

Wavelet packet transform

In time-series, analysis can be handled by either in time

domain perspective such as moments and correlations

or can be handled in the frequency domain perspective

such as energy spectra of signals. Wavelets yield a way

to analyze these signals both in time and frequency

domains by producing local spectral information about

them.33 Unlike the Fourier-based waves, which covers

the whole time axis, wavelets are localized in a bounded

interval of time which satisfies a few requirements. This

flexibility enables construction of new wavelets for new

applications. The information from which the signal

can be analyzed and reconstructed in the selected time

and frequency span can be contained in the wavelet

coefficients. Due to their advantages in providing local

information, wavelets have been adopted to perform

efficiently in many applications like identification and

estimation.34

Wavelets are defined by the wavelet function, c(t)

also called the mother wavelet and scaling function,

f(t), also called the father wavelet in the time domain.

From a practical point of view, wavelet function acts

like a band-pass filter with scaling. Hence, in order to

cover the entire signal spectrum, one has to use an infi-

nite number of wavelets. Mathematically speaking, the

fundamental form of wavelets can be given as follows

c(t)=
ffiffiffi

2
p X

n2Z
g(n)f 2t� nð Þ ð7Þ

Figure 1. Structure of a network controller.



f(t)=
ffiffiffi

2
p X

n2Z
h(n)f 2t� nð Þ ð8Þ

where g(n) and h(n) stand for the high-pass and low-

pass filters, respectively, which together constitute a

pair of conjugate quadrature filters (CQFs).35

Application of wavelets on practical systems is very

similar to the realization of sub-band coders. In this

approach, the signal is separated into low- and high-

frequency parts that are called approximation and

detail, respectively. In 1988, Mallat produced a fast

wavelet decomposition and reconstruction algorithm.36

The Mallat algorithm for DWT is a two-channel sub-

band coder which uses CQFs or quadrature mirror fil-

ters (QMFs). The one-level DWT algorithm, which is

usually denoted as the decomposition algorithm, is

shown in Figure 2.

The inversion of the process is similar to the forward

case and can be done by just exchanging down-

sampling to up-sampling and quadrature filters to

QMFs as shown in Figure 3.

DWT basis functions

In wavelet transform, the acquisition of information

localized within the signal is dependent on the selection

of the basis functions (i.e. wavelets). Based on the

structure hidden in the basis function, the information

is retrieved via dilations and shifting operations. For

convenience of the reader, we provide below a brief

summary of the most commonly used DWT basis func-

tions. The derivations and construction procedures of

these wavelets require a much deeper discussion, which

is beyond the scope of the work presented here.

Haar

Haar wavelet family is combination of a sequence of

square-shaped functions scaled to construct a basis for

transformation.37 The mother function c(t) and the cor-

responding scaling function f(t) for the Haar wavelet

family can be given as follows

c(t)=

1 04 t\ 1=2
�1 1=24 t\ 1

0 otherwise

8

<

:

ð9Þ

f(t)=
1 04 t\ 1

0 otherwise

�

ð10Þ

Coiflets

Coiflets constitute another set of discrete wavelet basis

functions which have scaling functions with vanishing

moments.38 Mathematically, the mother and scaling

functions of generalized Coiflet of order l (denoted as

cl,m and fl,m) for some m2R, is supposed to satisfy

Z

R

tpcl,m(t) dt=0 ð11Þ

Figure 2. Wavelet decomposition algorithm. Here, LDF denotes low-pass decomposition filter and HDF denotes high-pass

decomposition filter which are orthogonal to each other, ‘‘#’’ operator denotes the down-sampling process, cA denotes approximate

wavelet coefficients and cD denotes detailed wavelet coefficients. We will call this one-level DWT in the rest of the paper as DWT1.

Figure 3. Wavelet reconstruction algorithm. Here, LRF and HRF represent the low-pass reconstruction filter and high-pass

reconstruction filter, respectively, which are again orthogonal to each other, and likewise ‘‘"’’ operator denotes the up-sampling

process. Similar to the forward case, this one-level inverse DWTwill be abbreviated as IDWT1 in the context of this paper.



Z

R

t� mð Þpfl,m(t) dt= dp ð12Þ

where p=0, 1, ., l2 1 and m is the center of mass of

scaling function fl,m(t).
35

Daubechies

Daubechies family constitute an orthogonal wavelet

basis which is characterized by a maximum amount of

vanishing moments for some given support N. Unlike

other wavelets, in Daubechies wavelets the mother

function is dependent on the scaling function and the

scaling function can be obtained from a recursion equa-

tion.39 Mathematically, for N2N, Daubechies wavelet

of class D-2N can be obtained from the following

mother and scaling functions

c(x)=
ffiffiffi

2
p X

2N�1

k=0

�1k
� �

h2N�1�kf 2x� kð Þ ð13Þ

f(x)=
ffiffiffi

2
p X

2N�1

k=0

hkf 2x� kð Þ ð14Þ

where h0, h1, ., h2N21 are the constant coefficients of

filter satisfying the following conditions

X

N�1

k=0

h2k =
X

N�1

k=0

h2k+1 =
1
ffiffiffi

2
p ð15Þ

X

2N�1+2l

k=2l

hkhk�2l =
1 if l=0

0 if l 6¼ 0

�

ð16Þ

with l=0, 1,., N2 1. As obvious from equation (13),

in order to obtain the wavelet, first the recursion given

in equation (14) has to be solved for x2R\[0, 2N2 1].

Bior

The biorthogonal wavelet family differs from the func-

tion side since they are not based on vanishing

moments.40 Mathematically, the form of the corre-

sponding mother and scaling functions41 for Bior wave-

let family can be given as

c(t)=
X

N

k=0

2gr(k)f 2t� kð Þ ð17Þ

f(t)=
X

N

k=0

hrf 2t� kð Þ ð18Þ

where gr(k) and hr(k) stand for the reverse of the origi-

nal filters g(k) and h(k), respectively.

Rbior

Reverse biorthogonal wavelet functions are generated

by interchanging decomposition and reconstruction fil-

ters of the original biorthogonal wavelet functions. The

mother and scaling functions of these wavelets share

the same mathematical representation with the original

biorthogonal wavelets as given in equations (17) and

(18), respectively.

The variations between the wavelet functions result

in differences in terms of compression rates and com-

putational complexities introducing a pay-off to select

the best wavelet function for the particular application

in hand. The dependency of compression rate is more

closely related to the shape of the signal being com-

pressed and the shape of the wavelet used for the trans-

formation. In order to provide a consistent analysis of

the selected wavelets, the general shapes of these wave-

lets and the information related to their buffer sizes are

provided in Figures 4 and 5, respectively.

WPT-based compression system for

networking control

The wavelet packet method involves decomposing the

signal using wavelets in binary tree form. For the

selected orthogonal wavelet function (LDF and HDF),

we generate a set of bases called wavelet packet bases.

Every set has particular features of the original signal.

The wavelet packets can be used for lots of expansions

of a given signal.

In the orthogonal wavelet decomposition procedure,

the approximation coefficients are always separated

into two parts, resulting in a vector of approximation

coefficients and a vector of detail coefficients, both of

which work at a coarser scale. Then, the approximation

coefficient vector is separated again, but details are not

reanalyzed anymore. Hence, the information loss is in

the detailed side. In the case of wavelet packet trans-

mission, both detail and approximation coefficient vec-

tors are separated, hence offering the richest analysis

Figure 4. General shapes of wavelet basis functions.



capability. The complete binary tree is produced in this

way as given in the Figure 5(A) and (B).

In the WPT-based compression architecture, wavelet

packet tree system is used to decompose and recon-

struct the signal. Once again, the signal is separated

into its low- and high-frequency parts. Following this

separation, the low-frequency component of the signal

is down-sampled and the high-frequency component of

the signal is compressed according to algorithm which

saves the predefined amount of maximum wavelet com-

ponent and cancels others.

For the decompression process, the low-frequency

part and high-frequency components are decompressed

separately and then combined together. It is adequate

to hold each sample of low-frequency signal for N

times. For decompression of the high-frequency side,

the inverse wavelet packet transform is applied to the

wavelet packet tree. The selection process means saving

maximum predefined amount of components. Having

acquired the two components constituting the original

signal, low-frequency components are summed with

decompressed high-frequency signals and the recovery

of the original data is completed. The whole process is

shown in Figure 7.

Experimental results

The experimental validation for the proposed compres-

sion scheme is performed on an experimental setup

including linear direct drive motors used for the realiza-

tion of networking control. The experimental platform

consisted of two Hitachi-ADA series linear AC motors

and drivers equipped with Renishaw RGH41 type

incremental encoders that has 1 mm resolution. The

algorithm is compiled from a C code and real-time pro-

cessing is executed by a D-Space DS1103 card.

In the experiments, artificially generated time delays

that have constant and varying components in both

measurement and control channels are employed

between master and slave operators. During experi-

ments, the compression and decompression is made

using the WPT-based compression algorithm running

in various parameter sweep conditions to test their

effects on the overall performance. These conditions

include wavelet family, compression level (i.e. depth),

buffer size and compression ratio. A picture of the

experimental setup is given below in Figure 8.

In the experiments, the master operator is computer

controlled with sinusoidal position reference and the

corresponding control current ic(t) from the same sine

position tracking command is used in the compression

algorithm since in networking control, the control cur-

rent of the master system is the primary data that is sent

to the remote system. Selection of the input current has

one more important aspect. Since current input is the

fastest varying signal within the control loop (i.e. the

signal for which high-frequency components carry the

most important information) the performance of the

compression algorithm can best be seen on this data.

Figure 9 shows one segment of the compressed control
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current while the detailed plots obtained by zooming on

the marked region is provided over the same figure.

In order to have better evaluation of performance,

power error comparisons are made using the same sig-

nals for every different scenario. For each case, the

compression ratio is changed from 0% to 100% and

the results are plotted with respect to the following

power error EP:

EP =
POriginal � PDecomposed

POriginal

3 100 ð19Þ

where POriginal and PDecomposed respectively stand for the

power of original and decomposed signals.

Since the number of parameters that affect the over-

all algorithmic performance are relatively high, here we

adopt a methodological way to observe the effects of

these parameters by carrying out separate analysis for

each different factor. For that purpose, three different

experiment sets are carried out and explained below.

Experiment set 1

The first experiment set covers analysis with respect to

the wavelet family and compression depth for which

the results are given in Figure 10. In these figures, the

main objective is to see the change in responses via

changing the vanishing moments of the corresponding

family and changing the compression depth (i.e. level)

under constant vanishing moment of the corresponding

family. The families used in the experiment content

include Biorthogonal 1.x, Biorthogonal 2.x, Reverse

Biorthogonal 1.x, Reverse Biorthogonal 2.x, Coiflets

and Daubechies, given in Figure 10(a)–(f), respectively.

In these figures, for each family, the upper subfigure

shows the effect of the family parameter on the power

error with respect to the comparison ratio and the

lower subfigure shows the effect of wavelet depth on

the power error with respect to the comparison ratio.

Referring to the upper subfigures, one can conclude

that the compression error decreases slightly with

increasing vanishing moments for every wavelet family.

On the other hand, the computational complexity

comes into picture when talking about increasing van-

ishing moments since that means increasing the length

of reconstruction and decomposition filters as seen in

Figure 5. Hence, one has to take into consideration the

relative change in the required computational power for

a small enhancement in the compression performance.

On the other hand, having observed the lower subfi-

gures, one can deduce that increasing the wavelet depth

results in better performance regardless of the wavelet

structure. This result is consistent with the intuitional

expectation, since at every additional level more coeffi-

cients are generated to represent the same signal.

However, here again one has to consider the increasing

computational complexity with the increasing depth.

Figure 7. Proposed DWT-based compression–decompression scheme.

Figure 8. Experimental setup.
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Figure 9. Original signal used for compression–decompression.



Theoretically the computational requirements double

as the compression depth is increased one step forth.

Hence, selection of compression depth is a matter of

decision based on the available computational power

that can be permitted by the real-time processing unit

under certain sampling time constraint.

Experiment set 2

Another set of experiments is made to observe the rela-

tionship between compression ratio and the size (i.e.

length) of buffer used for storing and reconstructing

the data under constant compression depth for wavelet

families Biorthogonal 2.6, Reverse Biorthogonal 2.6,
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Figure 10. Comparison of wavelet families with respect to vanishing moments and compression levels.



Coiflets 5 and Daubechies 5. Once again reconstruction

power error is taken as the major metric to analyze the

results which are shown in Figure 11. In this experiment

set, the buffer length used in the algorithm is swept

from 16 to 128 and the compression rate is kept at 90%

for all wavelet families.

The results obtained from this experiment set show

that the reconstruction error decays exponentially as

the buffer size is increased. In other words, increasing

buffer length after a certain point has almost negligible

effect on the overall reconstruction performance of the

signal. On the other hand, just like the compression

depth, having larger buffer means increased computa-

tional cost.

Another important result obtained from Figure 11 is

the considerable change of reconstruction error between

wavelet families. For the entire sweep range of buffer

size, Bior family outperforms the other wavelet bases

while the worst results are obtained from Coiflet family.

Having considered the simpler structure of Bior with

respect to other families, one can conclude that it comes

out as the best selection for the entire range of buffer

length.

Experiment set 3

The final set of experiments includes a comparison

between the wavelet families with respect to power

error under constant buffer size and constant level of

compression. For that purpose, results obtained from

families Biorthogonal 2.6, Reverse Biorthogonal 2.6,

Coiflets 5, and Daubechies 5 are compared and shown

in Figure 12 all of which having buffer size equal to

128 and compression depth being equal to 3.

Based on the results shown in the figure, one can

conclude that in terms of error performance, Bior fam-

ily once again give the best response while Coiflet fam-

ily performs worst. Families Rbior and Daubechies

show intermediate responses. However, here one can

also observe that for low ranges of compression, Rbior

family gives almost the same response with Bior bases.

Discussion

Having evaluated the results shown in these experi-

ments, few important conclusions can be summarized.

The first result is the negligible effect of vanishing

moments on the performance of the system. Since van-

ishing moments add up with further computational

complexity, for realization of the given framework, it is

recommended to take the vanishing moments with the

least complexity. The second remarkable conclusion

that can be observed from the system is improvement

of performance with increasing compression depth.

Based on the results, selection of compression depth at

the level M=3 seems to be a good solution as com-

pression rates of 85% can be achieved within the error

bounds of 5% with relatively low computational

requirement. Another result obtained from the experi-

ments indicate that increasing buffer size contributes

on the reconstruction performance in an exponentially

decaying manner. On the other hand, like the vanishing

moments and compression depth, buffer size also nega-

tively affects the computational requirements of the

system. As the computational requirements increase

linearly with increasing buffer size, one can make a rel-

atively easier selection. From the given results, a buffer

size of 64 seems to be a good selection for networking

control application. The final result that can be

acquired from the last experiment set indicates that the

reconstruction error remains same for most of the

range of compression ratios. However, increasing the

compression ratio beyond values of 80%, the power

error starts to rise up exponentially with compression

rate for all families. Having summarized all of these

results, a meaningful selection of the system configura-

tion for the proposed WPT-based compression scheme

will be using the basis family Bior2 with the first
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vanishing moment (i.e. Bior2.2) and with compression

depth of M=3 and buffer size of 64.

In order to better illustrate the performance of the

compression algorithm, the position responses of the

master and slave manipulators are recorded and shown

in this section. For that purpose, the master system is

operated under a computer-controlled sinusoidal posi-

tion reference and the compressed control current is

sent to the slave system over an artificially generated

network delay of varying magnitude between 95 and

105ms. Following the discussion on the results

obtained from experiments, the WPT-based compres-

sion algorithm is tuned to have the configuration

described at the end of the previous paragraph. The

decompressed control signal is then used to drive the

slave system based on the time-delayed motion control

algorithm described in Section 2. In order to observe

the performance of the proposed codec scheme in real-

time control, the original master position signal is also

transferred through the same amount of delay and

plotted together with the actual slave position response

under the label ‘‘Ideal Slave’’ as shown in Figure 13.

As obvious from the given plots, the proposed WPT-

based algorithm performs efficiently in compressing

and decompressing the high-frequency signals being

used in network delayed teleoperation systems. For the

sake of completeness, the actual slave motion data is

analyzed in terms of power error with respect to the

ideal slave motion data using the power error defined in

equation (19). It turns out that the power error between

ideal and actual slave motion is 4.81% meaning that

the recovery of original data is made with an accuracy

level above 95%. It should also be pointed out here that

this error contains both the error due to the imperfec-

tions of estimation in network delayed control algo-

rithm (Section 2) and the error due to compression and

decompression in WPT-based algorithm. Hence, the

proposed algorithm alone is supposed to perform even

better if all imperfections in the system are cleared out.

In order to show the effect of compression on trans-

parency, the position and force responses of the master

and slave manipulators are recorded making use of the

proposed codec scheme and above-mentioned network

controller. For that purpose, the master system is first

moved by a human operator and the corresponding

motion is recorded. Then, this recorded motion is given

as reference to master system under a computer-

controlled loop and the slave system is home positioned

to have contact with remote environment. While, in the

first scenario neither position nor force signal is com-

pressed, in the second scenario both position and force

signals are compressed and decompressed. The results

are shown in Figure 14. From the given figure, it is

obvious that the effect of the proposed compression

algorithm is negligible on the overall response of the

system. However, in the experiment contact to soft

material is tested, because in the hard contact without

compression case, the performance is still low, oscilla-

tion occurs. So that it does not seem meaningful to

compare that case with its compressed version.

Conclusion

In this study, a compression–decompression algorithm

using wavelet packet transform is proposed as a novel

approach for networked control and teleoperation sys-

tems. The derivation of the proposed codec scheme is

followed by a detailed analysis of the factors and para-

meters affecting the performance of the system. For the

convenience of the reader, brief summaries are pro-

vided for the controller structure and the wavelet fami-

lies that are used in the context of this study. Detailed

experimental results are evaluated in a comparative

manner and several conclusions are drawn to utilize the

algorithm in teleoperation with the best possible perfor-

mance. Network control systems can benefit from com-

pression approaches due to the fact that compression

allows for sampling rates that are higher than the
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network throughput by a multiple of the compression

ratio. Moreover, this is achieved with very little loss in

the control input power. The authors have already

emphasized the benefits of this proposed novel com-

pression approach comparatively with respect the

DCT- and DFT-based compression approaches in the

literature.25–27 Different from previous studies, this

paper performs a comprehensive analysis of the novel

compression approach in terms of its parameters and

how they affect the system. Our analysis verified that

increasing the buffer length affects the compression

performance positively, while also increasing the net-

work delay, as expected from compression approaches

in general. The analysis performed among different

wavelet families in terms of different parameters

demonstrated the biorthogonal wavelets to have the

best performance. An interesting conclusion was

reached with another wavelet parameter known as van-

ishing moment, which, while increasing computational

complexity, was observed to have little or no effect on

the system performance. The compression depth, on

the other hand, was noted to improve performance.

Consideration of the above outcomes favors the selec-

tion of wavelets with optimum buffer size, maximum

compression depth, and a vanishing moment with mini-

mum complexity.
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