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Weak Cell Detection in Deep-Submicron SRAMs:
A Programmable Detection Technique

Andrei Pavlov, Member, IEEE, Manoj Sachdev, Senior Member, IEEE, and José Pineda de Gyvez, Member, IEEE

Abstract—Embedded SRAM bit count is constantly growing
limiting yield in systems-on-chip (SoCs). As technology scales
into deep sub-100-nm feature sizes, the increased defect density
and process spreads make stability of embedded SRAMs a major
concern. This paper introduces a digitally programmable de-
tection technique, which enables detection of SRAM cells with
compromised stability [with data retention faults (DRFs) being a
subset]. The technique utilizes a set of cells to modify the bitline
voltage, which is applied to a cell under test (CUT). The bitline
voltage is digitally programmable and can be varied in wide range,
modifying the pass/fail threshold of the technique. Programma-
bility of the detection threshold allows tracking process variations
and maintaining the optimal tradeoff between test quality and
test yield. The measurement results of a test chip presented in the
paper demonstrate the effectiveness of the proposed technique.

Index Terms—Design for testability, memory fault diagnosis,
memory testing, SRAM cell stability, weak write test mode.

I. INTRODUCTION

E
MBEDDED memories can occupy up to 70% of the total

area of modern systems-on-chip (SoCs) [1]. Owing to the

higher robustness compared to DRAMs, embedded SRAMs

are often used in SoC applications. However, due to the high

packing density, SRAMs are often the yield limiters in SoCs [2].

Increased process spreads of modern scaled-down technologies

and non-catastrophic defect related sensitivity to environmental

parameters introduce mismatches in an SRAM cell and cause

stability degradation in SRAMs [3]. ITRS-2003 [4] predicts

“greater parametric yield loss with respect to noise margins”

for high density circuits. Moreover, the proximity of SRAMs

to noisy digital logic blocks in embedded applications makes

SRAM cells more vulnerable to noise and coupling effects.

Even under nominal conditions the design of robust SRAMs

in scaled geometries has become a challenging task. Process

variations and mismatch impose fabrication specifications for

parametric yield and an appropriate number of of static noise

margin (SNM) over which SRAM of a certain bit count should

work correctly. For instance, a 4 MB (32 Mb) cache SRAM with

error correction circuitry (ECC) contains over 38 million cells.

Limiting a design to one unstable cell in 38 million requires

operation over a greater than of SNM parametric variation
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tolerance only due to process variations [5]. Hence, even with

the ability to repair a few cells with the worst mismatch, varia-

tions must be acceptable to or beyond to achieve reasonable

yield for such arrays. Subtle defects may further deteriorate the

cell stability. Cells with marginal parameter matching have to

be identified and preferably repaired by replacing them with the

redundant cells.

Detection of data retention faults (DRFs) and stability faults

(SFs) has been a time consuming and expensive effort. We will

refer to the cells causing such faults as to weak cells. The Pause

Test (or Data Retention Test, DRT) test traditionally used for

weak cell detection is time consuming, requires elevated tem-

peratures, may have insufficient fault coverage for DRFs, and is

ineffective for most stability faults. Therefore, several weak cell

detection design for test (DFT) techniques have been proposed.

However, most of these techniques lack easy digital programma-

bility of the pass/fail threshold, which we are trying to address

in this paper.

This paper is organized as follows. Section II discusses the

impact of process variations and non-catastrophic defects on

SRAM cell stability. Section III presents the existing weak cell

detection strategies. Section IV explains the concept of pro-

grammable weak cell detection threshold used in the proposed

DFT and Section V describes the proposed implementation of

the weak cell detection scheme. Test chip measurement results

are presented in Section VI. Section VII presents a summary of

the main contributions of this work.

II. SRAM CELL STABILITY

A typical six-transistor (6T) SRAM cell is presented in

Fig. 1(a), where and are the driver, and are the

load, and and are the access transistors, respectively.

To quantify the level of weakness of such cells, we apply

the concept of static noise margin (SNM). SNM is defined as

maximum possible square between the normal and mirrored

voltage transfer characteristics (VTCs) [6]. SNM in the read-ac-

cess mode is deteriorated by the pulling action of the saturated

access transistor as shown in the equivalent circuit of a

read-accessed cell in Fig. 1(b). Effectively, a CMOS inverter

[Fig. 1(a)] is turned into a ratioed inverter with the

logic “0” level above the ground potential [Fig. 1(b)]. The solid

and the dotted lines in Fig. 1(c) show the VTCs of an SRAM cell

in data retention mode and in the read-accessed mode, respec-

tively. The SNM of a read-accessed cell is significantly smaller

than the SNM of the same cell in the data retention mode, as

shown in Fig. 1(c).

Due to mismatches and/or defects in the cell, the VTCs of

the equivalent inverters forming an SRAM cell can be different.

0018-9200/$20.00 © 2006 IEEE
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Fig. 1. (a) Six-transistor (6T) SRAM cell in the retention mode when V = V = V , V = 0 and (b) its equivalent circuit in read-access mode when
V = V = V , V = V ; (c) VTCs of a 6T SRAM cell in the retention and the read-accessed modes.

Fig. 2. Relationship between the SNM, data retention and stability faults in an
SRAM cell.

Thus, the worst case SNM can be defined as the side of the

smaller of the two largest squares between the two VTCs of a

cell in the read-accessed mode (such as the in Fig. 7).

In this paper we assume this definition of the SNM.

Depending on the severity of the SNM degradation, the sta-

bility problems in SRAM cells can be classified into data re-

tention faults (DRFs) and stability faults (SFs), with the former

being a subset of the latter, as shown in Fig. 2. For extremely low

values of the SNM, the cell is likely to flip its state, i.e., it fails to

retain its data demonstrating a DRF. If the SNM is sufficient to

handle the nMOS off-state leakage current that discharges the

storage node, under normal conditions it can retain its data as

long as the power is supplied to the cell. However, under the

adverse conditions such as the reduced supply voltage, elevated

temperature, increased coupling noise, etc., i.e., the conditions

contributing to the further SNM degradation, this cell may be-

come so unstable as to flip its state. And finally, the cells with the

SNM high enough to withstand the worst possible case scenario

are outside of the oval representing the stability faults. We will

refer to the cells inside and outside of the larger oval as weak

and good, respectively.

Poorly formed pMOS transistors and/or contacts, shown as

, and in Fig. 3, can cause SFs in an SRAM cell.

A break or a weak open modelled by creates a symmetric

defect when both the data node pull-up paths of a cell have a

highly resistive connection to the power supply. Infinite value

of corresponds to an open in the cell’s supply or to the situ-

ation when both pMOS transistors are missing. Resistive opens

represented by and create an asymmetric defect in the

left-hand and right-hand pull-up paths of the cell, respectively,

and can be modelled by resistive connection of and

sources to nodes A and B, respectively.

Conditions and defect resistance range of a DRF detection

by means of the DRT are illustrated in Fig. 4 on an example

of an asymmetric defect . DRT test is conducted by reading

Fig. 3. SRAM cell schematic with resistors in place of potential weak opens
that can cause stability faults (SFs).

Fig. 4. Data retention fault due to the discharge of node B by the off-state cur-
rent of Q2 (simulation results for CMOS 0.13-�m technology, V = 1:2 V,
T = 150 C). (a) A resistive open R3 = 50 M
 is insufficient to flip the cell,
whereas (b) R3 = 60 M
 causes a DRF.

the SRAM array after a pause on the order of 100 ms to deter-

mine whether the background data has changed [7]. An asym-

metric resistive open defect with resistance of 50 M and below

[Fig. 4(a)] is not detected even at the elevated temperature of

150 C and a pause of more than 100 ms. However, when

M , the off-state current of is sufficient to gradually dis-

charge the node B capacitance and the cell under test flips at

450 ns, destroying the stored data. If the same test is conducted
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at the room temperature, the lowest detected value of will

be 2.75 G and the test time necessary to detect it will also be

over 60 times longer. Obviously, the detection range of the DRT

is insufficient to reliably identify many manufacturing defects

that cause poor cell stability. Elevated temperatures help to im-

prove the detection range by about 45 times at the cost of the

increased test time. However, resistive opens of about 50 M

are still considered as strong opens [8]. Unless special tests are

applied, cells with such defects will pass the standard tests and

an SoC with highly unstable and unreliable SRAM cells will be

shipped to the customer.

Subtle defects caused by the process disturbances can also re-

duce the stability of the cell. The likelihood of resistive bridges

grows as the critical area shrinks with scaling, and resistive

break defects are likely to appear in place of poor or absent con-

tacts, vias or silicide [7], [9]. While these defects can be non-cat-

astrophic, i.e., not causing a functional fault, they can have a se-

rious impact on the cell stability as shown in Fig. 5(a) and (b), re-

spectively. The cell weakness can be caused by various factors,

including resistive defects (resistive breaks and bridges), ex-

cessive process shifts, mask misalignment, transistor mismatch,

etc. [3]. An SF may occur due to any electrical disturbance such

as power supply noise, read/write cell disturbs, i.e., during the

normal operation of the SRAM. These adverse conditions, es-

pecially combined, can cause a weak cell to flip its state easily

and corrupt its contents.

As the technology is scaled in the decananometer region,

process parameter spread becomes one of the main contributors

to the wider distribution of the SNM figures even in a defect-free

chip. The granularity of the electric charge and the atomicity of

matter begin to introduce substantial variation in number and

position of dopant atoms in MOSFET channel, becomes

equivalent to several atomic layers with one to two atomic layers

roughness [10]. For sub-100-nm CMOS SRAMs, deviations

of the SNM only due to intrinsic device fluctuations are pro-

jected to exceed the nominal SNM [11]. Randomness of channel

dopant distribution will become a major source for the SNM

deterioration. To maintain reasonable SNM and yield of future

bulk CMOS SRAMs, cell ratios may have to be increased from

the typical towards the

higher ratios [12], which counter-balances the scaling advan-

tages of decananometer technologies with respect to the area of

the embedded SRAM cores. For instance, even a single tran-

sistor variation can cause significant SNM degradation

[Fig. 6(a)]. Furthermore, when more than one is deviating

from a designed value [Fig. 6(b)], the impact on the cell stability

becomes even stronger.

Inadequate SNM due to undetected resistive defects may in-

dicate intermittent stability and possible long term reliability is-

sues in SRAM cells, while such cells will successfully pass the

regular march tests. For certain applications requiring extreme

reliability and low PPM levels (e.g., automotive, where SoC

chips control such systems as ABS, stability control; life sup-

port systems; servers, etc.) detecting all weak defects and pos-

sibly unstable cells is crucial. For instance, the new dual-core

90-nm Itanium-family microprocessor [13] is employing the

Programmable Weak Write Test Mode [14] for stability testing

of its 24 MB on-chip L3 SRAM cache. The identified defective

Fig. 5. SRAM cell SNM as a function of non-catastrophic (a) bridge and
(b) break defect resistance; simulation results in CMOS 0.13-�m.

cells are then repaired by redundant ones. Thus, cell stability

test becomes a necessity for successful debug, test, and repair

to ensure low Parts Per Million (PPM) levels.

III. WEAK SRAM CELL DETECTION STRATEGIES

To obtain acceptable noise margins in the deep-submicron

technologies with reduced supply voltages, bitlines in a vast

majority of SRAM designs are precharged to the full supply

voltage. However, reading a 6T SRAM cell with bitlines

precharged and equalized at full may not detect several

types of defects causing DRF or stability faults, e.g., a missing

p-channel in pull-up transistors, poor or absent vias to the
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Fig. 6. SRAM cell SNM as a function of V variation of (a) one of the tran-
sistors and (b) more than one transistor at once; simulation results in CMOS
0.13-�m.

pull-up transistors (an SRAM cell in this case will act as a

“good” 4T DRAM cell). Detection of such cells in SRAM

arrays may require a data retention test (DRT). However, the

DRT can take significant time leading to a more expensive

test. Moreover, for stricter PPM levels, some cells may require

excessively long DRT pause times, reduced supply voltage and

high temperature, and even then the DRT may still miss a wide

range of resistive defects. Detection of such defects as poorly

formed vias and contacts, shorts with nonzero resistances, gross

mismatches in cell transistors require special test conditions

or stresses to be applied to make certain that parametric faults

(i.e., stability faults) are reliably detected.

Standard suite of test methods often lack sensitivity to de-

tect parametric failures [15]. To provide a better stability fault

coverage, several DFT techniques for weak cell detection have

been proposed in literature [3], [7], [9], [14], [16]–[19]. These

techniques exploit the fact that the state-restoring feedback of a

weak cell is weaker or absent and thus they are more susceptible

to write or read disturbs. Initially, most of the weak detection

techniques were targeting the detection of the DRF. However,

with scaling more subtle defects than completely open connec-

tions in load transistors can remain undetected and lead to field

failures, which often are intermittent and hard to diagnose. De-

tection of parametric stability faults needs to strike a balance

between the yield loss of over-testing the cells on one hand and

and the test escapees due to under-testing the cells on the other.

Ideally, a cell stability test technique should satisfy all of the

following conditions:

• selectivity and fault coverage: Weak cell detection tech-

niques must not cause the normal cells to fail, i.e., the

normal cells – should be able to withstand the ap-

plication of the test stress. At the same time, the weak cells

should not escape the test.

• speed, power, and area: The added test circuitry should not

affect the operating speed or power, and take as little area

as possible.

• test time: Preferably, no extra test cycles should be added

to reduce the expensive tester time spent on each chip.

Some of the existing weak detection techniques satisfy the

above criteria better than others. A more detailed analysis of

the existing techniques and their implementation complexities

is presented next.

A. Previous Art

As process parameter spreads continue to grow with tech-

nology scaling, one of the most challenging to satisfy criterion

is the selectivity of a weak cell detection technique. With respect

to selectivity and fault coverage, all the techniques for weak

cell detection can be categorized into single and programmable

detection threshold (or weak write stress) techniques. Testing

SRAM cells with a fixed weak write stress can lead to under- or

over-testing of the targeted defects in SRAM cells due to poor

process tracking characteristics. Single-threshold techniques are

tuned based on the best available pre-silicon simulation data.

To achieve an acceptable test quality versus test yield tradeoff,

such techniques may require multiple post-silicon design iter-

ations to account for the process changes following the initial

design. Whereas, if the weak write stress is programmable, the

test quality versus test yield tradeoff can be adjusted without

the design iterations and can be based on only on the results

of the post-silicon testing. Obviously, programmable detection

threshold techniques are superior in terms of time to market and

test yield loss minimization.

1) Single Threshold Methods: One of the well-known tech-

niques, the Weak Write Test Mode (WWTM) [7], applies a weak

overwrite stress to detect weak cells. Weak write circuit can be a

stand-alone as in [7] or integrated into a write driver [17]. While

the WWTM makes use of weaker write driver transistors, un-

derdriving the access transistors using lower wordline voltage

during a write operation [18] can also be used to apply weak

write stress. Conversely, an elevated wordline voltage can be

used to apply the test stress and detect a weak cell [19]. Kuo et

al. [16] suggested a soft defect detection (SDD) technique based

on the fact that defect-free inverters of an SRAM cell will pro-

vide certain read current upon access. If there is a break in cell’s
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connections, the read current is insufficient or absent. Another

approach proposed Kwai et al. is to separate the power supply of

the memory array from that of the periphery [9]. With the corre-

sponding isolated terminal the memory array can be operated at

a lower voltage, making it susceptible to read or write disturb.

However, this test alone cannot guarantee detection of all DRF

and is mostly used for process development. Moreover, having a

separate pad for each of tens of memory arrays in modern SoCs

may be impractical.

Many of the single threshold methods can be altered to enable

analog control of the weak overwrite stress. However, analog

levels are more difficult to control on the global chip level if

implemented internally or more pad- and tester-demanding if

controlled at the ATE level.

2) Programmable Threshold Methods: Large process

spreads of modern deep-submicron technologies necessitated

the arrival of digitally programmable techniques for weak cell

detection, which can track process variation and/or can target

the detection of cells with various degree of weakness. Selvin

et al. proposed one of the possible extensions of the WWTM

[14]. By switching the bias-setting transistors with a decoder,

the overwrite stress applied to a Cell Under Test (CUT) can be

varied and adjusted to track the process variations.

A technique using the ratio of read currents of SRAM cells

within a column to create a weak write stress to the CUT is de-

scribed in [3]. The ratio of read currents is defined by the number

of the cells carrying “0”s in the total number of cells forming

the ratio. One of the cells among the is the CUT. After en-

abling of all wordlines at once, the bitlines will be partially

discharged. The side with the larger number of “0”s will dis-

charge the corresponding bitline deeper. The degree of the bit-

line discharge is proportional to the ratio of read currents on the

cells discharging each bitline. If the CUT is carrying a “1”
and the true bitline has been discharged deeper than the com-

plementary, a weak overwrite stress will be applied to the CUT.

A CUT with poor stability will flip its state, whereas a stable

CUT will withstand the test stress. By changing the number of

“0”s on the same side where the CUT is carrying a “1”, one

can digitally program the overwrite stress applied to the CUT

and thus detection threshold of the technique. The resolution of

the method can be refined by increasing of the total number of

cells comprising the read current ratio and/or by changing the

pulsewidth of the pulse enabling all cells.

B. Proposed Technique

In this paper, we introduce a new digitally programmable

DFT technique capable of detecting SRAM cells with a varying

degree of stability degradation. Similarly to [3], it utilizes a ratio

of “0”s and “1”s in a group of cells. However, the CUT in the

proposed technique is outside of the cells comprising the ratio.

The weak overwrite stress is created by connecting the CUT to

partially discharged floating bitlines. We named the proposed

technique the read current ratio technique (RCRT). The RCRT

was implemented in CMOS 0.18- m technology and measure-

ment results from the fabricated test chip are presented.

IV. PROPOSED WEAK CELL DETECTION CONCEPT

To illustrate the concept of programmable detection, let us

consider the voltage transfer characteristics (VTCs, a.k.a. an

Fig. 7. Choice of V with respect to the metastable points of a good cell
VM and a weak cell VM .

“eye diagram”) of a good SRAM cell (solid lines) and a weak

SRAM cell (dashed lines) presented in Fig. 7. In most cases, a

weak cell is likely to have an asymmetrical eye diagram. In other

words, the SNM of each of the data nodes of a weak cell is not

the same, as illustrated in Fig. 7. The shape of the VTCs, which

defines the SNM, depends on various factors. Fluctuations of

and , presence of defects, and poorly formed contacts

and vias can make the driving strength of one of the inverters in

a cell weaker. This results in the shift of the metastability point

of the cell. During a read operation, the logic “0” level stored

in the weaker node of the weak cell (point in Fig. 7) will

degrade more compared to a good cell (point ). The shift

in the VTC on the weaker node will result in a smaller SNM.

Moreover, the metastability point of the cell also shifts towards

the weaker node. This effectively makes this node more suscep-

tible to weak overwrite.

We will be considering the worst case, i.e., the data node

with the smaller SNM (node ). Axes in Fig. 7 represent node

and node voltages, which in turn, are proportional to the

corresponding bitline voltages and . and

represent the metastability points of a good and a

weak cell, respectively. Points , ( , ) on

the transfer characteristic represent the stable states and ,

—the metastable states of the good (weak) cell, respec-

tively. If node or node of an SRAM cell is driven beyond

the metastable point, then the cell will flip its state. As it is

apparent from Fig. 7, the SNM of the weak cell is significantly

smaller than SNM of the good cell .

Let us assume that node of an SRAM cell has state “1”,

the bitlines are pre-charged to a known value (e.g., ) and

we have means to manipulate the voltage on node and reduce

it to , as shown in Fig. 7. Note that crosses the

eye-diagram of a good cell (solid lines) above the metastable

point , whereas it crosses the eye-diagram of the weak
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Fig. 8. Definition of the programmable ratioR in the proposed detection tech-
nique (RCRT). R=(number of cells with state 0 in a set of n cells)=n.

cell below its metastable point . Upon removal of the test

stimulus , node of the good cell will retain its state “1”

while node of the weak cell will flip to state “0” as shown

by a solid and dashed arrow in Fig. 7, respectively. In other

words, the weak cell will have been overwritten by the voltage

level . The implementation of this principle is described

in detail in Section V.

By varying the value, one can test for a given degree

of cell weakness. All the cells, which flip at the node voltage

above are deemed “weak” as they have inadequate SNM

as illustrated in Fig. 7. The rest of the cells is assumed to have

acceptable stability. Making programmable provides the

flexibility to change the pass/fail threshold and/or to track the

process variation without post-silicon design iterations to ac-

count for a change in the process parameters and/or the target

quality levels.

V. PROPOSED IMPLEMENTATION

The concept of programmable threshold is implemented

using a set of SRAM cells in a given column. Existing cells

in the column or external cells can be utilized for this purpose.

Let be the ratio of cells having state “0” to the total number

of cells in a set of cells (Fig. 8). We assume that the rest

of the cells in a set have state “1”. Initially, and

are precharged to . By manipulating the value of , and

simultaneously accessing cells, we can manipulate the bitline

voltage. For instance, if the number of cells carrying zeroes and

ones is equal ( in Fig. 8), then, provided the cells

have the same driving strength, . Now, suppose

that . That will cause to be less than .

Respectively, if , then will be higher than .

Now, if we write a certain ratio of “0”s and “1”s to a set of

cells, disable precharge and then simultaneously enable word-

lines, we can reduce or to a given value.

Then, if after activation of , the

regenerative property of the CUT will restore the stable state

and the CUT will not flip. This situation is similar to a non-de-

structive read operation with incompletely precharged bitlines.

The target range for is such that

. Within this range, weak cells with poor SNM will flip

and be detected, whereas the cells with satisfactory stability will

withstand this stress. This is the selectivity condition of weak

cell detection. And finally, when , even the

good cells will flip. Therefore, by programming the ratio , we

Fig. 9. Flow diagram of the RCRT.

can adjust the pass/fail threshold of the RCRT cell stability test.

The programmable stress settings can also be used for raster

scan during defect debug and diagnosis.

The flow diagram shown in Fig. 9 depicts the sequence

of steps necessary to implement the proposed digitally pro-

grammable weak cell detection technique. An inverse of the

current 0/1 ratio is necessary to detect the weak cells that may

flip in the opposite direction.

One of the possible implementations of the RCRT is shown in

Fig. 10. The weak cell detection starts by determining the min-

imal acceptable cell stability. The cells with the SNM below that

minimum must flip when connected to the bitlines partially dis-

charged after pulsing the wordlines of the cells in the column

with the necessary ratio . Access transistors of each side of the

cells share a common gate and a common bitline nodes. The

other terminal of each of the access transistors is connected ei-

ther to the ground or to through the corresponding driver or

load transistors of their corresponding cells. The resulting po-

tential on each of the bitlines is a function of the chosen ratio

of the cells carrying “0”s and “1”s connected to the bitline

and the pulsewidth of the wordline pulse that enables the cells

forming this ratio. Assuming equal cell read currents, bitline po-

tentials will be equal when 50% of the cells are in state “0”

and the other 50% of cells are in state “1” because the path resis-

tance to the ground and is the same, i.e., (Fig. 8).

When the wordlines are enabled at once, the capacitance of

each bitline discharges according to the time constant created by

the corresponding equivalent path. If the bitlines discharge too

much, then upon the enabling of pulse can drop

below the metastable point . In this case even the good

cells with acceptable SNM will flip. To prevent the situation

when is equal or below the metastable point ,

the pulsewidth of the pulse enabling wordlines should be

shortened or the ratio should be reduced. For , the
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Fig. 10. Implementation of the RCRT.

bitline voltage will be approximately equal. If , the cor-

responding path resistances to and the ground will be dif-

ferent and thus the bitlines discharged to different levels. After

the bitlines have been preconditioned, the wordline of the CUT

is activated. Thus, we effectively read the CUT but with the bit-

lines precharged below the standard value of . If the CUT is

weak, i.e., has an inadequate SNM, then reading it with partially

discharged bitlines will cause it to flip. By controlling the de-

gree of the bitline discharge we can shift the pass/fail threshold

of the test. Both the ratio and the pulsewidth pulse

can be digitally reprogrammed to set a new weak cell detection

threshold.

In practice, one is free to use various arrangements to form

ratio . Ratio can be formed either by the regular cells from

the same column, or by external dedicated cells, or by a combi-

nation of the above. To improve the resolution of the proposed

detection technique, the number of cells forming the ratio

can be increased. Larger will also help to mitigate the effect

of the possible read current mismatch among the cells. To fur-

ther improve the reliability of the RCRT, two groups of cells

can be used in each column. In this case, either group of cells

can be used to test the cells in the column. Moreover, one group

of cells can be used to ensure the stability of the cells com-

prising the other group of cells.

Higher capacitance of the bitlines will provide higher detec-

tion accuracy. Therefore, the proposed DFT technique may be

more attractive for larger SRAM instances with more capacitive

bitlines.

If is the total number of cells in an SRAM array, is the

number of cells used to form ratio and is the cycle

Fig. 11. RCRT test time and DRT test time as a function of the bit count (as-
suming t = 3 ns, t = 100 ms).

Fig. 12. RCRT test chip microphotograph.

time, then the test time for each ratio can be estimated as

where and .

The test time is doubled to check the other side of the

cells under test with an inverted ratio .

The DRT test time can be estimated as

, where is the delay time for retention

test of each data node. Fig. 11 illustrates the RCRT test time

advantage over the DRT test time. Effectively, the DRT test

time for small SRAM instances exceeds the RCRT by .

However, the relative test time advantage decreases once the

bit-count related test time component starts to offset the

of the DRT.

VI. MEASUREMENT RESULTS

To verify the proposed DFT technique a test chip has been

designed and fabricated in CMOS 0.18- m technology. A mi-

crophotograph of the test chip is shown in Fig. 12. The test chip

comprises an asynchronous SRAM with two columns of 32 cells

each (1) with extra 200 fF capacitors to imitate more capacitive

bitlines (2) connected to each of the bitlines; self-timed control

blocks to provide read (3), write (4) and test (5) timing; address

decoder (6); address transition detector (7); sensing and writing

circuitry (8); wordline switches (9) and a set of weak cells (10).

To demonstrate the detection capabilities of the RCRT, we

used nine regular SRAM cells to form the ratio . To enable

nine wordlines simultaneously, our test chip row address de-

coder was modified to include nine switches (9) on the first nine

wordlines. In practice, the switching function can be performed

by two-input OR gates between the post-decoder and the word-

line buffers. When activated by a pulse coming from the test

timing block, all nine wordlines are pulled up simultaneously.

The pulse can be formed locally by a simple one-shot circuit.

The width of the pulse activating all nine wordlines of the
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Fig. 13. Bit line voltage and the pulsewidth ofwl 1�wl n pulse as a function
of V (post-layout simulation results).

Fig. 14. Bit line voltage as a function of wl 1 � wl n the pulsewidth (post-
layout simulation results).

cells in the ratio must be short enough, so that the wordline

is deactivated before the cells forming ratio have flipped.

Fig. 13 shows that depending on the number of cells

carrying “0” among the nine cells comprising ratio , the

same pulsewidth of the pulse enabling all nine wordlines

will discharge the corresponding bitline to a

greater or a lesser extent. To be able to control the pulsewidth

of pulse in the test chip, we utilized an external

voltage , which supplies the delay line in a

one-shot circuit and thus modulating the width of the pro-

duced pulse. Bit line potentials as a function of

pulsewidth are shown in Fig. 14. The required pulsewidth can

also be specified and fixed by proper sizing of inverters in the

one-shot delay chain. In this case, adjusting of the detection

threshold is done only by reprogramming ratio .

After the bitlines have been discharged to a certain extent,

defined by the chosen ratio and the pulsewidth of wordlines,

the wordline of the cell under test is activated and the partially

discharged floating bitlines apply the test stress. From Fig. 15

Fig. 15. Dependence of the VTC shape and the SNM on the cell supply voltage
(V ).

Fig. 16. SNM as a function of the cell supply voltage V (post-
layout simulation results).

we can see that a weak (defective) cell has significantly lower

SNM than a good (defect-free) cell. Therefore, a weak cell will

flip when read-accessed with a lower applied to the node

storing a “1” and be detected, whereas a good cell will withstand

this test stress.

To imitate weak cells in the test chip we used several cells

with a separate supply voltage (Fig. 12 (10)),

which can be adjusted independently from the of the rest

of the chip. Fig. 16 shows that reducing of an SRAM cell

reduces the SNM of the cell and thus—the cell stability. For

instance, to simulate a CUT with 50% of SNM, we need to

reduce the power supply voltage of that CUT from 1.8 V to

approximately 1.4 V.

Test stimuli for the test chip were provided by Agilent 93000

SoC series tester. We swept and

from 0.9 V to 1.8 V. For each of the combinations of

and we wrote a predetermined

ratio of “0”s and “1”s into the cells. After applying the

test sequence described in Section V we registered whether the
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Fig. 17. Shmoo plots for ratios (a) R = 5=9, (b) R = 6=9, and (c) R = 7=9. Circled dot represents the detection threshold for V = 1:2 V.
(d) Summary for V fixed at 1.2 V that corresponds to 500 ps pulsewidth of wl �wl pulse (see Fig. 13). Programming R from 5=9 to 7=9 changes
the weak cells’ detection threshold from 18% to 46% of the nominal SNM.

TABLE I
DETECTION CAPABILITIES OF THE PROPOSED TECHNIQUE

weak CUT has flipped. Fig. 17 presents the Shmoo plots for

ratio when five out of nine (a), six out of nine (b), and seven

out of nine (c) cells carry “0”s. The black rectangles represent

the combinations of and at which

the CUT flipped and the white rectangles present the combi-

nations where the CUT maintained its data. From analyzing

the Shmoo plots it can be seen that for every fixed value of

the detected degree of cell weakness defined by

will be different depending on the chosen ratio

. For example, if is fixed at 1.2 V, then for

, 6/9 and 7/9, the CUT will flip its state after the appli-

cation of the proposed test sequence at ,

1.24 V and 1.36 V respectively (white lines and circled dots in

Fig. 17(a)–(c) ). That corresponds to the bitline voltage levels

of 0.71 V, 0.45 V and 0.28 V, respectively.

The measurement results for this case are summarized in

Table I and in Fig. 17(d). It shows that by programming ratio

to be 5/9, 6/9 and 7/9 and applying the proposed RCRT test se-

quence, the weak cells detection threshold can be programmed

from 18% to 46% of the nominal SNM.

VII. CONCLUSION

A new digitally programmable DFT technique for detection

SRAM cells with compromised stability (i.e., inadequate SNM)

has been introduced and a test chip measurement results proving

the proposed detection concept have been presented. The pro-

posed technique exceeds the detection range of the Data Reten-

tion Test and allows to program the pass/fail threshold of the cell

stability test. The technique utilizes a set of cells to modify the

bitline voltage, which is then applied to a cell under test (CUT).

The bitline voltage can be programmed by changing the ratio

of “zeroes” and “ones” written in the set of cells and simul-

taneously enabling their wordlines. Stability of the CUT can be

determined by connecting the CUT to the partially discharged

floating bitlines. The detection resolution of the technique can

be further improved by increasing the number of cells forming

the ratio.
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