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Abstract

Weakly supervised object detection, is a challenging

task, where the training procedure involves learning at the

same time both, the model appearance and the object lo-

cation in each image. The classical approach to solve this

problem is to consider the location of the object of interest

in each image as a latent variable and minimize the loss

generated by such latent variable during learning. How-

ever, as learning appearance and localization are two inter-

connected tasks, the optimization is not convex and the pro-

cedure can easily get stuck in a poor local minimum, i.e. the

algorithm “misses” the object in some images. In this pa-

per, we help the optimization to get close to the global min-

imum by enforcing a “soft” similarity between each possi-

ble location in the image and a reduced set of “exemplars”,

or clusters, learned with a convex formulation in the train-

ing images. The help is effective because it comes from a

different and smooth source of information that is not di-

rectly connected with the main task. Results show that our

method improves a strong baseline based on convolutional

neural network features by more than 4 points without any

additional features or extra computation at testing time but

only adding a small increment of the training time due to

the convex clustering.

1. Introduction

The standard approach for supervised learning of ob-

ject detection models requires the annotation of each tar-

get object instance with a bounding box in the training set.

This fully supervised paradigm is tedious and costly for

large-scale datasets. The alternative but more challenging

paradigm is to learn from the growing amount of noisily

and sparsely annotated visual data available. In this work,

we focus on the specific “weakly supervised” case when

the annotation at training time is restricted to presence or

absence of object instances at image-level.

An ideal weakly supervised learning (WSL) for object

detection is expected to guide the missing annotations to a

Figure 1. An illustration of our learning model: In the top row,

we show clusters of objects and object parts that are simultane-

ously learned with the detectors during training. Our method

encourages highly probable windows to be similar among them

through the jointly learned clusters during training. The col-

ored lines indicate similarity between windows and clusters. Best

viewed in color.

solution that disentangles object instances from noisy and

cluttered background. The standard WSL paradigm alter-

nates between labeling the missing annotations and learn-

ing a classifier based on these labellings in a spirit similar to

Expectation Maximization (EM). Due to the missing anno-

tations, this optimization is non-convex and therefore prone

to getting stuck in a local minimum (and sensitive to initial-

ization). In practice, although the optimal solution would

lead to a perfect localization of the objects, guiding the op-

timization to such point is quite challenging and the weakly

supervised detection performance is far from the supervised

one. We can comprehend the importance of properly guid-

ing the optimization by considering the extreme case of per-

fect localization, i.e. the fully supervised case, which can

be considered an upper bound in terms of performance. For

instance, the best reported detection performance that relies

on the convolutional neural network (CNN) features of [6]

on the Pascal VOC 2007 dataset [7] is 58.5% ([10]) mean

average precision (AP) in the fully supervised case while it

is 30.9% ([30]) in the weakly supervised case. Thus im-

proving the optimization of our non-convex problem is vi-

tal because it would directly lead to better detection perfor-

mance.

Here, we investigate a possible way to improve the opti-
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mization by imposing similarity among objects of the same

class. A typical application where such similarity is ex-

ploited is co-segmentation [13, 24], which is the task of lo-

calizing similar objects in a set of images. The underlying

principle behind co-segmentation is to search for a portion

of the image that is the most similar among the set of given

images. If the visual descriptors of the objects are similar

among the images and the optimization function is smooth

enough, then all the objects in the images can be properly

localized. While the same assumption is also valid for the

weakly supervised object detection problem, most state-of-

the-art algorithms do not enforce directly similarity among

the objects. Instead they follow an iterative and discrimina-

tive approach: first a classifier on the initially chosen image

parts is learned and then the most discriminative portions

of the image are found by applying the learned classifier.

In fact, while learning a classifier on the previously chosen

image portions and imposing distinctiveness from the back-

ground, the similarity among them usually weakens, as it

is not explicitly enforced. Therefore, using an additional

similarity channel can help to avoid overfitting on the cur-

rent localization hypotheses and to better guide the weakly

supervised localization.

To address the overfitting, previous work has developed a

number of different strategies. Cinbis et al. [4] use a multi-

fold splitting of the training set to prevent getting stuck to

wrong labellings in the previous iteration. Deselaers et al.

[5] use the similarity principle by enforcing pairwise con-

nections among the chosen windows in the training data. In

this paper we also use similarity, but in a novel and differ-

ent way. First, we want to use a similarity measure that is

“local”. Enforcing a global similarity among all the data

samples (e.g. distance to the average of the samples) is a

too strict assumption that often does not hold, especially in

modern and difficult datasets due to intra-class and view-

point variations. Second, in contrast to [5] we want a simi-

larity measure that is “smooth” over the samples, so that it

is easier to optimize and it can support multiple and differ-

ent hypotheses simultaneously. To this end, we do not limit

our hypotheses to the object only but also include parts of

it. It is well known that certain classes have parts that share

appearance in almost all samples, but globally the objects

can have a quite different appearance (e.g. bicycles can be

very different but their wheels are generally very similar

among different instances). Finally, we want our method to

be scalable. Considering the exponential number of possi-

ble hypotheses when considering also object parts, we want

to avoid the expensive CRF optimization needed in [5].

In this paper we propose to couple a smooth discrimina-

tive learning procedure as proposed in our earlier work [2]

with a convex clustering algorithm [17]. While the discrim-

inative learning estimates a model to best separate positive

and negative data, the clustering searches for a small set of

exemplars. These exemplars that best describe our training

data are not directly forced to be the localization hypothe-

ses but they are selected based on the probability of being

part of the object. This indirectly enforces the localized hy-

potheses to be similar to one another (similar to the cluster

centers) and therefore it is a way to enforce local similar-

ity without the need of the expensive pairwise CRF. Fur-

thermore, the optimal number of clusters is automatically

selected by the algorithm. This also allows the clustering

procedure to optimally adapt to the new localization of ob-

ject instances at any point of the learning and, due to the

convexity of the optimization, it does not depend on the ini-

tialization. This idea is illustrated in Fig.1.

The remainder of the paper is structured as follows. Sec-

tion 2 discusses the related work. Section 3 explains the

inference and learning procedures. Section 4 details the ex-

periments on the PASCAL VOC 2007 dataset [7] and Sec-

tion 5 concludes the paper.

2. Related Work

Non-convex optimization. To alleviate the shortcomings

of the non-convex optimization problem, previous work

mainly focused on smoothing the latent SVM formulation

[2, 14, 20, 27], developing initialization strategies [4, 16]

or regulating the latent space [2]. Joulin et al. [14] propose

a weakly supervised learning formulation that is based on

a convex relaxation of a soft-max loss and show that such

a learning is less prone to get stuck in a local minimum.

Similarly, Song et al. [27] smooth the latent SVM formu-

lation of [8] by applying Nesterov’s smoothing technique

[22]. As a matter of fact, we use the soft-max formulation

that has been proposed in [2]. This formulation does not re-

quire initialization of missing annotations, enables us to use

a quasi-Newton optimization and thus leads to a faster con-

vergence. Kumar et al. [16] propose an iterative self-paced

learning algorithm that iteratively selects a set of easy sam-

ples and learns a new classifier. Song et al. [27] initialize

the object locations via a sub-modular clustering method.

Additionally, Bilen et al. [2] propose a posterior regulariza-

tion formulation that regularizes the latent (object location)

space by penalizing unlikely configurations based on sym-

metry and mutual exclusion of objects. In fact, our approach

can also be seen as a regularization technique that enforces

similarity between object windows. Although we did not

include them in our experiments, symmetry and mutual ex-

clusion can also be used in our method.

Convex clustering. The clustering formulation of our

method builds on the work of [17], that casts a clustering

problem into a convex minimization by assigning to each

sample a sparse distribution of weights that represent their

importance. In contrast to non-convex clustering methods



[11] such as k-means and Gaussian mixture model, the algo-

rithm is guaranteed to converge to the global minimum and

does not need manual setting the number of clusters. These

characteristics are important for our method because they

avoid the optimization to get stuck in a poor local minimum

and it is independent of the initialization. In Section 4.2

we compare the performance of our algorithm when using

k-means clustering and convex clustering. While [17] fits

well into our learning due to its probabilistic (soft assign-

ment to clusters) aspect, it is worth mentioning other convex

clustering algorithms [3, 15] in the literature. Bradley et al.

[3] pose the clustering problem into a sparse coding formu-

lation and propose a convex relation of the sparse coding

formulation. Komodakis et al. [15] pose the same problem

as an NP-hard linear integer program and use an efficient

linear programming algorithm to solve it.

Clustering in WSL. Recent literature on weakly super-

vised object detection [27, 28, 30] uses clustering to ini-

tialize their latent variables (i.e. object windows, part con-

figurations and sub-categories respectively) and learns ob-

ject detectors based on this initialization. In contrast, our

method iteratively refines discriminative clusters that help

to localize object instances better in the following itera-

tions. Song et al. [27, 28] formulate a discriminative sub-

modular algorithm to discover an initial set of image win-

dows and part configurations respectively that are likely to

contain the target object. Wang et al. [30] apply a latent

semantic discovery via probabilistic latent Semantic Analy-

sis (pLSA) on the windows of positive samples and further

employ these clusters as sub-categories. It assumes that the

clustering algorithm can find a single compact cluster for

the foreground (the object itself) class and multiple ones for

the related background (e.g. aeroplane - sky and trees). The

algorithm requires a careful tuning of cluster numbers to ob-

tain good clusters for each category. In contrast, our method

only focuses on the intra-class variance in the foreground

via the obtained clusters and does not explicitly model the

related background. In addition, our learning automatically

determines the optimal number of clusters. The modelling

of related background is complimentary to our method and

can be expected to further improve our performance.

Learning sub-categories. Our formulation also bears

some similarities to the work of [1, 8, 12] that simul-

taneously cluster the positive samples into sub-categories

and learn to separate each cluster from the negative sam-

ples. Using multiple sub-categories can also be used in our

method and that may further improve results. However, in

our case we focus on a more challenging problem in which

we are not given the ground truth bounding boxes nor the

sub-category membership of positive samples. Learning

jointly to cluster, localize and classify remains a challenge.

3. Inference and Learning

Problem Formulation. Our goal is to detect the locations

of the objects of a target class (e.g. “bicycle”, “person”), if

there is any, in a previously unseen image. To do so, we

learn an object detector for the target class by using a set

of positive images (images where at least one object of the

target class is present) and negative images (images where

there is no object of the target class present). As the lo-

cations of the target objects in the positive images are not

given, we formulate the task in a latent support vector ma-

chine (LSVM) formulation [8, 31] where we aim to find the

latent parameter (object window) for each training sample

that best discriminates positive images from negative ones.

In general the object of the target class is the region of the

image that is the most similar among positive images. Thus,

with this procedure, we jointly learn the location of object

instances for each positive training image and a detector that

is able to localize that object. In the following part of this

section we define the problem in a formal way.

Let x ∈ X , y ∈ {−1, 1} and h ∈ H denote an im-

age, its binary label and the object location (bounding box)

respectively. To generate the set of possible object loca-

tions (H), we use the selective search method of Uijlings et

al. [29] which produces around 1,500 windows per image.

This helps us to speed-up our inference and to avoid many

background regions. To represent the candidate windows,

we rely on the powerful Convolutional Neural Network fea-

tures of [6] and denote the feature vector for the window h

of the image x with φ(x, h).
To detect the presence y and the location h of target ob-

jects in an unseen image x for a given detector defined by

a vector of parameters w, we maximize a linear prediction

function as:

{y∗, h∗} = argmax
y∈Y
h∈H

w · Φ(x, y, h), (1)

where Φ(x, y, h) is a joint feature vector:

Φ(x, y, h) =

{

φ(x, h) if y = 1
~0 if y = −1.

In words, the prediction rule (1) labels the image x as neg-

ative, if the score of the best window (h∗) is not positive.

To learn w, we first define an objective function L on a

set of training samples S = {(xi, yi), i = 1, . . . , N} and

minimize it with respect to w:

L(w,S) = LR(w) + λLm(w,S) (2)

where LR is the standard l2 regularization defined as
1
2 ‖w‖

2
2. Lm is a margin loss that is explained in the re-

mainder of this section and includes the main contribution

of our work. Finally, λ defines the trade-off between regu-

larization and loss.



Review of latent SVM. We want our object models to

score high for positive images (i.e. y = 1) and low for neg-

ative images (i.e. y = −1). To train such object models

that can separate between positive and negative samples,

a common formulation to measure the mismatch between

the image, label and window is the max-margin latent SVM

(LSVM) [31]:

lmm(w, xi, yi) =max
y,h

(

w · Φ(xi, y, h) + ∆(yi, y)
)

−max
h

w · Φ(xi, yi, h)
(3)

where ∆(yi, y) is zero-one error, i.e. ∆(yi, y) = 0 if

y = yi, 1 else. This formulation aims to separate the high-

est scoring window h from the other configurations. How-

ever, this formulation has certain shortcomings for the ob-

ject detection task: (i) it can only choose one window for

each positive image, and this limits the learning to lever-

age multiple object instances, (ii) the optimization is sensi-

tive to initialization of latent parameters for positive images.

Therefore, we use a smoother learning method, the soft-max

latent SVM (SLSVM) formulation of [2] that can consider

multiple object instances in a single image and does not re-

quire initialization of latent parameters. The soft-max term

lsm is given as:

lsm(w, xi, yi) =
1

β
log

∑

y,h

exp
(

βw · Φ(xi, y, h) + β∆(yi, y)
)

−
1

β
log

∑

h

exp
(

βw · Φ(xi, yi, h)
)

(4)

where β is a tunable temperature parameter. It can be

shown that Eq.(4) reduces to the max-margin formulation

of [31], as β → ∞. We set this parameter to 1 in all our

experiments. The margin loss for the training set is then

Lm(w,S) =
∑N

i=1 lsm(w, xi, yi).

Convex Clustering. Now, we want to introduce in the ob-

jective function an additional term Lc that enforces similar-

ity among the selected windows so that the new objective

is:

L(w,S) = LR(w) + λLsm(w,S) + γLc(w,S). (5)

However, enforcing similarity is a challenging task because:

(i) in the absence of annotated objects, it is not clear be-

tween which window pairs to enforce similarity, and (ii) ob-

ject categories may contain significant variance in appear-

ance and forcing a global similarity among all windows can

hurt performance.

To address the first challenge, we avoid a hard decision

for choosing an object window and use a soft measure that

gives a probability of a window h of image x for the target

object class:

p(h|x,w) =
exp{βw · φ(x, h)}

∑

h∈H
exp{βw · φ(x, h)}

. (6)

To mitigate the second problem, we enforce similarity

between object windows and “representative” clusters in

positive training images instead of between each object win-

dow pair. For the sake of brevity, we introduce a new vari-

able u to denote window h of image x. U = S+ × H
denotes the set of possible windows from the set of positive

training images S+. We learn scalar weights qu to measure

how representative a window u:

∑

u∈U

qu = 1 s.t. qu ≥ 0,

.

Finally, inspired by [17], we propose a clustering term

that enforces such similarity:

Lc = −
∑

u∈H

p(u,w) log
(

∑

u′∈U

qu′e−αdφ(u,u
′)
)

(7)

where dφ(u, u
′) = ‖φ(u)− φ(u′)‖2 is the Euclidean dis-

tance between two window representations (φ(u), φ(u′)). α
is a positive temperature parameter and controls the sparse-

ness of the q terms. The convex clustering term penalizes

configurations with discriminative windows of high proba-

bility (p(u,w)) far from the important clusters (windows h

with high qu).

Moreover, the term Lc has two desirable properties: (i)

it is convex given w so it is guaranteed to find the optimal

solution, and (ii) it results in a sparse selection of clusters

(window u with qu greater than zero). Thus it automatically

finds the number of clusters which is optimal for the given

α.

Optimization. We minimize the objective function L in

(5) iteratively in two steps with coordinate descent. We first

initialize the cluster weights q uniformly, fix them, and min-

imize L for w. As our objective function is smooth, our

optimization can benefit from the quasi-Newton method L-

BFGS [18] which we found faster and more accurate than

stochastic gradient descent. In the next step, we fix the

found w and optimize Lc for q. To update the vector q,

we use the iterative method as in [17] which is guaranteed

to find the global optimum. We define a similarity measure

su,u′ = e−αdφ(u,u
′) and introduce two auxiliary vectors z

and η:

z
(t)
u =

∑

u′∈U
su,u′q

(t)
u′ , η

(t)
u′ =

∑

u∈U
p(u,w)

su,u′

z
(t)
u

.

(8)

The update rule for the cluster weights can now be written

as:

q
(t+1)
u′ = η

(t)
u′ q

(t)
u′ . (9)



We can see from Eq. (9) that the update rule for clus-

ters depends on the probability p(u,w) and the probability

depends on the learned w (see Eq. (6)). As in the first it-

erations the learned w is not accurate yet, we observe that

in these conditions the clustering term can be detrimental to

our learning. Thus we assign a small weight to γ in the first

iteration and gradually allow it to grow to its defined value,

similarly to deterministic annealing approaches [9].

The clustering term Lc requires the computation of pair-

wise distances between all the windows in the positive im-

ages. For efficiency we pre-compute the distances once at

the beginning of the training. In order to speed up the al-

gorithm, we also rank the values of su,u′ and keep only the

largest 1000 values. We use the approximate nearest neigh-

bor algorithm in [21]. We observe that this approximation

has negligible effect in our final results.

K-means clustering To evaluate the importance of the

use of convex clustering in our method we also introduce a

clustering term based on the standard k-means method [19]

which is non-convex. In that case the clustering loss defined

in Eq. 7 becomes:

Lc =
∑

u∈U

p(u,w)
(

min
c∈C

‖φ(u)− c‖
2
2

)

, (10)

where c ∈ C are the cluster centers. As in standard k-means,

in this case the optimization of the loss is performed in two

step: (i) compute the sample-cluster assignments, and (ii)

re-compute the cluster centers c as the weighted mean of

the samples p(u,w)φ(u) belonging to each cluster.

In the same way as we have modified the original con-

vex clustering to account for the discriminativity of the win-

dows, we multiply each square distance to a cluster with the

probability term p(u,w). In this case, as the clustering is

not convex, to avoid to get stuck in poor local minima, at

each iteration of the full loss defined in Eq. 5, we re-start

the k-means algorithm with a random initialization of the

cluster centers. Notice that in contrast to Eq. 7, in this case

we do not need the term qu because now each cluster c is

a latent variable by itself. We call this clustering weighted

k-means algorithm. In the experimental results we compare

this approach to the convex clustering quantitatively.

4. Experiments

4.1. Dataset and implementation details

We evaluate our method on the Pascal VOC 2007 dataset

[7] which allows us to compare to previous work. For a fair

comparison with the state-of-the-art on weakly supervised

object detection methods, we only discard the images with

the “difficult” flag and do not use any instance level annota-

tion by following the standard practice in the classification

task of the challenge [7].

We evaluate the localization performance of our detec-

tors using two measures. First we assess CorLoc [5], i.e. the

percentage of positive “training” (trainval) images in which

a method correctly localizes an object of the target class

with more than 50% intersection-over-union ratio. Second,

we follow the standard VOC procedure [7] and report aver-

age precision (AP) on the Pascal VOC 2007 test split. We

use both train and val splits to train our final detectors. Note

that for simplicity we do not double the amount of training

data by adding horizontally flipped training images that can

lead to a possible additional improvement in our results.

Our training involves tuning four parameters, the regu-

larization parameter λ, the weight of the clustering term γ

and two temperature parameters β and α of the soft-max in

Eq.(4) and of the convex clustering in Eq.(7) respectively.

We tune these parameters based on the classification accu-

racy in the validation set. We do not tune these parameters

for each class separately but use a single value (α = 100
and β = 1) for all classes. These values result in a sparse

selection of clusters, roughly 20% of windows from posi-

tive images. For the k-means clustering baseline, we use

1000 cluster centers based on a cross-validation of the clas-

sification scores. We initialize these centers with the most

discriminative object windows based on the learned classi-

fier w after the first learning iteration and jointly learn them

with the classifier parameters in the following iterations.

We stress that the proposed method does not lead to any

additional inference time. Our method has the same com-

putational complexity as the LSVM and SLSVM method

which involves the computation of a dot product between

the learned linear model w and a feature vector for each

selective search window [29]. We represent each selective

search window region with a 4096 dimensional fc7 ReLU

layer output of the CNN model that is provided by Don-

ahue et al. [6]. We also encode aspect ratio (8 bins), relative

size (8 bins) and relative center position (2 × 8 bins) for

each window. The use of the additional features leads to a

similar improvement (0.4% mAP) in LSVM, SLSVM and

our method. Finally, the average training times for LSVM,

SLSVM and our method are approximately 1, 1 and 2 hours

respectively on a 16 core i-7 CPU, after the CNN features

and the pairwise distances are pre-computed.

4.2. Convex Clustering

In this part, we use our implementation of latent SVM

(LSVM) (see Eq. (3)), soft-max latent SVM (SLSVM) (see

(4)) as our baselines and compare them to our method. We

also evaluate a variation of our algorithm (Ours (k-means))

where the clustering is performed with the weighted k-

means algorithm (see 10) instead of our convex formula-

tion. We present the performance of the methods in Fig-

ure 2 for the 20 VOC 2007 classes in terms of average

precision (AP). First we compare the LSVM to its soft
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Figure 2. A comparison of our method with k-means (Ours (k-means)) and convex (Ours (convex)) clustering to the baselines LSVM,

soft-max LSVM (SLSVM) and SLSVM in terms of average precision (AP). Our method with convex clustering significantly outperforms

the baselines for most of the categories. Best viewed in color.

version and see that smoothing the hard-max formulation

leads to an improvement of 1.2 points. As expected, this

improvement is more prominent in categories which often

have multiple instances in a single image, such as “chair”,

“cow”, “sheep” and “tv-monitor” because there, in contrast

to LSVM, SLSVM can exploit the presence of multiple ob-

jects. It should be noted that we use a single temperature

parameter β for all categories and tuning this parameter in a

category specific way can further improve both SLSVM and

our method. While adding the weighted k-means cluster-

ing (Ours (k-means)) improves 0.5 points over the baseline

SLSVM, the convex clustering formulation (Ours (convex))

achieves a significant improvement in most of the classes

and 3.3% in mAP over SLSVM. The performance gap be-

tween the two clustering formulations shows the importance

of a smooth and convex formulation for clustering. We also

observe that our method fails to learn discriminative clus-

ters and improve the baseline in classes with relatively low

detection rates (∼ 10% AP) such as “bottle”, “chair” and

“person” that often appear in cluttered indoor scenes.

In Figure 3 we illustrate the refinement in the localiza-

tion of object instances during the iterative learning. The

first column depicts the final detections of SLSVM and our

method in purple and yellow respectively. The second col-

umn shows a response map of SLSVM, while third, fourth

and fifth columns depict response maps of our method dur-

ing different iterations. In the first two samples of “aero-

plane” and “car”, SLSVM detections contain some related

background “sky” and “road” respectively. Our method

progressively eliminates the background with the help of

similarity with the found clusters. The third and fourth ex-

amples depict cases when parts of an object are more dis-

criminative than the whole object and therefore the cluster-

ing term iteratively recovers the whole object. In the last

example, we show a case where our method fails to local-

ize the object accurately. The detection contains the bicycle

and also the person riding the bicycle. Since “bicycle” and

“person” classes co-occur in many training images, we ob-

tain clusters that contain both classes.

We also illustrate some of the found clusters during train-

ing of different detectors in Figure 4. We see that the clus-

ters contain objects and object parts with only a small por-

tion of background and that they capture variations in ap-

pearance, pose and background.

4.3. Comparison to the stateoftheart

In this part, we compare the results of our method to the

state-of-the-art in WSL object detection. The results in Ta-

ble 1 show that our method is comparable to the state-of-

the-art in CorLoc. While our method outperforms the pre-

vious work of [26, 25, 4], it is worse than [30] on average.

This method [30] focuses on obtaining a compact cluster for

a foreground (object) class and multiple clusters for the re-

lated background (e.g. “sky” around “aeroplane”). It learns

different appearance models for each cluster, whereas we

focus on modeling the intra-class variance in the foreground

via the found clusters. Wang et al. [30] apply an initial clus-

tering on the windows of positive images and the method

depends on the fact that the clustering can find a single com-

pact cluster for the foreground. Therefore the performance

of the method is sensitive to the number of clusters and re-

quires tuning of this parameter for each class. In contrast,

our method automatically learns the number of clusters and

therefore uses a single parameter set for all classes. More-

over, [30] relies on multiple appearance models and on a

expensive super-vector encoding of the CNN features that

significantly increases the dimensionality of the feature vec-

tor, whereas our method uses a single appearance model and

does not bring any additional computational load during in-

ference compared to the standard LSVM. We could include

more feature tuning as well as more complex features etc.

to our model as well but that would clutter the experiments



SLSVM Ours (1st iter) Ours (2nd iter) Ours (last iter)
Figure 3. Examples of detection for SLSVM and our method. We show success cases of our method in the first four rows and a failure case

in the last row. The first column shows the detection results of SLSVM (in purple) and our method (in yellow). The second column shows

the response maps, i.e. weighted sum of window scores, of SLSVM and the third, fourth and fifth columns show the response maps of our

method at various iterations. Best viewed in color.

and make the comparison to our baselines harder and less

effective in demonstrating the effect of our main contribu-

tion.

We also compare our detection results to the state-of-the-

art in terms of AP in Table 2. While Cinbis et al. [4] use

Fisher Vectors [23] to represent the candidate object win-

dows, the other methods in the table rely, as us, on powerful

CNN features. Cinbis et al. [4] propose a method that uses a

multi-fold splitting of positive images to alleviate the over-

fitting. Since we build our approach on a smoother learning

framework, SLSVM and we also enforce similarity between

objects and clusters, our method is less prone to overfitting

and outperforms this method. Similarly to our work, Song

et al. [27, 28] build their method on a different smoothed

Latent SVM algorithm and use efficient clustering algo-

rithms via sub-modular optimization. While Song et al.

[27, 28] use clustering to initialize the latent parameters

(i.e. object windows and part configurations), our method

jointly learns to cluster and to detect object instances in a

discriminative way and thus outperforms these methods sig-

nificantly. Bilen et al. [2] employ a posterior regularization

technique that enforces symmetry and mutual exclusion on

window selection. While our method outperforms this work

[2], the same regularization technique can be added to our

learning and improve the detection performance further.



Figure 4. Cluster examples that are found during the training of different detectors. They contain objects, object parts with small portion

of background and show significant variations in appearance, pose and background. Best viewed in color.

Method aero bike bird boat bottle bus car cat chair cow table dog hors mbik pers plnt shp sofa train tv mean

Our method 66.4 59.3 42.7 20.4 21.3 63.4 74.3 59.6 21.1 58.2 14.0 38.5 49.5 60.0 19.8 39.2 41.7 30.1 50.2 44.1 43.7

Shi et al. [26] 54.7 22.7 33.7 24.5 4.6 33.9 42.5 57.0 7.3 39.1 24.1 43.3 41.3 51.5 25.3 13.3 28.0 29.5 54.6 11.8 32.1

Shi et al. [25] 67.3 54.4 34.3 17.8 1.3 46.6 60.7 68.9 2.5 32.4 16.2 58.9 51.5 64.6 18.2 3.1 20.9 34.7 63.4 5.9 36.2

Cinbis et al. [4] 56.6 58.3 28.4 20.7 6.8 54.9 69.1 20.8 9.2 50.5 10.2 29.0 58.0 64.9 36.7 18.7 56.5 13.2 54.9 59.4 38.8

Wang et al. [30] 80.1 63.9 51.5 14.9 21.0 55.7 74.2 43.5 26.2 53.4 16.3 56.7 58.3 69.5 14.1 38.3 58.8 47.2 49.1 60.9 48.5

Table 1. Comparison of WSL object detectors on PASCAL VOC 2007 in terms of correct localization (CorLoc [5]) on positive training

images.

Method aero bike bird boat bottle bus car cat chair cow table dog hors mbik pers plnt shp sofa train tv mean

Our method 46.2 46.9 24.1 16.4 12.2 42.2 47.1 35.2 7.8 28.3 12.7 21.5 30.1 42.4 7.8 20.0 26.8 20.8 35.8 29.6 27.7

Cinbis et al. [4] 35.8 40.6 8.1 7.6 3.1 35.9 41.8 16.8 1.4 23.0 4.9 14.1 31.9 41.9 19.3 11.1 27.6 12.1 31.0 40.6 22.4

Song et al. [27] 27.6 41.9 19.7 9.1 10.4 35.8 39.1 33.6 0.6 20.9 10.0 27.7 29.4 39.2 9.1 19.3 20.5 17.1 35.6 7.1 22.7

Song et al. [28] 36.3 47.6 23.3 12.3 11.1 36.0 46.6 25.4 0.7 23.5 12.5 23.5 27.9 40.9 14.8 19.2 24.2 17.1 37.7 11.6 24.6

Bilen et al. [2] 42.2 43.9 23.1 9.2 12.5 44.9 45.1 24.9 8.3 24.0 13.9 18.6 31.6 43.6 7.6 20.9 26.6 20.6 35.9 29.6 26.4

Wang et al. [30] 48.8 41.0 23.6 12.1 11.1 42.7 40.9 35.5 11.1 36.6 18.4 35.3 34.8 51.3 17.2 17.4 26.8 32.8 35.1 45.6 30.9

Table 2. Comparison of WSL object detectors on PASCAL VOC 2007 in terms of AP in the test set [7].

5. Conclusion

We have presented a weakly supervised detection algo-

rithm that encourages similarity between objects to avoid

overfitting and local minima solutions in the learning. Our

formulation allows a joint learning of detection and cluster-

ing in an efficient and principled way. We show that us-

ing similarity is beneficial, improves the detection perfor-

mances over the baseline and gives comparable results with

the state-of-the-art.
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