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Motivation: In weakly supervised object detection where only the pres-
ence or absence of an object category as a binary label is available for
training, the common practice is to model the object location with la-
tent variables and jointly learn them with the object appearance model
[1, 5]. An ideal weakly supervised learning method for object detection
is expected to guide the latent variables to a solution that disentangles
object instances from noisy and cluttered background. The learning al-
gorithm should lead the appearance model and the latent variables to best
explain the correlation between the training images and their binary la-
bels. However, without complete supervision, maximizing the likelihood
of observed data or minimizing the data-dependent cost function during
training may result in latent variables that do not capture the expected
regularities.
Contributions: In this paper, (i) we show that in a weakly-supervised
setting, regulating the latent distribution and properly driving the latent
variables are crucial for good performance and lead to state-of-the-art re-
sults in both classification and detection, (ii) we show how to introduce
in the weakly supervised detection specific prior knowledge that helps to
drive the latent variables by means of posterior regularization, and (iii)
we better model the weakly-supervised object detection problem via the
soft-max where multiple objects in the same image are considered and at
the same time the optimization is smoother.

We focus on domain specific prior knowledge for object detection. In
particular we exploit the fact that (i) each horizontal mirror of an object
is still a valid object (object symmetry) and (ii) the same spatial region
(in our case a bounding box) cannot represent more than one object class
(mutual exclusion). We incorporate this prior knowledge via posterior
regularization as proposed in [4].
Results: We evaluate our method and compare its performance to previ-
ous work [2, 6, 7] in the Pascal VOC 2007 dataset [3]. We first illustrate
hard-max and soft-max outputs in Fig. 1, the posterior regularization on
symmetry and mutual exclusion in Fig. 2 and Fig. 3 resp. We also report
quantitative results in detection and classification tasks in Table 1 and 2
resp. We show the contribution of each added component and compare
the final result to the state-of-the-art methods in both detection and clas-
sification.
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(a) images (b) hard-max output (c) soft-max output
Figure 1: Visual comparison of max-margin and soft-max margin learning
on representative “cow” and “chair” images. While max outputs a single
window, soft-max marginalizes over all windows and better represents
multiple instances.
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Figure 2: Output maps of “car” detectors on test and flipped images with-
out and with posterior regularization for symmetry. Learning with the
symmetrical constraints increase the scores of less confident detections.
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Figure 3: Output maps of “sofa” and “tvmonitor” detectors for input im-
ages. Adding the mutual exclusion constraint helps to separate two distri-
butions by penalizing the bounding boxes with high probability for both
detectors.

Ours Others
hard-max soft-max +flip +PRsym +PRme [2] [7]

22.7 24.0 24.8 26.0 26.4 22.4 22.7

Table 1: Weakly supervised detection results on the Pascal VOC 2007
in mean average precision (mAP). +flip indicates of adding horizontally
mirrored training images to the training. PRsym and PRme denote the pos-
terior regularization for symmetry and mutual exclusion. The components
starting from +flip are consecutively added on the soft-max. Our method
outperforms the state-of-the-art weakly supervised detectors [2, 7].

Ours Others
SVM hard-max Full [2] [6]
74.1 77.1 80.9 65.6 77.7

Table 2: Classification results on the Pascal VOC 2007 in mAP. SVM de-
notes training linear SVMs without any localization. hard-max and Full
denote the latent SVM formulation and our full model. Our method out-
performs the state-of-the-art classifiers [2, 6].


