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Abstract. This paper is a survey of recent work in the ¢eld of web usage mining for the bene¢t of
research on the personalization of Web-based information services. The essence of
personalization is the adaptability of information systems to the needs of their users. This issue
is becoming increasingly important on the Web, as non-expert users are overwhelmed by the
quantity of information available online, while commercial Web sites strive to add value to their
services in order to create loyal relationships with their visitors-customers. This article views
Web personalization through the prism of personalization policies adopted by Web sites and
implementing a variety of functions. In this context, the area of Web usage mining is a valuable
source of ideas and methods for the implementation of personalization functionality.We therefore
present a survey of the most recent work in the ¢eld of Web usage mining, focusing on the
problems that have been identi¢ed and the solutions that have been proposed.
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1. Introduction

Interest in the analysis of user behavior on the Web has been increasing rapidly. This
increase stems from the realization that added value for Web site visitors is not gained
merely through larger quantities of data on a site, but through easier access to the
required information at the right time and in the most suitable form.

Estimates of Web usage expect the number of users to climb up to 945 million by 2004
(Computer Industry Almanac, May 2003). The majority of these users are non-expert
and ¢nd it di⁄cult to keep up with the rapid development of computer technologies,
while at the same time they recognize that theWeb is an invaluable source of information
for their everyday life.The increasing usage of theWeb also accelerates the pace at which
information becomes available online. In various surveys of the Web, e.g. (Chakrabarti,
2000), it is estimated that roughly one million new pages are added every day and over
600 GB of pages change per month. A new Web server providing Web pages is emerging
every two hours. Nowadays, more than three billion Web pages are available online;
almost one page for every two people on the earth (UsaToday, April 2003). In the above,
one notices the emergence of a spiral e¡ect, i.e., increasing number of users causing
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an increase in the quantity of online information, attracting even more users, and so on.
This pattern is responsible for the ‘explosion’ of the Web, which causes the frustrating
phenomenon known as ‘information overload ’ to Web users.

Moreover, the emergence of e-services in the new Web era, such as e-commerce,
e-learning and e-banking, has changed radically the manner in which the Internet is
being used, turning Web sites into businesses and increasing the competition between
them. With competitors being ‘one-click away’, the requirement for adding value to
e-services on the Web has become a necessity towards the creation of loyal visitors-
customers for a Web site. This added value can be realized by focusing on speci¢c
individual needs and providing tailored products and services.

The personalization of services o¡ered by aWeb site is an important step in the direc-
tion of alleviating information overload, making the Web a friendlier environment
for its individual user and hence creating trustworthy relationships between the Web
site and the visitor-customer. In (Mobasher et al., 1999a) Web Personalization is simply
de¢ned as the task of making Web-based information systems adaptive to the needs
and interests of individual users. Typically, a personalized Web site recognizes its users,
collects information about their preferences and adapts its services, in order to match
the users’ needs. Web personalization improves the Web experience of a visitor by
presenting the information that the visitor wants to see in the appropriate manner
and at the appropriate time. In e-business, Web personalization additionally provides
mechanisms to learn more about customer needs, identify future trends and eventually
increase customer loyalty to the provided service.

Hitherto, Web personalization has been related mainly with recommender systems
and customized Web sites for newspapers, electronic shops, etc. (Schafer et al., 2001),
(Pretschner and Gauch, 1999). However, we claim that Web personalization comprises
a variety of functions ranging from simple user recognition to more advanced function-
ality, such as performing certain tasks on behalf of the user.This functionality is o¡ered
by the Web personalization systems according to a personalization policy that speci¢es
the manner in which personalization will be delivered to the ¢nal user.

In the majority of the existing commercial personalization systems, the personali-
zation process involves substantial manual work and most of the time, signi¢cant e¡ort
on the part of the user. Despite these problems, the number of personalized Web pages
is increasing. A survey by Datamonitor (2001) predicts that global investment in per-
sonalization technologies will reach $2.1 billion in 2006, where half of the investment
will be made by ¢rms in the ¢nancial services and retail sectors. Personalization tech-
nologies are also popular with telecommunications and entertainment ¢rms. Other
surveys re£ect the adoption of this new technology by users. According to a poll
conducted by Cyber Dialogue (2001) 56% of the participants said that ‘they are more
likely to shop at a site that o¡ers personalization’ and 63% were ‘more likely to register
for a site that o¡ers personalization.’

One way to expand the personalization of the Web is to automate the adaptation of
Web-based services to their users. Machine learning methods have a successful record
of applications to similar tasks, i.e., automating the construction and adaptation of
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information systems (Langley, 1999; Pohl, 1996 and Webb et al., 2001). Furthermore, the
incorporation of machine learning in larger process models, such as that of Knowledge
Discovery in Data (KDD or Data Mining), can provide a complete solution to the
adaptation task. Knowledge Discovery in Data has been used to analyze data collected
on the Web and extract useful knowledge. This e¡ort was named Web Mining (Etzioni,
1996) and one branch of it is concerned with the analysis of usage data, i.e., records
of how a Web service is used. This process is called Web Usage Mining and it is the
focus of this paper.

Early work in Web usage mining (Srivastava et al., 2000) did not consider extensively
its use for personalization. Its primary focus was on the discovery of decision-support
knowledge, expressed in terms of descriptive data models to be evaluated and exploited
by human experts. However, Web usage mining can also be a useful tool for Web per-
sonalization. All that is required for the application of Web usage mining to Web per-
sonalization is a shift of focus from the traditional, decision-support knowledge
discovery, i.e., the static modeling of usage data, to the discovery of operational knowl-
edge for personalization, i.e., the dynamic modeling of users. This type of knowledge
can be directly delivered back to the users in order to improve their experience in
the site, without the intervention of any human expert.Thus, it is now widely recognized
that usage mining is a valuable source of ideas and solutions for Web personalization.

Based on this view of theWeb usage mining process,we present here a survey of recent
work for the bene¢t of research in Web personalization. Starting with an analysis of
the Web personalization concept and its relation to Web usage mining, the emphasis
subsequently, is on the methodology adopted in Web usage mining, the various
solutions that have been presented in the literature and the way in which these methods
can be applied to Web personalization systems. In reading the survey, the reader should
bear in mind that Web usage mining is not a mature research area. As a result, the
survey addresses also many open issues, both at a technical and at a methodological level.

The structure of the survey is as follows. Section 2 presents a roadmap of Web per-
sonalization comprising the functionality that can be o¡ered by a Web personalization
system, the design requirements of such a system, as well as the main approaches pre-
sented so far in the Web personalization literature. Section 3 presents the basic ideas
behind the process of Web usage mining and its use for Web personalization. The next
three sections (4 to 6) present in detail the three stages of the Web usage mining process,
i.e., data collection, data preprocessing and pattern discovery, examining the majority
of the existing methods employed in each stage. An important aspect of this survey
is that it is not restricted to a mere examination of machine learning methods for pattern
discovery, but it examines the issues that arise in all three stages of the mining process,
which are of direct relevance to Web personalization. Section 7 presents the main para-
meters to be considered when designing the personalization policy of a site, introduces
a number of Web personalization systems that adopt the approach of Web usage mining,
and concludes with suggestions for the expansion of this type of personalization system.
Finally, Section 8 summarizes the most interesting conclusions of this survey and
presents promising paths for future research.

WEB USAGE MINING 313



2. Web Personalization Roadmap

The term Web personalization encompasses methods and techniques that are used to
deliver a value-added browsing experience to the visitors of a Web site. This value is
attained by a variety of functions that can be o¡ered by a Web personalization system,
which make the interaction with the Web site easier, saving users’ time, and hence satis-
fying one of the main goals of Web sites: the creation of loyal visitors. In the following
subsections, we examine the personalization functions that can be o¡ered, together with
a set of requirements for the design and implementation of aWeb personalization system.

2.1. PERSONALIZATION FUNCTIONS

AWeb personalization system can o¡er a variety of functions starting from simple user
salutation, to more complicated functionality such as personalized content delivery.
Kobsa et al. (2001) recommends a classi¢cation of the Web personalization functions,
which is extended here to a generic classi¢cation scheme. The proposed scheme takes
into account what is currently o¡ered by commercial systems and research prototypes,
as well as what is potentially feasible by such systems.We distinguish between four basic
classes of personalization functions: memorization, guidance, customization and task
performance support. Each of these is examined in more detail below.

2.1.1. Memorization

This is the simplest form of personalization function,where the system records and stores
in its ‘memory’ information about the user, such as name and browsing history. When
the user returns to the site, this information is used as a reminder of the user’s past
behavior, without further processing. Memorization, is usually not o¡ered as a
stand-alone function, but as part of a more complete personalization solution. Examples
of this class of functions are the following:

User Salutation: The Web personalization system recognizes the returning user and
displays the user’s name together with a welcome message. Various commercial
sites employ salutation for their customers or registered users. Though this is a
simple function, it is the ¢rst step towards increased visitor loyalty, since users feel
more comfortable with Web sites that recognize them as individuals, rather than
regular visitors.

Bookmarking: The system stores the Web pages that a user has visited in the past and
presents them to the user by means of a personalized bookmarking schema
for that site.

Personalized access rights: A Web site can use personalized access rights, in order
to separate authorized users from common users. Di¡erent access rights may
be required for di¡erent types of information, such as reports or product prices,
or even for the execution of particular Web applications, such as ftp, or e-mail.
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2.1.2. Guidance

Guidance as a personalization function refers to the endeavor of the personalization
system to assist the user in getting quickly to the information that the user is seeking
in a site, as well as to provide the user with alternative browsing options. This perso-
nalization function not only increases the users’ loyalty but also alleviates in a great
extent the information overload problem that the users of a large Web site may face.
Examples of guidance functionality are the following:

Recommendation of hyperlinks: This function refers to the recommendation of a set of
hyperlinks that are related to the interests and preferences of the user. The
presentation of the recommended links is done either in a separate frame of
the Web page or in a pop-up window. In (Kobsa et al., 2001), this function is
described as adaptive recommendation and can take the form of recommendation
of links to certain products, topics of information, or navigation paths that a user
might follow. Recommendation of hyperlinks is one of the most commonly o¡ered
Web personalization functions, and is supported by a number of systems such
as the WebPersonalizer (Mobasher et al., 2000b).

User tutoring: This functionality borrows the basic notion of Adaptive Educational
Systems, and applies it to Web sites. A personalized site can o¡er guidance to
an individual at each step of the user’s interaction with the site, according to
the user’s knowledge and interests.This is achieved by either recommending other
Web pages, or by adding explanatory content to the Web pages. An application
of this function can be found in Webinars (Web seminars), which are live or
replayed multimedia presentations conducted from a Web site.

2.1.3. Customization

Customization as a personalization function refers to the modi¢cation of theWeb page in
terms of content, structure and layout, in order to take into account the user’s knowledge,
preferences and interests. The main goal is the management of the information load,
through the facilitation of the user’s interaction with the site. Examples of this class are:

Personalized layout: This is a functionality inherited from Adaptive User Interfaces,
where a particular Web page changes its layout, color, or the locale information,
based on the pro¢le of the user. This function is usually exploited by Web portals,
such as Yahoo and Altavista, which are o¡ering customized features in order
to create personalized ‘MyPortal’ sites.

Content Customization. The content of the Web page presented to a user may be
modi¢ed in order to adjust to the user’s knowledge, interests, and preferences.
For example, the same page can be presented to di¡erent users, in a summarized,
or an extended form depending on the type of the user. An example of such a
customized Web site is the UM2001 site (Schwarzkopf, 2001).

WEB USAGE MINING 315



Customization of hyperlinks. Customization can also apply to the hyperlinks within
a page. In this case, the site is modi¢ed by adding or removing hyperlinks within
a particular page. This can lead to the optimization of the whole Web site
structure by removing links that are unusable and modifying the site’s topology
to make it more usable.

Personalized pricing scheme. The Web site can provide di¡erent prices and payment
methods to di¡erent users, such as discounts or installments to users that have
been recognized by the site as loyal customers. An attempt of providing
functionality similar to that was performed by amazon.com, which charged
di¡erent customers with di¡erent prices for the same product. However, the attempt
was legally challenged, due to the failure of communicating and justifying the
reasons behind the price di¡erences. Together with hyperlink recommendation,
this functionality can also be employed by e-commerce sites to attract visitors
that are not currently buyers.

Personalized product di¡erentiation. In marketing terms, personalization can be a
powerful method of transforming a standard product into a specialized solution
for an individual.

2.1.4. Task Performance Support

Task performance support is a functionality that involves the execution of a particular
action on behalf of a user.This is the most advanced personalization function, inherited
from a category of Adaptive Systems known as personal assistants (Mitchell et al.,
1994), which can be considered as client-side personalization systems. The same func-
tionality can be envisaged for the personalization system employed by a Web server.
Examples of this class of functions are:

Personalized Errands. The Web personalization system can perform a number of
actions and assist the work of the user, such as sending an e-mail, downloading
various items, etc. Depending on the sophistication of the personalization
system, these errands can vary from simple routine actions, to more complex ones
that take into account the personal circumstances of the user.

Personalized Query Completion. The system can either complete or even enhance, by
adding terms, the queries of a user submitted either to a search engine, or to
a Web database system. In this way, personalization can help in improving the
performance of an information retrieval system.

Personalized Negotiations. The Web personalization system can act as a negotiator
on behalf of a user and participate, for example, in Web auctions, (Bouganis
et al., 1999). This is one of the most advanced task performance functions,
requiring a high degree of sophistication by the personalization system, in order
to earn the trust of the users.

316 D. PIERRAKOS ET AL.



2.2. REQUIREMENTS FOR THE DESIGN OF A WEB PERSONALIZATION SYSTEM

As described in the previous section, a variety of functions can be employed by a Web
personalization system.These functions impose a number of requirements on the design
of a personalization system,which aim at the development of a robust and £exible system.
The following is a list of such generic requirements:

2.2.1. Domain Speci¢cation

The functionality o¡ered by aWeb personalization system is domain-sensitive.The same
system operating in di¡erent domains, e.g. e-commerce, digital library, portal, etc., might
o¡er di¡erent personalization functions. Thus, the domain under which the personali-
zation system will operate should be speci¢ed and described thoroughly.

2.2.2. User Identi¢cation

The identi¢cation of the user who is accessing a Web site is important, in order to dis-
tinguish returning visitors from ¢rst-time visitors. However, due to privacy concerns
and anonymity of the Web this is not always possible. What may be possible though
is the identi¢cation of the goal, the objectives or the motivation of the user who is acces-
sing the site. This is a critical issue, since accurate estimates of the user’s objectives will
trigger the proper personalization function, leading to an improved browsing experience.

2.2.3. E⁄cient Acquisition of User Data

A personalization system should be able to collect all the relevant user data that will be
needed for personalization. The type and quantity of data needed depends on the per-
sonalization functions that are chosen to be performed. The collection of user data
is a continuous process, while due to the nature of the Web the system should be able
to handle both large volumes of data and also increased data volatility.

2.2.4. Flexible Data Elaboration

The collected data should be processed, in order to separate noise from relevant data,
correlate and evaluate them and ¢nally format them so as to be ready for
personalization. Data elaboration is a domain-dependent process and thus high
£exibility is required for the personalization system to be able to adjust to di¡erent
domains and corresponding personalization functions.

2.2.5. E⁄cient Construction of User Models

The Web personalization system should be able to create and maintain e⁄ciently and
accurately the user models, i.e., the information that the system holds about the interests,
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the knowledge, the objectives and the preferences of the users. The construction of the
user models may either be done manually, or via a machine learning method.The manual
construction process involves the self-speci¢cation of a model by a user and/or the ana-
lysis of user databy an expert in order to construct rules for classifying users into di¡erent
types with speci¢c characteristics. The automated construction of user models exploits
machine learning techniques in order to create and describe the user models.The choice
of manual construction or the use of a learning method depends, to a large extent,
on the application domain and the functions that are o¡ered.

2.2.6. Practical and Legal Considerations

Personalization functionality should be pertinent with the user’s goals and objectives, and
adhere to various important practical constraints, e.g. response time. Furthermore,
the user’s personal information should be protected at all times, while the user should
be aware of the way in which such information is being collected and used. These
are important issues in the design of a Web personalization system.

2.3. APPROACHES TO WEB PERSONALIZATION

During the evolution of theWeb, personalization has been recognized as a remedy to the
information overload problem and as a means of increasing visitor loyalty to a Web site.
Due to the importance of personalization for Web-based services, several Web perso-
nalization techniques have been proposed in the past few years. Although it is not
in the scope of the survey to present these techniques in detail, a brief overview of
the most in£uential approaches is presented below.

Mobasher et al. (2000a) classify Web personalization techniques into three generic
approaches:

(a) Manual decision rule systems. According to this approach, a Web-based service is
personalized via manual intervention of its designer and usually with the
cooperation of the user. Typically, static user models are obtained through a user
registration procedure and a number of rules are speci¢ed manually concerning
the Web content that is provided to users with di¡erent models. Two examples from
a wide range of products that adopt this approach areYahoo!’s personalization engine
(Manber et al., 2000) and Websphere Personalization (IBM).

(b) Content-based ¢ltering systems. This group of techniques applies machine learning
methods toWeb content, primarily text, in order to discover the personal preferences
of a user. A tool that adopts this approach is NewsWeeder (Lang, 1995), which
is able to adaptively construct user models from a user’s browsing behavior, based
on the similarity between Web documents containing news items. These models
can be used to ¢lter news items according to each user’s requirements.

(c) Social or collaborative ¢ltering systems.The aim of this approach is to personalize a
service, without requiring the analysis of Web content. Personalization is achieved
by searching for common features in the preferences of di¡erent users, which are
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usually expressed explicitly by them, in the form of item ratings, and are recorded by
the system. The Recommendation Engine (Net Perceptions) and Websphere Perso-
nalization (IBM) are examples of products that use also this method, while its most
renowned application is in the amazon.com electronic shop.

Manual decision rule systems su¡er from the same problems as other manually con-
structed complex systems, i.e., they require considerable e¡ort in their construction
and maintenance. Furthermore they usually require the user’s involvement, which is
a considerable disincentive for using the system.

The two automatic ¢ltering approaches attempt to alleviate these problems through the
use of machine learning techniques, which help in analyzing Web data and constructing
the required user models. Their di¡erence is one of emphasis. Content-based ¢ltering
applies learning techniques to the content of Web pages, i.e., the focus is on what the user
is interested in. Collaborative ¢ltering on the other hand is based on similarities between
users, i.e., it focuses on who else is interested in the same things as the user.

The main problem with content-based ¢ltering is the di⁄culty of analyzing the con-
tent of Web pages and arriving at semantic similarities. Even if one ignores multimedia
content, natural language itself is a rich and unstructured source of data. Despite
the signi¢cant process achieved in the research ¢elds that deal with the analysis of textual
data, we are still far from getting a machine to understand natural language the
way humans do. Content-based ¢ltering adopts a variety of statistical methods for
the extraction of useful information from textual data, e.g. the TF-IDF vector
representation (Salton, 1989) and Latent Semantic Indexing (Deerwester et al., 1990).
Nevertheless, the problem of the analysis of Web content still remains and becomes
even more critical when there is limited textual content. By reducing the emphasis
on Web content, collaborative ¢ltering addresses this important problem. Furthermore,
collaborative ¢ltering methods facilitate the exploitation of usage patterns that are
not con¢ned within strict semantic boundaries.

However, collaborative ¢ltering methods are not free of problems either. Users that
¢rst rate new items cannot be given recommendations at all. In addition, the quality
of the recommendation depends on the number of ratings that a particular user has made,
leading to low quality recommendations for users that have rated a small numberof items.
Furthermore, collaborative ¢ltering methods that use solely memory-based learning
approaches, su¡er from two additional problems: they do not scale well to large numbers
of users and they do not provide any insight as to the usage patterns that existed in
the data (Pennock et al., 2000). Recently, these problems have started to be addressed,
by the development of model-based collaborative ¢ltering methods (Breese et al.,
1998) and hybrids of model and memory-based methods (Pennock et al., 2000).

3. The Role of Web Usage Mining in Personalization

During the last years, researchers have proposed a new unifying area for all methods that
apply data mining to Web data, named Web Mining. Web mining tools aim to extract
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knowledge from the Web, rather than retrieving information. Commonly, Web mining
work is classi¢ed into the following three categories (Cooley et al., 1997b, Kosala
and Blockeel, 2000):WebContentMining,WebUsageMining and Web StructureMining.
Web content mining is concerned with the extraction of useful knowledge from the con-
tent of Web pages, by using data mining. Web usage mining, aims at discovering inter-
esting patterns of use, by analyzing Web usage data. Finally, Web structure mining is
a new area, concerned with the application of data mining to the structure of the
Web graph.

Web mining is a complete process rather than an algorithm. In the case of Web usage
mining this process results in the discovery of knowledge that concerns the behavior
of users.Originally, the aim of Web usage mining has been to support the human decision
making process and, thus, the outcome of the process is typically a set of data models
that reveal implicit knowledge about data items, like Web pages, or products available
at a particular Web site. These models are evaluated and exploited by human experts,
such as the market analyst who seeks business intelligence, or the site administrator
who wants to optimize the structure of the site and enhance the browsing experience
of visitors.

Despite the fact that the bulk of the work in Web usage mining is not concerned with
personalization, its relation to automated personalization tools is straightforward. The
work on Web usage mining can be a source of ideas and solutions towards realizing
Web personalization.Usage data, such as those that can be collected when a user browses
a speci¢c Web site, represent the interaction between the user and that particular
Web site. Web usage mining provides an approach to the collection and preprocessing
of those data, and constructs models representing the behavior and the interests of users.
These models can be used by a personalization system automatically, i.e., without
the intervention of any human expert, for realizing the required personalization func-
tions. This type of knowledge, i.e., the user models, constitutes operational knowledge
for Web personalization. Hence, a Web personalization system can employ Web usage
mining methods in order to achieve the required robustness and £exibility, as discussed
in Section 2.2.

The close relation between Web usage mining and Web personalization is the main
motivation for this survey. Considering its use for Web personalization, and being essen-
tially a data mining process,Web usage mining consists of the basic data mining stages:

. Data Collection. During this stage, usage data from various sources are gathered
and their content and structure is identi¢ed. For Web usage mining, data
are collected from Web servers, from clients that connect to a server, or from
intermediary sources such as proxy servers and packet sni¡ers. A number of
techniques that have been employed at this stage, can be used to attain e⁄cient
collection of user data for personalization.

. Data Preprocessing. This is the stage where data are cleaned from noise, their
inconsistencies are resolved, and they are integrated and consolidated, in order
to be used as input to the next stage of Pattern Discovery. In Web usage mining,
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this involves primarily data ¢ltering, user identi¢cation and user session
identi¢cation. The techniques that are used here can provide e⁄cient data
elaboration.

. Pattern Discovery. In this stage, knowledge is discovered by applying machine
learning and statistical techniques, such as clustering, classi¢cation, association
discovery, and sequential pattern discovery to the data. The patterns required
for Web personalization, correspond to the behavior and interests of users. This
is the stage where the learning methods are applied in order to automate the
construction of user models.

. Knowledge Post-Processing. In this last stage, the extracted knowledge is
evaluated and usually presented in a form that is understandable to humans,
e.g. using reports, or visualization techniques. For Web personalization the
extracted knowledge is incorporated in a Personalization module in order to
facilitate the personalization functions.

Figure 1 summarizes graphically the above-described stages. Each stage presents various
di⁄culties that are particular toWeb usage mining.These problems have been addressed
in recent work, which is presented in the following sections. It should be noted again
here that Web usage mining is less mature than other application areas of data mining.
As a result, some of the issues that have been studied in data mining research and
are considered as separate stages of the data mining process, such as the problem de¢-
nition and the evaluation of the extracted knowledge (Chapman et al., 2000), are still
unexplored territory in Web usage mining.

Figure 1 The web usage mining process
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4. Data Collection

The ¢rst step in the Web usage mining process consists of gathering the relevant Web
data, which will be analyzed to provide useful information about the users’ behavior.
There are two main sources of data for Web usage mining, corresponding to the
two software systems interacting during a Web session: data on the Web server side
and data on the client side. Additionally, when intermediaries are introduced in the cli-
ent-server communication, they can also become sources for usage data, e.g. proxy ser-
vers and packet sni¡ers. Each of these sources is examined in more detail in the
following subsections. At the end of the section, we are trying to associate the data col-
lection methods with the requirements imposed by di¡erent classes of personalization
functions.

4.1. SERVER SIDE DATA

4.1.1. Server Log Files

Server side data are collected at the Web server(s) of a site. They consist primarily
of various types of logs generated by the Web server. These logs record the Web pages
accessed by the visitors of the site. Most of the Web servers support as a default option
the Common Log File Format, which includes information about the IP address of
the client making the request, the hostname and user name, if available, the time stamp
of the request, the ¢le name that is requested, and the ¢le size.The Extended Log Format
(W3C),which is supported by Web servers such as Apache and Netscape, and the similar
W3SVC format, supported by Microsoft Internet Information Server, include additional
information such as the address of the referring URL to this page, i.e., the Web page
that brought the visitor to the site, the name and version of the browser used by the
visitor and the operating system of the host machine.

Web usage mining tools use Web server log ¢les as the main data source for disco-
vering usage patterns. However, log ¢les cannot always be considered a reliable source
of information about the usage of a site. The problem of data reliability becomes parti-
cularly serious for Web personalization,where it is important to identify individual users,
in order to discover their interests.There are primarily two sources of data unreliability:
Web caching and IP address misinterpretation.

The Web cache is a mechanism for reducing latency and tra⁄c on the Web. A
Web cache keeps track of Web pages that are requested and saves a copy of these pages
for a certain period of time.Thus, if there is a request for the same Web page, the cached
copy is used instead of making a new request to the Web server. Web caches can be
con¢gured either at the users’ local browsers, or at intermediate proxy servers.The obsta-
cle that is introduced is the same for both types of cache. If the requested Web page
is cached, the client’s request does not reach the corresponding Web server holding
the page. As a result, the server is not aware of the action and the page access is
not recorded into the log ¢les. One solution that has been proposed is cache-busting,
i.e., the use of special HTTP headers de¢ned either in Web servers or Web pages, in
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order to control the way that those pages are handled by caches.These headers are known
as Cache-Control response headers and include directives to de¢ne which objects should
be cached, how long they should be cached for, etc. However this approach works against
the main motivation for using caches, i.e., the reduction of Web latency.

The second problem, IP misinterpretation in the log ¢les, occurs for two main reasons.
The ¢rst reason, also known as the ‘AOL e¡ect,’ is the use of intermediate proxy servers,
which assign the same IP to all users. As a result, all requests from various host machines
that pass through the proxy server are recorded in the Web server log as requests from
a single IP address.This can cause misinterpretation of the usage data.The same problem
occurs when the same host is used by many users (e.g. members of a family).The opposite
problem occurs when one user is assigned many di¡erent IP addresses, e.g. due to
the dynamic IP allocation that is used for dial-up users by ISPs. A variety of heuristics
have been employed in order to alleviate the problem of IP misinterpretation, which
are discussed in Section 5.

Finally, information recorded at theWeb servers’ log ¢les may pose a privacy threat to
Internet users (Broder, 2000). Especially the referer ¢eld is considered private informa-
tion and according to the Request for Comments (RFC) on HypertextTransfer Protocol
> HTTP/1.1 2616 (Fielding et al., 1999), the user should have the option to transmit
or not the referer ¢eld through the Web browser. Unfortunately, most browsers do
not comply currently with this recommendation.

4.1.2. Cookies

In addition to the use of log ¢les, another technique that is often used in the collection of
data is the dispensation and tracking of cookies. Cookies are short strings dispensed
by the Web server and held by the client’s browser for future use. They are mainly used
to track browser visits and pages viewed. Through the use of cookies, the Web server
can store its own information about the visitor in a cookie log at the client’s machine.
Usually this information is a unique ID that is created by the Web server, so the next
time the user visits the site, this information can be sent back to the Web server, which
in turn can use it to identify the user. Cookies can also store other kind of information
such as pages visited, products purchased, etc., although the maximum size of a
cookie cannot be larger than 4Kbytes, and thus it can hold only a small amount of such
information.

The use of cookies is also not without di⁄culties. One problem is that many di¡erent
cookies may be assigned to a single user, if the user connects from di¡erent machines,
or multiple users may be using the same machine and hence the same cookies. In addi-
tion, the users may choose to disable the browser option for accepting cookies, due
to privacy and security concerns.This is speci¢ed in HTTP State Management Mechan-
ism which is an attempt of the Internet Engineering Task Force to set some cookie stan-
dards. This attempt is formalized in the Request for Comments (RFC) 2965 (Kristol
and Montulli, 2000). Even when they accept cookies, the users can selectively delete
some of them. Cookies are also limited in number. Only 20 cookies are allowed per
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domain, and no more than 300 cookies are allowed in the client machine. If the number
of cookies exceeds these values, the least recently used will be discarded.

4.1.3. Explicit User Input

Various user data supplied directly by the user,when accessing the site, can also be useful
for personalization. User data can be collected through registration forms and can pro-
vide important personal and demographic information, as well as explicit user prefer-
ences. This is the case for some applications (e.g. online banking) where fairly
detailed user data are available. However, this method increases the load on the user
and it is generally considered a serious disincentive for visiting the site.
Furthermore,we cannot always rely on user-supplied information, since it is often incom-
plete and inaccurate. Users tend to provide as little as possible personal information
for reasons concerning their privacy.

Another type of user data collected at the server side is the query data to aWeb server
that are generated on e-commerce sites, portals and digital libraries (Bˇchner and
Mulvenna, 1999). These data are provided to a local search engine, when the user is
trying to identify speci¢c information within the site. However, free-text data are parti-
cularly rich and there is no formal standard for describing them. As a result, it is
di⁄cult to make use of these data.

4.1.4. External Data

Finally, user data providing demographic information (Mulvenna and Bˇchner, 1997)
can be acquired from third party suppliers who maintain user databases for various
reasons. However, privacy concerns have led to the introduction of legal obstacles in
the distribution of these data. For instance, the European Union’s Directive (EU Direc-
tive) on Personal Data, which took e¡ect on October 23, 1998, restricts the transfer
of personal data to a non-EU country.

4.2. CLIENT SIDE DATA

Client side data are collected from the host that is accessing theWeb site. One of the most
common techniques for acquiring client side data is to dispatch a remote agent, imple-
mented in Java or JavaScript (Shahabi et al., 1997, 2001). These agents are embedded
in Web pages, for example as Java applets, and are used to collect information directly
from the client, such as the time that the user is accessing and leaving the Web site, a
list of sites visited before and after the current site, i.e., the user’s navigation history, etc.

Client side data are more reliable than server side data, since they overcome caching
and IP misinterpretation problems. However, the use of client side data acquisition meth-
ods is also problematic. One problem is that the various agents collecting information
a¡ect the client’s system performance, introducing additional overhead when a user tries
to access a Web site. Furthermore, these methods require the cooperation of users,
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who may not allow an agent running on their side. Web users often activate security
mechanisms for restricting the operation of Java and JavaScript programs from their
browsers, in order to avoid running hazardous software. The result is the ine¡ective
operation of agents collecting client side data.

An older technique used to collect data at the client side was through a modi¢ed
version of the Mosaic browser (Cunha et al., 1995; Tauscher and Greenberg, 1997). This
modi¢cation allowed the browser to record the Web pages that were visited by a user
and send that, together with other information, such as time of access, and time of
response, back to the server. Browser modi¢cation is not a trivial task for modern brow-
sers, even when their source code is available, like Netscape Navigator. Furthermore,
modi¢ed browsers that record the behavior of users are considered a threat to the user’s
privacy and thus it is di⁄cult for users to accept their use.

4.3. INTERMEDIARY DATA

4.3.1. Proxy Servers

A proxy server is a software system that is usually employed by an enterprise connected
to the Internet and acts as an intermediary between an internal host and the Internet
so that the enterprise can ensure security, administrative control and caching services.
Despite the problems that they cause, which were mentioned above, proxy servers
can also be a valuable source of usage data.

Proxy servers also use access logs, with similar format to the logs of Web servers, in
order to record Web page requests and responses from the server.The advantage of using
these logs is that they allow the collection of information about users operating behind
the proxy server, since they record requests from multiple hosts to multiple Web servers
(Srivastava et al., 2000). However, the problems of caching and IP address misinterpre-
tation that were mentioned in Section 4.1, are also applicable to proxy server data.

4.3.2. Packet Sni¡ers

A packet sni¡er is a piece of software, or sometimes even a hardware device, that moni-
tors network tra⁄c, i.e., TCP/IP packets directed to a Web server, and extracts data
from them. One advantage of packet sni⁄ng over analyzing raw log ¢les is that the data
can be collected and analyzed in real time. Another important advantage is the collection
of network level information that is not present in the log ¢les.This information includes
detailed timestamps of the request that has taken place, like the issue time of the request,
and the response time, as well as whether or not the user has cancelled the request,
by pressing the Web browser’s stop button.The completeWeb page that has been reques-
ted can also been included in the sni¡ed data (Feldmann, 1998).

On the other hand, the use of packet sni¡ers also has important disadvantages com-
pared to log ¢les. Since the data are collected in real time and are not logged, they
may be lost forever if something goes wrong either with the packet sni¡er or with
the data transmission. For example, the connection may be lost, the packet sni¡er
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may lose packets, or the packets may arrive in a disordered state, and hence it will not be
possible to process them correctly in real time. In addition, especially for e-commerce
sites, TCP/IP packets are increasingly transmitted in encrypted format, reducing the
ability of packet sni¡ers to extract useful information. Finally, since packet sni⁄ng tools
operate directly on the data transmitted over the Internet, they are considered a serious
threat to the users’ privacy, especially when used by intermediaries like Internet Service
Providers.

4.4. DATA COLLECTION FOR PERSONALIZATION

Web usage data collection is the ¢rst step towards realizing the Web personalization
functions. Almost all of the methods discussed above can be used in various persona-
lization functions. For example, registration data can help in realizing all functions, since
these data, if they are accurate enough, provide a precise view of the user pro¢le in
terms of preferences, interests and knowledge. Here, we attempt to identify interesting
associations between the data collection methods and the corresponding requirements
of the personalization functions. Following this approach we present each class of
personalization functions, in relation to the corresponding data collection methods.

4.4.1. Memorization

Di¡erent data collection methods are needed for di¡erent memorization functions. User
salutation requires explicit user input by means of registration data in order to obtain
the user’s name. The user name can be stored either in a local database or in a cookie
¢le. Additional registration data are required for the implementation of personalized
access policies. The validation of these data is vital, in order to avoid granting unau-
thorized access to various items. On the other hand, a bookmarking scheme can
be simply realized by collecting the Web pages that a user has visited. Thus, log ¢les
and client agents can support this type of personalization function.

4.4.2. Guidance

Guidance functions typically require information about what the user is seeking in aWeb
site, as well as information about the user’s knowledge level. This information can be
assembled using server-side and client-side data, as well as intermediary sources like
packet sni¡ers. However, the preciseness of client-side data makes them particularly
suitable for this class of personalization functions.

4.4.3. Customization

This class of functions requires mainly information about the users’ interests and pre-
ferences. This information is acquired by recording the users’ browsing history. Both
server-side and client-side data are appropriate for this purpose, although server log
¢les are the main source of information that is typically being used. Simple log ¢les

326 D. PIERRAKOS ET AL.



are augmented by purchase data from corresponding databases of the company, for the
implementation of a personalized pricing scheme.

4.4.4. Task Performance Support

Performing a certain action on behalf of a user requires the collection of data that reveal
the intention of the user to perform a certain task.This can be achieved by a combination
of data collection methods. Hence, data collected by server logs and client agents
can be used to describe the browsing behavior of a user, and they could be employed
to deduce the user’s intentions. However, a more accurate view of those intentions is
often required which can only be obtained either by registration or query data.

5. Data Preprocessing

Web data collected in the ¢rst stage of data mining are usually diverse and voluminous.
These data must be assembled into a consistent, integrated and comprehensive view,
in order to be used for pattern discovery. As in most applications of data mining, data
preprocessing involves removing and ¢ltering redundant and irrelevant data, predicting
and ¢lling in missing values, removing noise, transforming and encoding data, as well
as resolving any inconsistencies. The task of data transformation and encoding is par-
ticularly important for the success of data mining. In Web usage mining, this stage
includes the identi¢cation of users and user sessions, which are to be used as the basic
building blocks for pattern discovery. The accurate identi¢cation of users and user ses-
sions is particularly important for Web personalization, because the models of individual
users are based on user behavior encoded in user sessions and associated correctly with
the corresponding users.

The data preprocessing step is to some extent domain-dependent, e.g. the content and
the structure of a Web site a¡ect the decision about which data are relevant. It is also
strongly dependent on the type and the quality of the data and thus, it constitutes a
hard engineering task in the Web usage mining process. In addition, there is a trade
o¡ between insu⁄cient preprocessing, which will make the pattern discovery task more
di⁄cult and a¡ect its results, and excessive preprocessing that may result in removing
data with useful, but implicit, knowledge (Mulvenna et al., 1997).

5.1. DATA FILTERING

The ¢rst step in data preprocessing is to clean the raw Web data. During this step the
available data are examined and irrelevant or redundant items are removed from the
dataset. This problem mainly concerns log data collected by Web servers and
proxies, which can be particularly noisy, as they record all user interactions. Due to
these reasons, we concentrate here on the treatment of Web log data. Data generated
by client-side agents are clean as they are explicitly collected by the system, without
the intervention of the user. On the other hand, user supplied data (e.g. registration data)
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need to be veri¢ed, corrected and normalized, in order to assist in the discovery of useful
patterns.

Signi¢cant redundancy in log ¢les is caused by the speci¢cation of the HTTP protocol,
which requires a separate access request to the server for each ¢le, image, video, etc.
that is embedded in a Web page. Usually entries in log ¢les that refer to image, sound,
video ¢les, CGI scripts and image map ¢les are considered redundant. These ¢les
are downloaded without a user explicitly requesting them and thus, they are not part
of the user’s actual browsing activity. Therefore, these entries are usually removed from
the log ¢les (Cooley et al., 1999a). However, as mentioned above, the data preprocessing
task is domain-dependent and removing those ¢les may, sometimes, cause the loss
of valuable information. This is the case, for example, when a site consists mainly of
multimedia content.

Moreover, log entries corresponding to requests that have not been satis¢ed, e.g.
requests that received HTTP error responses, are ¢ltered out of the log ¢le, though
they may correspond to information that is needed by users. In addition, records
created by spiders or crawlers, i.e., programs that download complete Web sites in
order to update the index of a search engine are also removed, since they are not
considered usage data. Crawlers and spiders can often be recognized through the
User Agent ¢eld of the server logs, since most crawlers will identify themselves using
this ¢eld. Another technique is to look at the pattern of tra⁄c of a particular visitor.
If the visitor is retrieving pages in an exhaustive pattern of following every hyperlink
on every page within a site, then it is a crawler. Tan and Kumar (2002) propose a
method for identifying spider sessions based on a variety of features that are extracted
from access logs such as percentage of media ¢les requested, percentage of requests
made by HTTP methods, as well as features that are showing the breadth-¢rst
searching behavior of the spider.

Data referring to other Web sites, over which the site administrator has no control, are
also considered irrelevant and are usually removed.

5.2. USER IDENTIFICATION

The identi¢cation of individual users who access aWeb site is one of the most important
issues for the success of a personalized Web site. Many of the existing commercial per-
sonalization systems require the users to identify themselves, by logging in before using
the system. However, this process introduces a burden to the user that is not acceptable
for many Web sites, e.g. the average e-commerce site. For this reason, a number of studies
have proposed various approaches to automate the process of user identi¢cation.
The most important of these are presented here.

The simplest approach is to assign a di¡erent user to each di¡erent IP identi¢ed in the
log ¢le. Several of theWeb usage mining tools adopt this approach, despite its high degree
of inaccuracy, due to the use of proxy servers. Cookies are also useful for identifying
the visitors of aWeb site (Kamdar and Joshi, 2000) by storing an ID, which is generated
by the Web server for each user visiting the Web site, but since they are considered
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a security and privacy threat, users may disable or delete them. Furthermore, if a user
connects to the Internet using di¡erent machines, then that user cannot be identi¢ed
correctly.

Due to these problems, other heuristic techniques have been proposed. One of these
techniques is the use of special Internet services, such as the inetd and ¢ngerd services
(Pitkow, 1997), which provide the user name and other information about the client
accessing the Web server. One problem with this method is that these services may also
be disabled for security reasons. In addition, if the users operate behind proxy servers
it is impossible to identify them with the use of the inetd and ¢ngerd services, since
the proxy server corresponds to one host IP address for many users.

Two more heuristic methods to overcome user identi¢cation problems are presented in
(Cooley et al., 1999a). The ¢rst method performs an analysis of the Web server log ¢le
in Extended Log Format, looking for di¡erent Web browsers, or di¡erent operating sys-
tems, in terms of type and version, even when the IP remains the same.This information
suggests the existence of di¡erent users.The second method presented in the same work
combines the topology of a site together with access log referrer entries. If a request
for a page originates from the same IP address as other already visited pages, and
no direct hyperlink exists between these pages, then it is suspected that a new user
is accessing the Web site.These two methods are also not without problems. Apart from
their cost in terms of computational e¡ort, there are also many cases where the heuristics
fail, e.g. when a user opens di¡erent browsers or more than one browser window visiting
di¡erent pages from the same site that are not directly hyperlinked. A further problem
with the second heuristic is that it does not help in identifying the user fully, i.e., relating
di¡erent visits of the same user to the site, at di¡erent times.

Schwarzkopf (2001) employs a di¡erent technique for user identi¢cation. Aunique ID,
generated by the Web server for each user, is included in the URL of the Web pages
delivered to the users. Instead of storing this ID in a cookie ¢le, the user is asked
to create a bookmark for one of these pages, which includes this ID as part of its
URL. The ID is used to identify the user, whenever the user returns to the site, via this
bookmarked page, and is stored in the log ¢le replacing the IP address of the user. This
is a very simple technique, avoiding several problems that cookies have, such as the block-
ing of cookies by the user. However, this technique is also problematic.The main problem
is that the identi¢cation process is only semi-automatic as the user must bookmark
a page and use that page to access the site, otherwise the user’s ID will not be used.
Furthermore, the situation of a user accessing the Web site from di¡erent machines, also
a¡ects this technique.

5.3. USER SESSION IDENTIFICATION

The identi¢cation of user sessions has also received signi¢cant attention in Web usage
mining projects, as sessions encode the navigational behavior of the users and they
are thus important for pattern discovery. A user session is a delimited set of pages
visited by the same user within the duration of one particular visit to a Web site.
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Various heuristic methods have been used to identify user sessions. Spiliopoulou
(1999) divides these methods into time-based and context-based. Examples of time-
based heuristics are the use of an upper limit to the time spent on a page, or an upper
limit to the total duration of a session. Access to speci¢c types of page, or the completion
of a conceptual unit of work can be considered context-based methods.

Time-based methods have been used in most of the literature, (e.g. Catledge and
Pitkow, 1995; Borges and Levene, 1999; Nasraoui et al., 1999; Wu et al., 1998; Paliouras
et al., 2000a and Pei et al., 2000). According to these approaches, a set of pages visited
by a speci¢c user is considered as a single user session if the pages are requested at
a time interval not larger than a speci¢ed time period. This period, also known as page
viewing time (Shahabi et al., 1997), varies from 25.5 min, which has been proposed initi-
ally for log analysis by Catledge and Pitkow (1995), to 24h (Yan et al., 1996), whilst
30 min is used as the default (Cooley et al., 1999a). However, this heuristic is not very
reliable since the exact actions of a user are not known and may vary considerably,
e.g. a user may be reading the same page for a long time, or may have left the o⁄ce
for a while and return to reading the page, etc. In addition, the value of this timeout
depends largely on the content of the site being examined.

An important problem with the common time-based methods is the use of the cache,
which may lead the system to the conclusion that a session has ended, while the user
is still retrieving pages from the cache.This problem can be alleviated by the introduction
of special HTTP headers, as discussed in Section 4.1. Shahabi et al. (2001) propose
an alternative method of measuring the viewing time for a page, using Java agents, that
send back to the server the client’s system time each time a new Web page is loaded
or unloaded at the client’s browser. However, external factors, such as network tra⁄c
and the type of browser, used by the visitor, introduce important obstacles to this method.
Furthermore, the use of Java agents or JavaScript may be disabled by the user.

Yan et al. (1996) identify user sessions by modifying the NCSA httpd server, in order
to include session identi¢ers in the Web pages. The ¢rst time a Web page is requested
from a speci¢c host-IP address, an identi¢er is embedded in this page corresponding
to the start of a user session. This identi¢er is kept in subsequent requests coming from
the same host, and a timeout mechanism is used to separate di¡erent session identi¢ers.
However, caching mechanisms, a¡ect the accuracy of this approach, since pages that
are retrieved from caches are not included in the sessions.

User sessions are sometimes processed further to provide more useful entities. One
such example is the concept of a transaction (Mobasher et al., 1996), a term derived
from data mining and used mainly in market basket analysis. A transaction is a subset
of related pages that occur within a user session. In order to identify transactions, Cooley
et al. (1997a) made the assumption that transactions have a strong relation to the browsing
behavior of a speci¢c user, and can thus be identi¢ed using contextual information. Based
on this assumption, the pages of a site are divided into three types: navigational or
auxiliary pages, containing primarily hyperlinks to other Web pages and used only for
browsing, content pages, containing the actual information of interest to the user
and hybrid pages, combining both types of information. Although, there are pages
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on the Web, which belong clearly in one of the three categories, such as index or home
pages, this context-based classi¢cation is not very strict and depends on the users’
perspective. A navigational page for one user may be a content page for another.

In (Cooley et al., 1999a) transactions are classi¢ed to content-only transactions, cor-
responding to the content pages that a user has chosen to view within a Web site
and auxiliary-content transactions, corresponding to the paths to a content page.
Two methods for identifying transactions of these two types are described: the reference
length, and the maximal forward reference. The reference length method examines
the time period that a user spends visiting a Web page. If this period is greater than
a certain threshold, the page is assumed to contain useful information, i.e. it is a content
page, and is added to a content-only transaction. Otherwise the page is considered navi-
gational, and is added to an auxiliary-content transaction. Auxiliary-content transactions
are ‘closed’ with the questionable assumption that the last page a user visits is always
a content page. Any interruption to the browsing sequence caused by external factors
may erroneously lead to the identi¢cation of a content page. Another problem with this
method is that the de¢nition of the appropriate threshold is strongly dependent on
the content of the site.

The maximal forward reference method has been proposed by Chen et al. (1996).
According to this approach, a transaction is de¢ned as the set of pages visited by a
user from the ¢rst page, as recorded in the log ¢le, up to the page where the ¢rst back-
ward reference has occurred. A backward reference is a page that is already
included in the recorded transaction. The next transaction starts with the next forward
reference, i.e. a new page that is not included in the recorded transaction. Using the
classi¢cation of pages into content and navigational ones, maximal forward
references are content pages, while the pages leading to the maximal forward
references are navigational (auxiliary) pages. This method has an advantage over
the reference length method since it is independent of the site content. However, it also
su¡ers from an important problem, which is the caching of Web pages that prevents
backward references to be recorded in log ¢les. Cache-busting can solve this problem,
with the cost explained above.

Finally, Ardissono and Torasso (2000), also employ contextual information to identify
a sequence of actions, in a user’s browsing sequence, that are related to a certain item,
de¢ned as the Current Focus of Attention.The actions that are performed without chan-
ging the ‘browsing’ focus, constitute the local history, which is used to analyze the user’s
behavior.

5.4. DATA PREPROCESSING FOR PERSONALIZATION

Removing noise and irrelevant data is the ¢rst step towards better Web personalization
since information that is not related with the browsing behavior of the user can misguide
the pattern discovery process. Furthermore, user identi¢cation is one of the most critical
parameters of a Web personalization system. As a result, both data ¢ltering and user
identi¢cation are required in some form by most of the personalization functions.
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5.4.1. Memorization

User identi¢cation is the only data preprocessing step required for memorization func-
tions. In particular user salutation and the personalization of access rights require
an accurate method of user identi¢cation such as user registration. The heuristic
methods discussed in the previous subsections are not su⁄cient for this class of
functions.

5.4.2. Guidance

The employment of user session identi¢cation methods is the ¢rst step towards better
user guidance. User tutoring requires context-based methods, that reveal in a more
detailed manner the knowledge of the user, whilst recommendation of hyperlinks
can employ either context-based or time-based session identi¢cation methods.

5.4.3. Customization

The identi¢cation of user sessions is essential also for the realization of this class of
personalization functions. Some functions, such as content customization and
product di¡erentiation, require information about the relation between Web pages that
a user visits. For these functions, context-based methods seem more appropriate.

5.4.4. Task Performance Support

User session identi¢cation is also important in the identi¢cation of the user’s intention to
perform a certain task. In particular, context-based methods are suitable for negotiation
functionality, since they can be employed to derive the user’s interests in a certain topic
or item that will be negotiated.

6. Pattern Discovery

In this stage, machine learning and statistical methods are used to extract patterns of
usage from the preprocessed Web data. A variety of machine learning methods have
been used for pattern discovery in Web usage mining. These methods represent
the four approaches that most often appear in the data mining literature: clustering,
classi¢cation, association discovery and sequential pattern discovery. Similar to most
of the work in data mining, classi¢cation methods were the ¢rst to be applied to
Web usage mining tasks. However, the di⁄culty of labeling large quantities of data
for supervised learning has led to the adoption of unsupervised methods, especially
clustering. Thus, the majority of the methods presented here are clustering methods.

Unlike the data preprocessing tools, the methods used for pattern discovery
are domain-independent, meaning that they can be applied to many di¡erent
domains, e.g. any Web site, without concern about the content of the Web site.
Furthermore, most of the pattern discovery methods that have been used are
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general-purpose, i.e., they are the same that have been applied to other data mining tasks.
However, the particularities of Web data have also led to the development of some
new methods.

This section provides an overview of the pattern discovery methods that have been
used in Web usage mining so far. The focus is on the application task, i.e., the types
of pattern that are sought, omitting the details of the learning algorithms, which can
be found in the original articles. The presentation of clustering approaches occupies
a large part of this section, proportional to the work found in the literature.

6.1. CLUSTERING

The large majority of methods that have been used for pattern discovery from Web data
are clustering methods. Clustering aims to divide a data set into groups that are very
di¡erent from each other and whose members are very similar to each other. Han
and Kamber (2001), propose a general taxonomy of clustering methods that comprises
the following categories:

. Partioning methods, that create k groups of a given data set, where each group
represents a cluster.

. Hierarchical methods, that decompose a given data set creating a hierarchical
structure of clusters.

. Model-based methods, that ¢nd the best ¢t between a given data set and a
mathematical model.

Clustering has been used for grouping users with common browsing behavior, as well
as grouping Web pages with similar content (Srivastava et al., 2000). One
important constraint imposed byWeb usage mining to the choice of clustering method
is the fact that clusters should be allowed to overlap (Paliouras et al., 2000b). This
is important for Web personalization since a user or a Web page may belong to more
than one group.

A partioning method, was one of the earliest clustering methods to be used in Web
usage mining by Yan et al. (1996). In this work, the Leader algorithm (Hartigan,
1975), is used to cluster user sessions. Leader is an incremental algorithm that
produces high quality clusters. Each user session is represented by an n-dimensional
feature vector, where n is the number of Web pages in the session. The value of each
feature is a weight, measuring the degree of interest of the user in the particular
Web page. The calculation of this ¢gure is based on a number of parameters, such
as the number of times the page has been accessed and the amount of time the user
spent on the page. Based on these vectors, clusters of similar sessions are produced
and characterized by the Web pages with the highest associated weights. The character-
ized sessions are the patterns discovered by the algorithm. One problem with this
approach is the calculation of the feature weights. The choice of the right parameter
mix for the calculation of these weights is not straightforward and depends on the
modeling abilities of a human expert. Furthermore, the use of the Leader algorithm
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is problematic, as the construction of the clusters depends on the presentation order of the
input vectors. For instance, if three training vectors (a, b, c), are submitted in that order
to the algorithm, a di¡erent set of clusters may result than if the vectors are submitted
in a di¡erent order, e.g. (b, a, c).

A partitioning graph theoretic approach is presented by Perkowitz and Etzioni (1998,
2000), who have developed a system that helps in making Web sites adaptive, i.e., auto-
matically improving their organization and presentation by mining usage logs.The core
element of this system is a new clustering method, called cluster mining, which is imple-
mented in the PageGather algorithm. PageGather receives user sessions as input, repre-
sented as sets of pages that have been visited. Using these data, the algorithm
creates a graph, assigning pages to nodes. An edge is added between two nodes if
the corresponding pages co-occur in more than a certain number of sessions. Clusters
are de¢ned either in terms of cliques, or connected components. Clusters de¢ned as
cliques prove to be more coherent, while connected component clusters are larger,
but faster to compute and easier to ¢nd. A new index page is created from each cluster
with hyperlinks to all the pages in the cluster. The main advantage of PageGather is
that it creates overlapping clusters. Furthermore, in contrast to the other clustering meth-
ods, the clusters generated by this method group together characteristic features of
the users directly. Thus, each cluster is a behavioral pattern, associating pages in a
Web site. However, being a graph based algorithm, it is rather computationally expensive,
especially in the case where cliques are computed.

Another partitioning clustering method is employed by Cadez et al. (2000) in the
WebCANVAS tool, which visualizes user navigation paths in each cluster. In this
system, user sessions are represented using categories of general topics for Web pages.
A number of prede¢ned categories are used as a bias, and URLs from the Web server
log ¢les are assigned to them, constructing the user sessions. The Expectation-
Maximization (EM) algorithm, (Dempster et al., 1977) based on mixtures of Markov
chains is used for clustering user sessions. Each Markov chain represents the behavior
of a particular subgroup. EM is a memory e⁄cient and easy to implement algorithm,
with a profound probabilistic background. However, there are cases where it has a very
slow linear convergence and may therefore become computationally expensive, although
in the results in Cadez et al. (2000), it is shown empirically that the algorithm scales
linearly in all aspects of the problem.

The EM algorithm is also employed by Anderson et al. (2001a) in two clustering
scenarios, for the construction of predictive Web usage models. In the ¢rst scenario,
user navigation paths are considered members of one or more clusters, and the EM
algorithm is used to calculate the model parameters for each cluster. The probability
of visiting a certain page is estimated by calculating its conditional probability for each
cluster. The resulting mixture model is named Na€��ve Bayes mixture model since it is
based on the assumption that pages in a navigation path are independent given the clus-
ter.The second scenario uses a similar approach to (Cadez et al., 2000). Markov chains
that represent the navigation paths of users are clustered using the EM algorithm, in
order to predict subsequent pages.
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An extension of partitioning clustering methods is fuzzy clustering that allows ambi-
guity in the data, by ‘distributing’ each object from the data set over the various clusters.
Such a fuzzy clustering method is proposed in (Joshi and Joshi, 2000) for grouping user
sessions, where each session includes URLs that represent a certain traversal path.
The Web site topology is used as a bias in computing the similarity between sessions.
The site is modeled using a tree, where each node corresponds to a URL in the site,
while each edge represents a hierarchical relation between URLs. The calculation of
the similarity between sessions is based on the relative position in the site tree of
the URLs included in the sessions. Clustering is implemented using two newly devised
algorithms: Fuzzy c-medoids and Fuzzy c-trimmed-medoids, which are variants of
the Fuzzy c clustering method (Bezdek, 1981). Fuzzy clustering is also employed
by Nasraoui et al. (1999), who use the Relational Fuzzy Clustering^Maximal Density
Estimator (RFC-MDE) algorithm to cluster user sessions identi¢ed in the Web server
logs. The employment of fuzzy clustering methods allows the creation of overlapping
clusters, since they introduce a degree of item-membership in each cluster. However,
this item-membership is speci¢ed by a membership function, the design of which
is a non-trivial issue.

A hierarchical clustering approach is employed by Fu et al. (1999) who use the
BIRCH algorithm (Zhang et al., 1996) for clustering user sessions. Data from the
Web server log are converted into sessions represented by vectors, where each vector
contains the ID of each Web page accessed, together with the time spent on that page.
In order to improve the e⁄ciency of the clustering algorithm and to discover more
general patterns, sessions are generalized using the page hierarchy of the Web site
as a bias. Each Web page in a session is replaced by a more general Web page according
to the page hierarchy, using the attribute-oriented induction method (Han et al.,
1992). The resulting generalized sessions are used as input to the BIRCH algorithm.
BIRCH is a very e⁄cient and incremental algorithm for processing large volumes
of data. It can produce qualitative clusters by scanning the data only once, and improve
them with additional scans. However, similar to the Leader algorithm, BIRCH also
depends on the presentation order of the input data. Furthermore, due to the
speci¢cation of the algorithm, it does not always create ‘natural’ clusters since each
cluster, is allowed a maximum size of members (Halkidi et al., 2001).

A variety of model-based clustering methods have been used in (Paliouras et al.,
2000b). A probabilistic method, Autoclass? (Hanson et al., 1991), a neural network,
Self-Organizing Maps (Kohonen, 1997), a conceptual clustering method, COBWEB
(Fisher, 1987), and its non-hierarchical variant, ITERATE (Biswas et al., 1998), are
exploited in order to construct user community models, i.e., models for groups of users
with similar usage patterns. Community models are derived as characterizations of
the clusters and correspond to the interests of user communities.

?Inthe case of Autoclass,a mixture of single multinomial likelihood models was used,assuming conditional
independence of the attributes given the class.

WEB USAGE MINING 335



Autoclass has the advantage of a sound mathematical foundation that provides a
disciplined way of eliminating some of the complexity associated with data. However,
it is computationally expensive and requires prior assumptions about the data. Self-
Organizing Maps is an arti¢cial neural network model that is well suited for mapping
high-dimensional data into a 2-dimensional representation space, where clusters can
be identi¢ed. However, it requires preprocessing and normalization of the data, and
the prior speci¢cation of the number of clusters. COBWEB is an incremental algorithm
that provides a characteristic description of each cluster. The algorithm, though, su¡ers
from scalability problems and is dependent on the order of the observed objects. ITER-
ATE solves the order-dependence problem of COBWEB, but is not incremental and
scalable.

Despite the variety of clustering methods that have been used for Web usage mining,
hardly any work has been done on the comparison of their performance. The reason
for this is the inherent di⁄culty in comparing clustering results, due to the lack of objec-
tive criteria independent of the speci¢c application. In other words, there is no informa-
tion about the correct clusters to be identi¢ed and any solution is valid, until it gets
rejected subjectively by an expert in the ¢eld.

A domain-independent approach to the evaluation task is the use of statistical criteria
for the quality of the resulting clusters (e.g. Theodoridis and Koutroubas, 1999; Halkidi
et al., 2001). These criteria are independent of the speci¢c application and they provide
an indication of the performance of the clustering methods. However, they resemble
the statistical criteria used by the clustering methods themselves and in most cases they
could even be used in this manner, i.e., they could be incorporated into a new clustering
method. This fact raises concerns about the impartiality of the criteria.

A simpler benchmarking method for evaluating cluster validity is proposed by Estivill-
Castro (2002). The method involves the employment of data sets with known structure
against which, the result of a clustering process can be evaluated. It is also suggested
that both the data and the evaluation methodology used are distributed, in order to
allow other researchers to apply their algorithms on the same data sets and evaluate
them using the same methodology.

Paliouras et al. (2000b), also propose a cluster evaluation approach, based on
criteria for the quality of the community models. The models are evaluated on the
basis of two measures: distinctiveness, i.e., how di¡erent the models are from each
other, and coverage of the domain, e.g. how many of the Web site pages are used
in the models. These criteria are independent of the clustering method and make
no assumption of non-overlapping clusters. They are thus appropriate for Web usage
mining,although one could argue that they also have abias for this application domain.
From all methods examined, the Autoclass method seems to outperform the other
methods in terms of these two criteria. The good performance of Autoclass can be
justi¢ed by its sound probabilistic foundation, which leads the method to the approxi-
mation of the Bayesian optimal choice of clusters. However, one practical drawback
of this method is its high computational cost, which justi¢es its limited use in Web
usage mining applications.
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Yet another approach to the evaluation of clustering methods is to apply them to a task
where the desired outcome is predetermined. One such e¡ort in the context of collabora-
tive ¢ltering is reported in (Breese et al., 1998), where the task was to predict the next
choice of a user, e.g. the next page to visit in a Web site. Clearly, this approach is pro-
blem-speci¢c and di⁄cult to apply to di¡erent tasks. However, it provides useful insight
into the performance of the clustering methods. Interestingly, the methods that are repor-
ted to be doing best in this work are again based on probabilistic models, like the Auto-
class method mentioned above. A similar approach is considered by Cadez et al.
(2000), where the predictive power of the algorithms is evaluated as the number of
clusters change.

Table 1 presents a summarized overview of the clustering algorithms discussed above.
The table presents the Web Usage Mining applications that employed the particular
algorithms, the clustering approach that they pursue, as well as an indication of the
strengths and weaknesses of each approach in the context of Web personalization.

6.2. CLASSIFICATION

In contrast to clustering, the goal of classi¢cation is to identify the distinguishing char-
acteristics of prede¢ned classes, based on a set of instances, e.g. users, of each class.
This information can be used both for understanding the existing data and for predicting
how new instances will behave. Classi¢cation is a supervised learning process, because
learning is driven by the assignment of instances to the classes in the training data.
In the context of Web usage mining, classi¢cation has been used for modeling the beha-
vior of users and the characteristics of Web pages, based on preclassi¢ed sets of users
and/or Web pages. Decision tree induction, neural networks and Bayesian classi¢ers
are the methods that have mainly been used so far.

Decision rule induction is one of the classi¢cation approaches that were ¢rst applied
to Web usage mining. Methods of this type examine each class in turn and try to con-
struct a set of rules, covering the instances of the class, while excluding others that
do not belong to it. A ¢rst attempt that followed this approach was that of Ngu
and Wu (1997) in the SiteHelper system. The HCV (Wu, 1993) induction algorithm
was used, receiving as input either the Web pages extracted from the Web server
log ¢les, or a set of keywords provided by the users, which were considered positive
examples by the HCValgorithm. The result of the inductive process was a set of rules
representing the user’s interests.The HCValgorithm is good at learning very compact
rules for noise free problem domains without continuous attributes. Unfortunately,
its performance deteriorates when it is confronted with noise and/or continuous
attribute domains.

A similar approach was followed in (J˛rding, 1999), who employed the CDL4 algo-
rithm (Shen, 1996), to create a decision rule list, in order to determine whether the visitor
is interested in a certain subject. CDL4 is an incremental algorithm for learning
the description of a ¢nite set of classes from a sequence of training instances. A set
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Table 1 Summary of clustering algorithms for Web usage mining

Algorithm Application
Clustering

method Pros Cons

Leader
(Hartigan, 1975)

Clustering user
sessions, (Yan
et al., 1996)

Partitioning . Incremental
. Qualitative

clusters

. Order
dependent

PageGather
(Perkowitz and
Etzioni, 1998)

Index Page
Synthesis,
(Perkowitz
and Etzioni,
2000)

Partitioning . Overlapping
clusters

. Each cluster
is a direct
behavioral
pattern

. Computationally
expensive

EM (Dempster
et al., 1977)

Clustering
user sessions
represented by
Markov chains,
(Cadez et al.,
2000), (Anderson
et al., 2001a)

Partitioning . Memory
e⁄cient

. Sound
mathematical
background

. Slow linear
convergence

. Computationally
expensive

Fuzzy c clustering
(Bezdek, 1981)

Nasraoui
et al. (1999)

Clustering user
sessions, (Joshi
and Joshi, 2000),
(Nasraoui
et al., 1999)

Partitioning
Fuzzy
Clustering

. Overlapping
clusters

. Design of
membership
function

BIRCH (Zhang
et al., 1996)

Clustering user
sessions, (Fu
et al., 1999)

Hierarchical . Incremental
. E⁄cient

for high-
dimensionality
data

. Order
dependent

. Creation
of ‘unnatural’
clusters

Autoclass
(Hanson et al.,
1991)

Clustering user
sessions,
(Paliouras
et al., 2000b)

Model-based . Strong
Mathematical
foundation

. High-quality
clusters

. Computationally
expensive

. Requires prior
assumptions

Self-Organizing
Maps (Kohonen,
1997)

Clustering user
sessions,
(Paliouras
et al., 2000b)

Model-based . Visualization
of high-dimen-
sional data

. Preprocessing and
normalization
of the data

. Prior speci¢cation
of the number
of clusters

COBWEB
(Fisher, 1987)

Clustering user
sessions,
(Paliouras
et al., 2000b)

Model-based . Incremental
. Cluster

characterization

. Order
dependent

ITERATE
(Biswas et al.,
1998)

Clustering user
sessions,
(Paliouras
et al., 2000b)

Model-based . Order
independent

. Not
incremental

. Not scalable
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of heuristic rules is used to construct initially the training data for the algorithm. How-
ever, the rule induction process of CDL4 may result in very complex decision rules which
are hard to interpret.

Decision tree induction and naive Bayesian classi¢cation have also been employed
at this stage of Web usage mining. Decision tree induction usually involves the recur-
sive partitioning of the training set, resulting in a tree, each branch of which from
the root to a leaf is a conjunction of membership tests for a particular class. On
the other hand, naive Bayesian classi¢cation (Duda and Hart, 1973) is based on
the calculation of the conditional probabilities of each descriptive attribute, given each
one of the classes. These probabilities are used within a Bayesian decision
theoretic framework to calculate the probability of each new instance to belong in
a particular class. Chan (1999) examines a variety of classi¢cation algorithms that
follow these approaches. In this work, pages that a user has visited, called interest
pages, are considered positive examples for the induction of Page Interest Estimators
(PIE). PIEs can be decision trees constructed by algorithms, such as C4.5 (Quinlan,
1993), and CART (Breiman et al., 1984), decision rules constructed by the RIPPER
(Cohen, 1995) algorithm, or even naive Bayesian classi¢ers. PIEs are used to predict
if a page is of interest to a particular user.The various algorithms have been evaluated
using words and phrases extracted from the Web pages as descriptive attributes.
C4.5 achieved the best overall performance, using only single-word features, while
the classi¢cation performance of CART, RIPPER and the naive Bayesian classi¢er
improved with the use of phrase features.

Decision tree learning algorithms are fast and produce intuitive results, but su¡er from
scalability problems, especially on high-dimensional data. On the other hand, decision
rule algorithms have stronger explanatory capabilities and often better performance than
decision trees but are even more computationally expensive. Bayesian classi¢ers have
exhibited scalability and speed but they make prior assumptions about the probability
distributions.

A di¡erent classi¢cation approach is based on the use of rough set theory. Rough set
theory aims at the detection of equivalence classes within the data, i.e., sets of identical
instances given the attributes describing the data. Since this is rare in real-world data,
rough sets are used to approximate such equivalence classes. Thus, a rough set for a
class A is approximated by a lower approximation set of instances that certainly belong
to A and an upper approximation set of instances that cannot be described as not belong-
ing to class A. Although rough sets can be rather e¡ective for dealing with imprecise
and noisy data, they are very computationally expensive.

Rough set theory is exploited by Maheswari et al. (2001), to describe the user’s navi-
gational behavior. In this work, Web sessions identi¢ed in server log ¢les are
classi¢ed into positive and negative examples of a certain concept, such as the
purchase of a certain product. A ‘positive’ weighted directed graph is created whose
nodes correspond to Web pages, and the edges correspond to transitions between them.
The weights represent the percentage of positive sessions containing that particular tran-
sition in the whole set of positive sessions. In a similar way, a ‘negative’ weighted directed
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graph is created. New unclassi¢ed user sessions are also represented as weighted directed
graphs,where the weight of an edge is a function of the weight of this edge in the positive
and negative graphs of known examples. A set of attributes are then used to determine
the degree of ‘positiveness’ or ‘negativeness’ of a particular link in a session based
on the values of the corresponding weights of the link in the two graphs.These attributes
de¢ne the equivalence classes, and each user session is assigned to one of the classes.
Hence, the classes are used to de¢ne the positive and negative ‘regions’ in the instance
space, based on the number of positive or negative sessions they contain. Thus, the link
of a new unclassi¢ed session is assigned to an equivalence class by examining the values
of the attributes in the session’s graph, and subsequently classi¢ed as positive or negative
if the respective class belongs to the positive or negative region.

The use of classi¢cation in Web usage mining has been far more limited than that of
clustering.This is due to the requirement for preclassi¢ed data, which is not always pos-
sible with Web data, where items, i.e., pages or sessions, cannot always be assigned
to categories apriori. Hence, unsupervised techniques, such as clustering, seem more
applicable to the majority of problems in the area of Web usage mining, especially those
related to Web personalization, where the restriction to prede¢ned user types, required
for classi¢cation, introduces a serious bias to the discovery process. On the other hand,
classi¢cation methods can be very useful for the construction of descriptive models
for individual users.

Table 2 gives an overview of the classi¢cation algorithms that have been employed by
Web Usage Mining applications. The table, presents also the classi¢cation method fol-
lowed by each approach, together with the main advantages and disadvantages of each
method in the context of Web personalization.

6.3. DISCOVERY OF ASSOCIATIONS

Associations represent relations between items in a database that co-occur in an event,
such as a purchase transaction, or a user session. An association is often represented
by an association rule A)B, which implies a dependence relation between two sets
of items, A and B. The union of A and B is called an itemset. Association rules are
used to estimate the probability of B occurring, given A.The selection of an association
rule is based on two pieces of information: support, i.e., the frequency with which
the corresponding itemset (A[B) appears in a database, and con¢dence, i.e., the con-
ditional predictability of B, given A, calculated as the ratio of (frequency of A[B)/
(frequency of A). The most popular algorithm for ¢nding association rules is
Apriori (Agrawal and Srikant 1994), and its variants. Hipp et al. (2000) present a
survey and comparison of Association Rule Mining algorithms.

In the context of Web usage mining, the discovery of association rules usually aims
at the discovery of associations between Web pages based on their co-occurrence
in user sessions (Mobasher et al., 1999b; Cooley et al., 1999b). The work of Mobasher
et al. (1999b) is particularly interesting for personalization, as the ultimate objective
is to use itemsets to dynamically recommend Web pages to the users. One interesting
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conclusion of this work is that, although itemsets can be used directly as input to the
recommendation engine in order to provide dynamic Web pages, this is not a very
accurate method. For this reason, the itemsets are clustered, using the k-means algo-
rithm, to produce transaction clusters. A transaction cluster represents a group of users
with similar browsing behavior. However, transaction clusters were found to be inap-
propriate for managing data with a large number of dimensions, i.e., Web pages recor-
ded in Web log ¢les. For this reason, Web pages were also grouped into usage
clusters. Usage clusters consist of Web pages clustered together, according to their fre-
quency of co-occurrence in user transactions. The construction of usage clusters
was done with the Association Rule Hypergraph Partition (ARHP) technique (Han
et al., 1997), which does not require distance computations (Mobasher et al.,
1999b). Furthermore ARHP is useful for e⁄ciently clustering high-dimensional data-
sets without requiring preprocessing for dimensionality reduction.

The application of association rule mining methods to Web usage mining is limited,
focusing primarily on the prediction of the most interesting next Web page for the user.
However, this type of prediction is best modeled as a sequential prediction task for which

Table 2 Summary of classi¢cation algorithms for Web usage mining

Algorithm Application
Classi¢cation

method Pros Cons

HCV
(Wu, 1993)

Extraction of rules
representing user
interests, (Ngu
and Wu, 1997)

Decision Rules . Compact rules . Cannot
handle noise

. Problems
withcontinuous
attributes

CDL4
(Shen, 1996)

Extraction of rules
representing user
interests, (J˛rding,
1999)

Decision Rules . Fast
. Incremental

. Complex rules

RIPPER
(Cohen, 1995)

Prediction of an
interest page,
(Chan, 1999)

Decision Rules . Explanatory
capabilities

. Computationally
expensive

C4.5 (Quinlan,
1993); CART
(Breiman
et al., 1984)

Prediction of an
interest page,
(Chan, 1999)

Decision Trees . Flexible, publicly
available imple-
mentation

. Scalability with
high-dimen-
sional data

Naive Bayesian
classi¢cation
(Duda and
Hart, 1973)

Prediction of an
interest page,
(Chan, 1999)

Bayesian
Classi¢cation

. Fast

. Scalable
. Attribute

independence
assumption

Rough Set
Theory

Classi¢cation of
sessions according
to a concept,
(Maheswari
et al., 2001)

Rough Set
Theory

. Noise and
imprecision
handling

. Computationally
Expensive
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simple association rule mining is not appropriate.This is one of the main reasons for the
limited amount of work on the use of simple association rules in Web usage mining. In
thefollowingsectionweshallpresentsequentialvariantsofApriori,whichtake intoaccount
the sequence of requests recorded in a Web log ¢le, leading to more interesting results.

The limited use of association rules in Web usage mining and the fact that
most approaches to this task are variants of the same algorithm, i.e., a priori,
result also in the limited scope for comparative evaluation of di¡erent methods. One pro-
blem that is common to all methods is the frequent itemproblem: items occurring together
with a high frequency will also appear together in many of the resulting rules, leading
to variants of the same relationship, and thus introducing computational redundancy.

A di¡erent approach to discovering associations is proposed by Schwarzkopf (2001),
who employs Bayesian networks for de¢ning taxonomic relations between the topics
covered by a particular Web site. The nodes in the network constructed for each
user, correspond to a stochastic variable associated with a certain topic, while the arcs
represent the probabilistic dependence between topics. The probability of each variable
represents the level of interest of a particular user in that topic. Thus, the association
networks provide a graphical representation of the users’ interest pro¢les. The networks
are updated whenever new navigation data about the user are obtained. This approach
provides an interesting way to model the behavior of a user, under a sound probabilistic
framework, but su¡ers from scalability problems, due to the initial construction of
the networks which is performed manually. A similar approach, using Bayesian networks
is also adopted by Ardissono and Torasso (2000), in order to revise an initial user model,
that has been created using stereotypes.

The discussed association discovery algorithms are summarized in Table 3, together
with the respective Web Usage Mining Application that has employed them, and the
pros and cons for each algorithm.

6.4. SEQUENTIAL PATTERN DISCOVERY

Sequential pattern discovery introduces the element of time in the discovery process.The
aim is to identify frequently occurring temporal patterns (event sequences) in the data.

Table 3 Summary of association discovery algorithms for Web usage mining

Algorithm Application Pros Cons

ARHP
(Han et al., 1997)

Clustering sessions
(Mobasher et al., 1999b)

. E¡ective for high-
dimensional data

. Frequent item
problem

Bayesian Networks . Personal user models,
according to taxonomic
relations of topics
(Schwarzkopf, 2001)

. Sound
probabilistic
modeling

. Scalability

. Personal models,
based on stereotypes
(Ardissono and Torasso, 2000)
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This approach is particularly useful for the identi¢cation of navigational patterns inWeb
usage data.Two types of method have been used for the discovery of sequential patterns:
deterministic techniques, recording the navigational behavior of the user, and stochastic
methods that use the sequence of Web pages that have been visited in order to predict
subsequent visits.

An example of a deterministic method is the one by Spiliopoulou et al. (1999a) who
have used their Web Utilization Miner (WUM) tool for sequential pattern discovery.
The MINT Processor module of WUM extracts sequence rules from the pre-processed
Web log data. The MINT processor provides interactive mining, using constraints that
are speci¢ed by a human expert.The MINT mining language is used for the interaction,
which facilitates pattern speci¢cation in an SQL-like format. This language supports
predicates that can be used to specify the content, the structure and the statistics of
navigation patterns. The semi-automated discovery process that is supported by
WUM may be a disadvantage for its use in a fully automated personalization system.
However, one could easily devise a standard set of queries, which will be executed auto-
matically, removing thus the requirement for the human expert.

An alternative method for discovering navigational patterns using clustering is
proposed by Paliouras et al. (2000b). According to this method, user sessions are
represented by the transitions between pages, which were performed during the
session. User sessions represented in this manner are then clustered to produce
community models, which correspond to the navigational behavior of users. This
simple method provides only limited, ¢rst-order modeling of the sequential patterns.
However, its empirical evaluation has indicated that it can produce interesting
navigational patterns.

Finally, a deterministic approach is also employed by the Clementine tool of SPSS,
which uses a sequential pattern discovery algorithm, known as CAPRI. CAPRI (Clem-
entine A-Priori Intervals) is an association rule discovery algorithm that apart from dis-
covering relationships between items, such as Web pages, also ¢nds the order in
which these items have been traversed using temporal information. CAPRI supports
various types of domain knowledge, such as start and end items, concept hierarchies,
navigation templates, as well as network topologies, for ¢nding associations across time.
The CAPRI discovery process includes three phases: the Apriori Phase, where frequent
itemsets are found, the Discovery Phase, where sequence trees are built, one for each
possible starting item, and the Pruning Phase, where sequences that overlap are elimi-
nated. CAPRI produces results that could reveal common sequences within user-
speci¢ed constraints. For example it can produce a rule that states: ‘If events A, B
and C occur in that order, events D, E and F always follow’. CAPRI is highly
scalable, but it requires the pre-speci¢cation of many input parameters.

Borges and Levene (1999) present a stochastic approach to sequential pattern disco-
very from user sessions, which are modeled using a hypertext probabilistic grammar.
Using the terminology of this grammar, Web pages are represented by ‘non-terminal
symbols’, links between Web pages are represented by ‘production rules’ and sequences
of Web pages are represented by ‘strings.’ A directed-graph breadth-¢rst search
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algorithm, using pre-speci¢ed threshold values for support and con¢dence, is employed
in order to identify strings, i.e., user navigation sessions that will be included in the hyper-
text grammar and will describe the users’ browsing behavior. The algorithm is very
e⁄cient but the output, i.e. the number of rules, is strongly dependent on the selected
values of the input parameters, such as the con¢dence.

The typical example of stochastic methods is the Markov Model, which is also the
most widely adopted method to sequential pattern discovery for link prediction.
Markov Models are the natural candidate for this type of pattern discovery due to
their suitability to modeling sequential processes. One of the earliest applications
of Markov modeling to Web data was presented in (Bestavros, 1995), employing a
¢rst-order hidden Markov model in order to predict the subsequent link that a user
might follow within a certain period of time. On the same task, Sarukkai (2000)
employs Markov chains to model sequences of Web pages. A probability distribution
over ‘preceding’ links in the user’s browsing history is utilized in order to assign
weights to ‘preceding’ links, and thus create the ‘best’ predictors of the subsequent
links. A similar approach is followed by Zhu (2001), who additionally exploits the
referrer information from the log ¢le, i.e., the page that the user has followed in order
to arrive at the requested page. Finally, the method presented by Cadez et al.
(2000), which was mentioned in Section 6.1, also uses a mixture of a ¢rst-order
Markov models. Di¡erent Markov models are used for di¡erent clusters in order
to characterize and visualize the navigational behavior of various types of user.
The same method was used by Anderson et al. (2001a) to describe the browsing
behavior of Web users and predict subsequent requests.

A di¡erent technique is presented by Albrecht et al. (1999), who exploit four di¡erent
Markov models for predicting Web pages within a hybrid structure named maxHybrid.
The four models are theTime Markov Model, that predicts the next link to be followed,
based only on the last page that has been requested, the Second-order Markov Model,
that predicts subsequent links based on the last two pages that have been requested,
the Space Markov Model, that uses the referring page, and the Linked Space-Time
Markov Model, that associates the referring page and the last requested page in order
to predict the next user’s request. Once a page has been requested, the four Markov
Models calculate the probability of the next page that will be requested.The maxHybrid
model uses the model that gives the highest probability for prediction. Zukerman
et al. (1999), performed comparisons of the four types of model, in terms of their
performance in predicting the next request correctly.The results showed that the Linked
Markov model has the best performance overall.

Pitkow and Pirolli (1999) follow a di¡erent method, by extracting the longest sequen-
ces with a frequency above a threshold value. These sequences are named Longest
Repeating Subsequences (LRS) and are used as input to two types of Markov
Models the One-Hop LRS Model and the All-Kth-Order LRS Model, in order to
predict subsequent requests. The One-Hop LRS model is similar to a ¢rst-order
Markov model, while the All-Kth-Order LRS Model is similar to Kth-Order Markov
Models. The use of the LRS requests, ignoring infrequent sequences, leads to a
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reduction in computational complexity, which is a serious problem for the Kth-Order
models, without apparent loss in predictive accuracy.

The main advantage of Markov models is that they can generate navigation paths
that could be used automatically for prediction, without any extra processing and thus
they are very useful for Web personalization. In addition they are supported by a
sound mathematical background. However, their main shortcoming is that they do
not produce readable user models, that could provide insight about the usage of
the system. On this issue Cadez et al. (2000) propose a method for the visualization
of such models.

The order of Markov models that is appropriate for sequential pattern extraction from
usage data remains an open question. Higher-order Markov models seem to be needed
in order to achieve better predictions since longer paths contain more information,
as shown in the results of Zukerman et al. (1999). This approach though, leads to a
serious increase in computational complexity. At the same time, the work of Anderson
et al. (2001a,b) that employed Markov models to predict user’s requests, has shown that
¢rst-order Markov models can also produce accurate results.

An overview of the aforementioned sequential pattern discovery methods is presented
in the Table 4. The Web usage mining application that employs each algorithm is also
presented, as well as the sequential discovery method that is pursued and the advantages
and disadvantages of each approach.

6.5. PATTERN DISCOVERY FOR PERSONALIZATION

The extraction of usage patterns from Web data is essential for the e⁄cient construction
of user models. This feature is useful for all classes of personalization functions except
the simplest class of memorization functions, as explained below.

6.5.1. Memorization

User salutation and bookmarking are the types of function that do not require pattern
discovery, since they only use explicitly provided data. Hence, the pattern discovery stage
can be totally ignored for this class of functions. However, personalized access rights
require an apriori classi¢cation of users into categories speci¢ed by the access policy
and thus, classi¢cation methods might be useful for that task.

6.5.2. Guidance

Guidance functionality requires mainly the employment of association discovery or
sequential pattern discovery methods to facilitate the identi¢cation of related pages,
or navigational patterns respectively, which can be used subsequently, for either recom-
mending new Web pages to the visitors of a Web site or for user tutoring.
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6.5.3. Customization

Customization functionality requires the categorization of Web site pages and/or Web
site visitors based on their knowledge, interests and preferences. Hence, classi¢cation
techniques can be employed in the case where the categorization classes are prede¢ned,
while clustering techniques can be exploited in the case where those classes are derived
from usage data. Especially overlapping clustering methods seem appropriate since they
allow the assignment of users to more than one categories and hence they o¡er more
£exible customization.

6.5.4. Task Performance Support

Performing an action on behalf of the user requires mainly the discovery of typical
navigation paths of the user in order to decide when this action should be performed.

Table 4 Summary of sequential pattern discovery algorithms for Web usage mining

Algorithm Application

Sequential
pattern

discovery
approach Pros Cons

Spiliopoulou
et al. (1999a)

Extraction of
sequence rules,
(Spiliopoulou
et al., 1999a)

Deterministic . Scalable
. Meaningful

patterns

. Semi-automated
procedure

Paliouras
et al. (2000b)

Clustering of
navigationalpatterns,
(Paliouras et al.,
2000b)

Deterministic . Simple
. Meaningful

patterns

. Limited ¢rst-
order modeling
patterns

CAPRI Discovery of
temporaly ordered
navigational patterns

Deterministic . Scalable
. Meaningful

patterns

. Requires
complex input

Borges and
Levene (1999)

Extraction of
navigation patterns
from user sessions,
(Borges and
Levene, 1999)

Stochastic Automatic
generation of
navigation
paths

. Requires
heuristics for
output
re¢nement

Markov
Models

Link Prediction
(Bestavros, 1995),
(Sarukkai, 2000),
(Zhu, 2001),
(Anderson et al.,
2001a), (Albrecht
et al., 1999),
(Zukerman et al.,
1999), (Pitkow
and Pirolli, 1999)

Stochastic . Sound
mathematical
background

. Automatic
generation of
navigation
paths

. Hard-to-interpret
models

. Computationally
expensive
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Sequential pattern discovery is required for this task.Moreover, association rule discovery
can be employed to facilitate the analysis of user behavior within a Web site.

7. Web Personalization based on Web Usage Mining

7.1. DISCOVERING OPERATIONAL KNOWLEDGE FOR PERSONALIZATION

Most of the work in Web usage mining employs a post-processing stage where the dis-
covered patterns are ¢ltered and analyzed aiming to support the decision-making process
of human experts, e.g. Web site administrators, who are responsible to act accordingly.
In some cases, the decisions made by the humans who receive the extracted knowledge
may lead to the personalization of Web services, but even in those cases Web usage
mining is not an integral part of the personalization process. Furthermore, the require-
ment for manual processing of the generated knowledge introduces delays and informa-
tion loss. The approaches that have been introduced to accomplish the task of
knowledge post-processing, are:

. Generation of reports, containing results of statistical analysis (e.g. Wu et al.,
1998).

. Visualization, which is a more e¡ective method for presenting comprehensive
information to humans. This technique has been adopted, among others, by
the WebViz visualization tool (Pitkow and Bharat, 1994) and the Footprints sys-
tem (Wexelblat and Maes, 1997) that present navigational patterns as graphs.

. SQL-like query mechanisms, which are used for the extraction of rules from
navigation patterns. This technique has been adopted in the WebMiner (Cooley
et al., 1999c) and the WUM (Spiliopoulou and Faulstich, 1998) systems. The
WebSIFT system (Cooley et al., 1999b) also provides access to the discovered
patterns, i.e., the frequent itemsets, through SQL queries, but it can also feed
them to a visualization module.

A more interesting approach for personalization is the integration of Web usage mining
in the personalization process, by feeding the extracted knowledge directly into a per-
sonalization module that adapts the behavior of the Web-based system accordingly. This
operational knowledge is delivered subsequently to the users by the means of one or
more of the personalization functions already discussed in this paper. The functionality
o¡ered by aWeb personalization system depends primarily on the personalization policy
followed by a Web site, i.e., the ways in which information is delivered to the ¢nal user.
Figure 2 illustrates howWeb usage mining can be integrated in a personalizedWeb-based
information system, following this approach. Typically, the system is separated into
two parts: the online and the o¥ine part. The online modules are those that collect
the usage data and do the actual personalization, using the generated knowledge.
All other steps of the data mining process are usually done o¥ine, in order to avoid
degradation of the system’s performance. This approach to Web personalization follows
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the same basic principle that was proposed by Mobasher et al. (2000b), i.e., the separation
of the system into an online and an o¥ine part.

Despite the large variety of commercial systems and research prototypes that perso-
nalize Web-based services, the majority of personalization systems does not employ
usage mining as explained above. In the remaining of this section, we examine a small
number of systems that have adopted the proposed approach. The rest of the section
is organized as follows. Subsection 7.2 presents the parameters that determine the per-
sonalization policy followed by a Web site. Subsection 7.3 presents several Web perso-
nalization systems, based on the personalization solution they o¡er and the Web
usage mining methodology they adopt. We are focusing on research prototypes and
commercial systems for which su⁄cient technical information is available in the litera-
ture. Other systems, especially commercial ones, may be following the same approach.
However, the examination of these systems was unfeasible due to the lack of ample tech-
nical documentation, especially in terms of their pattern discovery methods. Subsection
7.4 summarizes the main features of the systems, paying particular attention to the
use of ideas from Web usage mining. Finally, Subsection 7.5 presents ways to improve
Web personalization systems further.

7.2. PERSONALIZATION POLICY

In Section 2 we discussed a variety of functions that can be supported by a
Web personalization system. However, the manner in which these functions will be
combined to provide a complete personalization solution depends on the
personalizationpolicy that theownerof the sitewishes to follow.The personalizationpolicy
is determined by factors such as the domain of the site, the human and ¢nancial resources
available, the type and the complexity of the content o¡ered, and the constraints of the
required response time. We examine here a number of technical parameters to be taken
into account when designing the personalization policy of a site.

Figure 2 Web usage mining for personalization
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7.2.1. Single-user/Multi-user

A Web personalization system follows a single-user policy if the personalization func-
tionality is based on personal user models, i.e., the interests, preferences and knowledge
of each individual user. This is the case for instance when an e-commerce site is cus-
tomizable to the buying behavior of a single user. On the other hand, a multi-user per-
sonalization policy is based on the use of aggregate models, such as user
communities and stereotypes. For example a product can have the same discounted price
for all users who have purchased a certain number of products.

7.2.2. Static/Dynamic

Personalization is considered static whenthe personalization functions are appliedonce in
a user session. For example, an e-commerce site may be customized at the beginning
of the session of a returning user, and no other changes are made during the rest of
the session.Ontheotherhand,dynamic personalizationassumestheuseofpersonalization
functions at eachstep of theuser’s interactionwiththe site.Forexample,at each newrequest
di¡erent recommendations may be provided to the user, depending on the user’s recent
browsing history. It should be noted that the choice between static and dynamic persona-
lization is independent of the method of obtaining and maintaining information about
the preferences of the user, which can be itself either static or dynamic.This policy para-
meter refers only to the approach of delivering personalized information to the user.

7.2.3. Context-Sensitive/Context-Insensitive

Personalization is considered context-sensitive when the personalization functions are
adjusted to the browsing context of the user, during the session. For example, when
a user is browsing books, an e-commerce site like amazon.com may not want to display
recommendations about music. Alternatively, personalization can be insensitive to
the browsing context of the user.

7.2.4. Explanatory/Non-Explanatory

Personalization is considered explanatory if an explanation is available for each perso-
nalization action performed. For example why the site recommends certain pages, or
why the content of a particular page is summarized.

7.2.5. Proactive/Conservative

Personalization is considered proactive when certain personalization functions are per-
formed without the user’s intervention. This is the case for instance when the persona-
lization system is allowed to perform actions on behalf of the user, such as media
downloading or link redirection. On the other hand, conservative personalization leaves
action control completely to the user.
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7.2.6. Converging/Diverging

Personalization is considered converging when the personalization functions focus on a
certain topic. For example, the links that are recommended or the content that is
customized may direct the user to a certain topic or a certain type of product. If
on the other hand more general information is provided, or other products that the
user might be interested in, personalization is considered diverging.

7.3. EXISTING SYSTEMS

The personalization systems examined here have no fundamental di¡erence from other
Web usage mining systems. They employ the same methods for collecting and prepro-
cessing the data and also for discovering interesting patterns. They only di¡er in the
way that they post-process the discovered patterns, aiming to produce operational knowl-
edge for personalization. Personalization is achieved by the means of various functions,
implementing a certain personalization policy.

The examined systems can be divided into two generic categories: multi-function and
single-function systems. Multi-function systems, can be customized to provide a variety
of personalization functions, whilst single-function systems are con¢gured to provide
a single personalization functionality.The analysis of the systems presented here is based
on the personalization solution they o¡er in terms of policy and functionality and
the Web usage mining methodology they adopt in order to support this personalization
solution.

7.3.1. Multi-function Systems

7.3.1.1. SETA (Ardissono and Torasso, 2000).

Personalization Solution. SETA (Ardissono et al., 1999; Ardissono and Torasso, 2000)
is a prototype software platform that can be used to build customized e-commerce sites
based on the users’ needs. The system constructs user models for registered users
and salutes them at the beginning of each session (simple memorization functionality).
Furthermore, advanced personalization functionality (guidance and customization) is
supported by a Personalization Agent, which uses the information in the user models
and applies a set ofPersonalizationRules to deliver the following types of personalization:

. Recommendation of products related to the ones that the user has chosen to
view.

. Content customization by varying the technical depth of each product.

. Product di¡erentiation by presenting di¡erent features of each product.

The personalization policy of the system is context-sensitive and converging, since the
products recommended to the user are directly related to the class of products that
the user has chosen to view, focusing on the selected product. Furthermore, the system
adopts a dynamic, single-user policy by customizing the appearance of the Web site
at each individual user’s step.

350 D. PIERRAKOS ET AL.



WebUsageMiningMethodology. SETA exploits a multi-agent architecture.One agent,
the Dialog Manager, handles the interaction with clients and the consolidation of user
data. Another agent, named User Modeling Component, is responsible for the initiali-
zation of user models, by matching personal information supplied by the users to stereo-
typical models. The revision of user models is performed dynamically using
Bayesian Networks that deduce the users’ behavior from features contained in the ste-
reotypes. The revised user models are subsequently delivered to the Personalization
Agent already mentioned above. The automated adaptation of user models is one of
the advantages of the system, allowing more dynamic modeling than with the use of
static stereotypes. However, this adaptability is limited, since it is based on a prede¢ned
set of features included in the stereotypes. Moreover, the system requires personal
information to be collected at the initial step of the interaction with the user, which
is undesirable, as mentioned in Section 4.1, due to the additional e¡ort required
by the users and the fact that the acquired information is not always complete and
accurate.

7.3.1.2. Tellim (J˛rding, 1999).

Personalization Solution. TELLIM (inTELLIgent Multimedia) is another prototype
system. TELLIM personalizes the layout of Web pages at each step of the user’s navi-
gation, enhancing the presentation with multimedia content and virtual reality. A
Web page, which contains detailed information for each product is created dynamically
and presented to users, based on their individual preferences. Thus, content customiza-
tion functionality is o¡ered by the system. Memorization functionality is not o¡ered
in any form since the system does not store personal information. In addition to being
multi-user, the personalization policy of TELLIM is context-sensitive and converging
since no products of a di¡erent type are recommended, while at the same time the
customized hyperlinks direct the user to more information about the same product.

Web Usage Mining Methodology. TELLIM collects information about the user’s
browsing behavior using a Java applet. This information is subsequently used as
training data for the CDL4 algorithm (Section 6.2), and a set of rules is built, that re£ect
the interests of all users. Whenever a user is navigating the Web site, these rules are
employed to create a temporary personalized user model, based on the behavior of
the current user. The navigation of the user is used to update the rules. The
construction and the update of the rules is performed o¥ine, whilst the creation of
the user model is performed in real time. One potential shortcoming of this system
is the use of short-term user models, since no data about the users are kept in the system
for use in other sessions of the same user. However, this is a pragmatic constraint in
many e-commerce applications that do not require user registration and may not even
expect to have frequent visits from the same user. A more practical problem is that
the training data for the algorithm are constructed with the use of simple heuristic
assumptions about the user’s preferences, based on the user’s actions, e.g. the selection
of a link, or the interruption of downloading an image. The mapping of these actions
to preferences, with the use of the heuristics may not correspond to the reality.
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7.3.1.3. Schwarzkopf (2001).

Personalization solution. This system has been used for the customization of the
UM2001 conference site, according to the visitor’s interests. A tailor-made Web page
is built for each individual user, o¡ering information about speci¢c parts of the site that
are most likely to be of interest to the user by means of announcements and reminders
(hyperlink customization). A bookmarking scheme is also implemented by means of
shortcuts to pages that the user has visited (memorization functionality). Moreover, links
to pages that have not been visited yet are recommended (guidance functionality),
following a context-sensitive, diverging policy of presenting more generic information.
Guidance and customization functionality are implemented following a static persona-
lization policy since they are o¡ered only at the beginning of a user session and not
during the user’s navigation.

Web Usage Mining Methodology. The system collects user information from Web
server log ¢les and performs user and session identi¢cation by assigning an ID, which
is generated by the Web server. This ID is included in every Web page requested
by the user and at the same time it is recorded in the log ¢le replacing the IP
address. The personalization solution is implemented by building o¥ine the model
of each visitor directly from the Web server log ¢les, with the use of simple Bayesian
networks, as described in Section 6.3. The model is updated automatically between user
sessions, where the end of each session is determined by a 30 minutes pause in browsing.
The model can also be updated by the user, who can interfere and provide personal
information. However, as mentioned in Section 6.3 this approach is not scalable to larger
Web sites.

7.3.1.4. Oracle9iAS Personalization (www.oracle.com).

Personalization Solution.The Oracle9iAS Personalization system, an optional part of
the Oracle9i Application server, is a commercial product that o¡ers Web personalization
functionality. The system o¡ers two types of personalization function: memorization
and guidance. Memorization is o¡ered by means of salutation to registered users, while
guidance is implemented by multi-user, dynamic hyperlink recommendation. A
Recommendation API enables applications employing Oracle9iAS Personalization,
to deploy a variety of recommendation strategies, such as recommendation of Top items,
recommendation of Cross-Sell items, or selection from ‘Hot Picks’, i.e., higher-margin
products, perishable items etc. The recommendations are generated in real-time by
predictive models that are built periodically. This functionality is o¡ered continuously
during the user session. At the same time, the system uses a content taxonomy
in order to support contextual ¢ltering, when making recommendations, i.e.,
suggest topics with similar content. Additionally, the system does not focus only on
certain products but recommends more generic product classes, following a
diverging policy.

Web Usage Mining Methodology. Oracle9iAS Personalization operates in
combination with the ORACLE 9i database and uses data from both registered and
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anonymous users. In the latter case, a set of Java API calls are used to capture the navi-
gational behavior of users, e.g. pages visited, products purchased etc. Current session
data are combined with other valuable information about the user such as demographics,
ratings, transaction and purchase data and stored in an ORACLE database.Two mining
methods are employed to create predictive models which are used to generate persona-
lized recommendations: the Predictive Association Rules algorithm and the Transac-
tional Na€{{ve Bayes algorithm. The Predictive Association Rule algorithm is similar
to the association discovery algorithms described in Section 6.3, using only a single
item in the consequence of the rule, i.e., if A, B, and C, then D.The transactional Na€��ve
Bayes algorithm is the same as the original Na€��ve Bayes algorithm although the input has
a transactional format, i.e., it looks like a ‘shopping basket’ rather than a checklist
and is better in cases where the customers buy only subsets of products. This format
has the advantage of representing the data exactly in the way that they are stored in
the database. The constructed models are represented by database tables and make
predictions about new incoming data.This database representation of the models allows
the calculation of item scores using PL/SQL procedures.

7.3.1.5. Netmind (www.mindlab.de).

Personalization Solution. NETMIND is a commercial system from Mindlab that
produces multi-user recommendations. A specialized module named Page Server,
operating as ‘Reverse Proxy’, receives the requested Web pages from the Web server
of the site and transmits them back to users. Two di¡erent implementations of the Page
Server can be used to o¡er the required personalization functionality. The ¢rst
implementation, the Advanced Page Server modi¢es the received Web pages so as to
produce context-sensitive hyperlink recommendations in a personalized manner, using
a specialized module (the Recommendation module). The second implementation,
the Database Page Server, is used to create dynamically Web pages on the basis of
a content management system o¡ering tailored content. Personalized layout is supported
by both implementations and a dynamic personalization policy is followed, since
Web pages are modi¢ed at each step of the user’s navigation. Furthermore, the
personalized information follows a context-insensitive, diverging policy with recommen-
dations leading to more generic information.

Web UsageMining Methodology. NETMIND is implemented using a modular archi-
tecture. Each user accessing the Web site is assigned a session ID, which is recorded
in a log ¢le instead of the IP addresses, and a timestamp by the SessionManager module.
The user’s navigation is recorded by another module, theTracker. Neural network clus-
tering algorithms are employed by the Class¢nder module on the recorded data to group
users and assign them to classes. New users are assigned to these classes by the Classi¢er
module based on their current navigational behavior.The results of the user classi¢cation
process are supplied to the Page Server module for implementing the
personalization functionality.
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7.3.1.6. Re:action (www.lumio.com)?.

PersonalizationSolution.Re:action ispartof Lumio’sRe:cognitioncommercialproduct
suite, that delivers personalization functionality to the visitors of aWeb site, based on their
current context information, like pages visited, navigation paths and timing information.
Personalized information such as recommendations and content are created by specia-
lized system components namedExperienceAdvisors, and assembled by another module,
the Experience Manager. This personalized information is subsequently delivered to
visitors using a variety of techniques. For applications that want to access directly the
Experience Manager, the personalized information is deployed as a remote service using
the Simple Object Access Protocol (SOAP), or the Java Remote Method Invocation
(RMI). Another option is the integration of the system within a content management
system. In this case XML based templating such as XSL and XSLT, is employed by
the Content Orchestration and Morphing Engine, to deliver the content to visitors. An
option for a Reverse Proxy architecture is also available. The personalized information
is delivered by means of multi-user dynamic recommendations, together with content
customization, using a context-sensitive, diverging personalization policy.

Web Usage Mining Methodology. Re:action implements a modular architecture and
operates as an Analytics-based Context Server, which is a system that supports the
collection of user data, and the extraction, management and deployment of user infor-
mation. Users are identi¢ed and their information is collected through Javascript agents
dispatched at the client side, or other code that is added to the requested Web page.
The collected data re£ect the visitor’s experience, and are collected by the Context
Assembler which extracts the required contextual attributes.Various types of knowledge
is extracted using di¡erent components of the Re:cognition product suite. Hence,
sequential knowledge such as browser behavior, and click streams is generated using
Re:order, which is a tool that employs the CAPRI algorithm, segmentation knowledge
such as visited pages, time spent on pages, order of pages and frequency of pages visited
is generated by Re:search. Re:search generates also Customer Pro¢les which model
the user’s behavior. The generated knowledge is managed by a set of modules named
Experience Advisors, which create the personal recommendations delivered subse-
quently to the Experience Manager for personalization.

7.3.2. Single-function Systems

7.3.2.1. Mobasher et al. (2000b) Yan et al. (1996) and Kamdar and Joshi (2000).

Personalization Solution.These three systems are research prototypes that are used to
o¡er simple multi-user guidance functionality by means of static, i.e., once in a user
session, recommendation of hyperlinks.The personalization policy converges to a certain
topic following the user’s current navigational behavior.

Web Usage Mining Methodology. WebPersonalizer (Mobasher et al., 2000b) is a
system that is used for recommending Web pages to users. The online personalization

?Recently acquired by Exodus (www.exodus.gr)

354 D. PIERRAKOS ET AL.



module records the user’s navigational behavior into a short-term model, the active
session. Users are identi¢ed with methods described in (Cooley et al., 1999a). Group
user models capturing common usage patterns are produced by a clustering method
(Section 6.1).The recommendation engine matches the active user session to the clusters
and recommends dynamically Web pages, in the form of hyperlinks that are embedded
in the page that the user is currently visiting. The construction of the ‘recom-
mendation set’ of links is based on a number of criteria, including the similarity between
the current user session and each cluster, the presence of the recommended Web page
in the active session, and the distance of the recommended Web page from the pages
in the active session. The most recent navigation history of the user is given additional
weight in the recommendation phase, through the use of an ‘optimum window size’
parameter. Similar approaches that employ clustering techniques to discover patterns
in Web server log data for the adaptation of structure, are presented in Yan et al.,
1996 and Kamdar and Joshi, 2000. The advantage of these systems is that they exploit
only implicit usage information, without requiring the explicit provision of information
by the user.On the other hand, the personal user models that are created by these systems
represent only the current user browsing behavior, and may lead to di¡erent results
for di¡erent sessions of the same user.

7.3.2.2. SiteHelper (Ngu and Wu, 1997).

Personalization Solution. SiteHelper is another research prototype that o¡ers multi-
user guidance functionality by means of static hyperlink recommendation focusing
on a certain topic.

Web Usage Mining Methodology. SiteHelper, employs Web usage mining to adapt the
structure of the site by dynamically personalizing the navigational information for dif-
ferent users. Sessions are identi¢ed by session IDs generated by theWeb server and added
to the Web pages requested. Information from Web access logs is augmented by an index
of the Web pages in the site, which is supplied in the form of a dictionary.The SiteHelper
tool employs classi¢cation techniques, as described in Section 6.2, in order to build
a set of rules that represent the user’s interests. Having discovered these rules the system
can recommend Web pages to the users according to their interests. The construction
of long-term personal user models, with the use of classi¢cation, is the main advantage
of this approach. However, as mentioned above, this approach is not applicable to main
e-commerce applications.

7.3.2.3. WUM (Spiliopoulou et al., 1999b).

Personalization Solution.WUM is a system that o¡ers multi-user customization func-
tionality by modifying the hyperlinks of a particular Web page to include links to pages
that have been visited by customers and not by non-customers.The modi¢ed Web pages
are presented once in a session, to non-customers,with the ultimate goal of turning them
into customers. A context-sensitive, converging policy is pursued, focusing on certain
topics within a particular context. The site remains unchanged if the visitor is already
a customer.
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Web UsageMiningMethodology.WUM divides the users accessing a speci¢c site into
‘short-time visitors,’ ‘non-customers’ and ‘customers,’ according to the time spent brows-
ing the site. Short-time visitors are ¢ltered out of the log ¢le. The navigation patterns
of customers and non-customers are extracted using the WUM tool (Section 6.4)
and compared o¥ine, in order to identify interesting di¡erences. A specialized proxy
server, the Hyperview system (Faulstich, 1999), receives user requests, modi¢es the
Web pages based on information provided by WUM, and sends back the modi¢ed
Web pages to the users.The system uses only log ¢le data, i.e., without requiring explicit
input from the user. Furthermore, the navigation patterns are based on the current user
browsing behavior, without constructing long-term user models for individual users.

7.4. ASSESSMENT OF EXISTING SYSTEMS

Web usage mining provides a new and promising approach to personalization. Some of
the techniques that are used in Web usage mining have already been employed by
the personalization systems. However, there are still a number of open issues regarding
the personalization solution that these systems o¡er as well as the use of Web usage
mining to realize this task. Tables 5, 6 and 7 provide a summary of the eleven systems
presented in Section 7.3, according to the Web usage mining techniques they employ,
the personalization functionality that they o¡er and the personalization policy that
they follow. This section assesses the presented personalization solutions and the
use of various Web usage mining techniques, aiming to identify trends and unexplored
opportunities for Web personalization.

7.4.1. Personalization Solutions

In the majority of the systems examined above, hyperlink recommendation is the dom-
inating functionality.This is due to the fact that initially research in Web personalization
was de¢ned as simply the recommendation of new hyperlinks in order to alleviate infor-
mation overload. Hence, the Web usage mining methods that were exploited provided
only that kind of functionality, using information directly from log ¢les.

Various systems o¡er content or hyperlink customization. Although, almost all of
these systems can be used in e-commerce applications, only one of the examined systems
provides explicitly personalized product di¡erentiation, and none of them o¡ers perso-
nalized pricing schemes. One possible explanation is that this functionality requires
a combination of accurate user data and connectivity to various databases, owned
possibly by various departments within a large organization.

A number of functions have not been supported yet by any of theWeb personalization
systems that employ Web usage mining techniques:

. Task performance support. The initial bias of Web personalization towards
enhancing the user’s navigation within a site, rather than supporting other tasks,
together with the fact that this particular functionality requires more sophisti-
cated methods, are the reasons for the absence of task performance support
by the examined systems.
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. Tutoring functionality. The focus on alleviating the problem of information
overload, rather than facilitating other user requirements, such as teaching,
is the main reason for the lack of user tutoring functionality in the examined
systems. There exists, though, a variety of Web-based personalized educational
systems (Brusilovsky, 1998),which do not employWeb usage mining,but are based
on traditional user modeling techniques.

. Personalized access rights, can only be o¡ered through personal registration
data, which the users are often unwilling to provide.

. Memorization functionality does not require Web usage mining and is for this
reason absent from most of the examined systems.

In terms of policy, multi-user personalization is dominant, due to the di⁄culty of obtain-
ing personal user models, especially for sites with many visitors. Dynamic
personalization is o¡ered mainly by more recent systems, whilst older systems
preferred a static approach avoiding extensive processing, such as building a new
Web page at each step of a user’s session. Furthermore, a converging and context-
sensitive personalization is usually pursued, due to the prime goal of Web site owners
to keep visitors in their site, whilst at the same time focusing their attention on a
particular type of information. Explanation is completely absent from the examined
systems, as it may be considered to increase the processing load, without adding
signi¢cantly to the attractiveness of a site. Finally, all systems follow a conservative policy
since users are still rather cautious with the use of Web personalization, and are thus
not ready to accept proactive personalization systems. The use of explanation could
increase the acceptance of Web personalization and allow users to take advantage
of more advanced functionality.

7.4.2. Web Usage Mining Methodology

7.4.2.1. Data Collection. At the stage of Data Collection, most of the systems
mentioned above use information from access log ¢les. In some cases, this information

Table 7 Summary of Web personalization systems, according to the personalization policy they pursue

System
Single/

Multi user Static/Dynamic
Context

sensitive/insensitive

Conver-
ging/

Diverging

SETA Single Dynamic Sensitive Converging
TELLIM Multi Dynamic Sensitive Converging
(Schwarzkopf, 2001) Single Dynamic Sensitive Diverging
Oracle9iAS Personalization Multi Dynamic Sensitive Diverging
NETMIND Multi Dynamic Insensitive Diverging
Re:action Multi Dynamic Sensitive Diverging
WebPersonalizer Multi Static Sensitive Converging
(Yan et al., 1996) Multi Static Sensitive Converging
(Kamdar & Joshi, 2000) Multi Static Sensitive Converging
SiteHelper Multi Static Sensitive Converging
WUM Multi Static Sensitive Converging
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is augmented with the use of cookies, in order to identify individual users, the
use of agents for collecting client-side data, as well as with data provided explicitly
by the users. Client-side data are richer and more reliable than access logs and
are thus important for the construction of models for individual users. However,
they require the implementation of separate agents to be attached to the online mod-
ule, leading also to a potential degradation of the system’s performance. Another
data collection technique that has been ignored so far is the use of packet sni¡ers.
This method can be of particular use to personalization, since it provides access
to information that is not recorded in the access log, such as the content of the page
that has been transmitted. One of the justi¢cations for not using packet sni¡ers is
that at their current state packet sni¡ers are consider a potential threat to system
security. Furthermore, the use of packet sni¡ers requires additional software either
in the online or in the o¥ine module, which will convert and process the data included
in the packets. However, packet sni¡ers are worth considering, as a method of aug-
menting the data collected from other sources.

Signi¢cant work is still needed on the protection of personal data, in order to alleviate
privacy concerns during the collection of client side data, as well as during the use
of cookies. In this direction, the World Wide Web Consortium (W3C) has announced
the Platform for Privacy Preferences Protocol (P3P), aiming to become a general archi-
tecture facilitating privacy on the Web. The main goal of this attempt is to help users
specify their personal privacy preferences, for example permitting the recording of per-
sonal data such as e-mail address and match them against privacy policies of Web sites.
P3P speci¢cation employs XML and RDF to describe the syntax, structure and seman-
tics of the exchanged information.

7.4.2.2. Data Preprocessing. Many of the systems examined here attempt to identify
individual users, since user identi¢cation is important for the construction of
individual user models. With the exception of the overly simplistic approach of
mapping each IP to one user, cookies and user registration techniques are employed
to perform this task. Though the technique of cookies provides a reasonable solution
for implicit user identi¢cation, it is also not without problems and the user has
the option of denying cookies, or even deleting them, due to privacy concerns.
For this reason, explicit user identi¢cation, through a log-in procedure, as employed
by SETA and Oracle9iAS Personalization, is still used widely.

Furthermore, user sessions are identi¢ed by all of the examined systems, using pri-
marily time-based heuristics. However, there is a trade o¡ between the simplicity
and the accuracy of time-based heuristics, due to the problems with caching, proxy ser-
vers etc., that were mentioned in Section 5.3. The implementation of separate agents,
like the one proposed by Shahabi et al. (1997), for estimating the timestamps of
Web accesses have not been adopted yet by Web personalization systems. The use of
context-based methods for session identi¢cation is also largely an open issue. Out
of the systems examined here, ¢ve incorporate context-based methods. The use
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of such methods may lead to better personalization, since it helps in identifying the
interaction of individual users more accurately, as well as classifying their interests. How-
ever, these methods require additional computational e¡ort in the session identi¢cation
process that might cause performance problems.

7.4.2.3. Pattern Discovery. In the Pattern Discovery stage, Web personalization
systems employ the standard machine learning and statistical methods that are used
in all Web usage mining applications. These methods include clustering, classi¢cation,
association discovery, and sequential pattern discovery. Out of these techniques,
clustering has been recognized as the most appropriate method for discovering usage
patterns, especially from access log data, where no preliminary knowledge, in the
form of prede¢ned classes, is usually available. However, almost all of the systems
that implement clustering methods ignore an important aspect of navigational
behavior, namely the sequence of requests in a user session. This is due to the limited
bag-of-pages representation of the input data that is usually adopted. One step
towards alleviating this problem, within the framework of usage clustering, is the
use of a richer data representation, such as the use of page transitions as features
in the input vectors (Paliouras et al., 2000b). An alternative is the use of Markov meth-
ods (Cadez et al, 2000, Anderson, 2001b) for modeling the navigational behavior of users.

As an unsupervised learning technique, association rule mining is also appropriate for
simple log data and has been used for the discovery of associations among Web items,
such as pages or products. The limited use of this method is mainly due to the relative
immaturity of the approach, as compared to clustering, where a variety of di¡erent
approaches exist. Other types of association, such as in the form of Bayesian networks
have been used primarily on richer user data, collected with the use of agents. One jus-
ti¢cation for their less wide use on log data is the requirement for prior knowledge,
in the form of model structure. Research e¡orts to develop model selection methods
(Monti and Cooper, 1998; Heckerman et al., 2000) are still at an early stage, but
they provide a promising direction for the future of Web usage mining and Web
personalization.

Supervised learning methods, such as classi¢cation, seem less appropriate for an auto-
mated personalization system, due to the requirement for preclassi¢cation of the training
data. The choice of categories, in a way that does not limit the process of discovery,
is not a trivial task in Web personalization. Furthermore, the preclassi¢cation of a su⁄-
cient amount of data from the administrator of a Web site is di⁄cult. However, there
are personalization tasks, where the categories are easily de¢ned and the data are natu-
rally preclassi¢ed. One example of such a task is the discovery of the interests of an
individual user, through the identi¢cation of the Web items that the user has chosen,
as opposed to the remaining items in the site. Another potential use of classi¢cation,
that has not been explored widely, is in the identi¢cation of stereotypical usage patterns,
as proposed in (Paliouras et al., 1999).

The main surprise in the systems that we examined came from the limited use of
sequential pattern discovery methods, which are particularly useful for modeling the
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navigational behavior of the users. One potential reason for the hesitation in adopting
these methods is the di⁄culty in interpreting the resulting models, e.g. the
parameters of a Hidden Markov Model. Additional work in this research area is
needed to address this problem. However, there are also many personalization
applications that do not require the interpretability of the discovered usage patterns.
In such situations, current methods for sequential discovery provide a very good solution.
Furthermore, algorithms such as CAPRI, exploit sequential information while also pro-
ducing reasonably interpretable models.

Finally, an important issue with all methods that seek for relations between Web
pages by examining the navigation paths is the bias introduced by the existing struc-
ture of the site. Due to the fact that most people follow existing links, one could ima-
gine that the probability of identifying relations between pages that are not
connected is very small. Nevertheless, empirical results show that Web usage mining
methods can still identify the need for a direct link between pages that are only indir-
ectly connected.

7.5. OPEN ISSUES IN WEB USAGE MINING FOR PERSONALIZATION

In addition to the exploitation of Web usage mining techniques that have not been exam-
ined adequately in Web personalization, there are various other open issues that con-
stitute promising directions for further research. Some of these are examined here.

A signi¢cant problem with most of the pattern discovery methods is their di⁄culty in
handling very large scales of data, such as those typically collected on the Web. Despite
the fact that most of the Web usage mining process can be done o¥ine, the sizes of
Web data, particularly access log data, are orders of magnitude larger than those
met in common applications of machine learning. In a Web personalization system that
is required to operate in real time, the scalability of the pattern discovery method
can become critical. Scalability refers to the rate of increase in time and memory require-
ments with respect to a number of parameters, such as the number of users and pages.
Even more critical, however, is the computational performance of the personalization
module, incorporating the discovered patterns. Approaches that employ memory-based
algorithms are particularly problematic, as they postpone generalization until run time.
Model-based algorithms provide a more appropriate solution, by compressing the ori-
ginal data into generalized models. However, particular attention should also be paid
to the scalability of these methods.

Another important requirement for the machine learning methods that are used in
Web personalization is their ability to incrementally update the models that they con-
struct. In a dynamic system, such as a Web site, it is unrealistic to assume that all
of the training data will be available for reexamination every time new data are collected.
Incremental machine learning algorithms have been studied since the early days of
machine learning, e.g. (Utgo¡, 1988), but most of the incremental methods that have
been used so far in Web usage mining su¡er from an important problem: they depend
on the presentation order of the data (e.g. Yan et al., 1996; Fu et al., 1999).
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A di¡erent but closely related problem is the incorporation of time in the discovered
models. The behavior of users varies over time and it should a¡ect the construction
of models. For instance, the interest of a user in car sale advertisements is only expected
to last until the user buys a car and then it should decrease suddenly. A Web persona-
lization system should be able to adapt to the user’s behavior, when this changes. This
is an issue that has been examined in the areas of User Modeling (e.g. Koychev, 2000)
and machine learning (e.g. Widmer and Kubat, 1996), but has not been given su⁄cient
attention in Web personalization systems.

Additionally, there are a number of open issues concerning the use of the extracted
knowledge for personalization, e.g. how often a new customized Web page or recom-
mendation should be generated, what amount of data is considered su⁄cient in order
to customize a site or generate a recommendation, and how can the subsequent browsing
of the user can be used as feedback to the personalization process.The answers to these
questions a¡ect the design of the personalization module, as well as the choice of tech-
niques for Web usage mining.

A related practical issue is the requirement for a common representation of the
extracted knowledge, i.e., the user models generated by Web usage mining tools.
In all of the examined systems, this knowledge is represented in a proprietary form
that can be employed only by that particular system and cannot be shared among
others. A more adaptable representation schema would facilitate the interoperability
between systems. Work towards this direction is proposed by Cingil et al. (2000),
who employ W3C standards, such as XML and RDF, to support collaborative ¢ltering
systems.

Moreover, there is a need for a shift in focus that is related to the functionality o¡ered
by Web personalization systems. As already discussed, almost all of the examined sys-
tems focus on the recommendation of links, or the customization of a Web site in terms
of content, layout, and hyperlinks. However, there are other interesting functions, such
as user tutoring and task performance support, that can exploit directly the usage data,
and add more value to the browsing experience of the user. Furthermore, although
the collection of personal data using registration forms is considered annoying for users,
it can be motivated by the provision of advanced forms of personalization functionality,
such as task performance support, or a personalized pricing scheme.

Privacy is also a major issue in Web usage mining systems employed for Web
personalization. Kobsa (2001) suggests the following directives that could be pursued
by Web sites that are o¡ering personalization in order to adapt to privacy concerns:

. Support of P3P, to enable users and Web sites to ‘exchange’ their privacy
preferences.

. Intelligible Disclosure of Data, to facilitate user comprehension of the ‘system’s
assumptions about them.’ This directive can be supported by natural language
technology and visualization techniques.

. Disclosure of Methods, that are used to create the user model, although in the
case of machine learning methods this is not always feasible.
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. Provision of organizational/technical means for users to modify their user
model, allowing users to be involved in the personalization process.

. User model servers that support a number of anonymization methods, to help
users protect their anonymity.

. Tailoring of user modeling methods to privacy preferences and legislation, that
provides a higher degree of £exibility to Web personalization systems.

The adoption of standards and the employment of an explanatory personalization policy,
seem to be the common denominator of the above directives.

Finally, an important problem of Web personalization systems is the lack of studies
comparing their performance. This is partly due to the di⁄culty in producing objective
evaluation criteria. A reasonable solution to this problem may be to adopt a multi-level
evaluation approach:

. System evaluation. At this level standard software engineering criteria, such as
speed of response, memory management, scalability, portability and intero-
perability can be used. Such a system evaluation is performed in (Kobsa and
Fink, 2003) who analyze a personalization server under realistic application envir-
onments.

. Modeling performance. At this level, the behavior of the implemented Web
usage mining procedure is evaluated. For this purpose, objective criteria can
be used from the area of machine learning, e.g. prediction accuracy, recall
and precision.

. Usability. At this stage user studies are required, in order to evaluate the utility
of personalization to individual users. Issues such as presentation style and
clarity, system transparency and novelty of recommendation need to be assessed.

Clearly, carrying out a comparative evaluation of various systems at all three levels is a
di⁄cult task. However, the results of such an evaluation would be of great value to
the design of e¡ective Web personalization systems.

8. Conclusions

Web usage mining is an emerging technology that can help in producing personalized
Web-based systems. This article provides a survey of the work in Web usage mining,
focusing on its application to Web personalization.The survey aims to serve as a source
of ideas for people working on the personalization of information systems, particularly
those systems that are accessible over the Web.

Web personalization is seen as a fully automated process, powered by operational
knowledge, in the form of user models that are generated by a Web usage mining
process. A number of systems following this approach have been developed, using meth-
ods and techniques from Web usage mining, in order to realize a variety of Web per-
sonalization functions. In addition to the functions employed by existing systems,
many other interesting ones have been neglected so far. The combination of recommen-
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dation and customization functionality has been seen as the main solution to the infor-
mation overload problem and the creation of loyal relations between the Web site
and its visitors. However, other functions such as task performance support and user
tutoring can certainly improve the experience of a Web site visitor.

It should be noted at this point, that Web usage mining is a very active research ¢eld
and new approaches related to its application toWeb personalization appear on a regular
basis. However, Web usage mining is itself far from being a mature technology. As a
result, there are a number of unsolved technical problems and open issues. Some of
these have been presented in this survey. At the stage of data collection and preproces-
sing, new techniques and possibly new models for acquiring data are needed.One serious
issue concerning data collection is the protection of the user’s privacy. A poll by KDnug-
gets (15/3/2000^30/3/2000) revealed that about 70% of the users consider Web Mining
as a compromise of their privacy. Thus, it is imperative that new Web usage mining
tools are transparent to the user, by providing access to the data collected and clarifying
the use of these data, as well as the potential bene¢ts for the user. At the same time,
one should be very careful not to burden the user with long-winded form-¢lling pro-
cedures, as these discourage users from accessing a Web site. Even the simple process
of user registration is unacceptable for some Web-based services.

At the stage of pattern discovery, the main issue is the improvement of sequential
pattern discovery methods and their incorporation into Web personalization systems.
Sequential patterns are particularly important for modeling the dynamic aspects of
the users’ behavior, such as their navigation through aWeb site. Also, the ability of pattern
discovery methods to analyze e⁄ciently very large data sets is essential, as the quantity
of usage data collected in popular Web-based services exceeds that of most traditional
applications of data mining. Result evaluation is another di⁄cult issue, since most
of the work in Web usage mining involves unsupervised learning, where the lack of
‘ground truth’ complicates the evaluation of the results. It is important to determine
quanti¢able performance goals for di¡erent Web usage mining tasks, in order to over-
come this problem.

In addition to the various improvements to the Web usage mining process, there are a
number of other issues, which need to be addressed in order to develop e¡ective
Web personalization systems. From the open issues that were mentioned in this survey,
the treatment of time in the user models can be distinguished as being particularly dif-
¢cult. The main source of di⁄culty is that the manner in which the behavior of users
changes over time varies signi¢cantly with the application and possibly the type of
the user. Therefore, any solution to this problem should be su⁄ciently parametric to
cater for the requirements of di¡erent applications.

It is therefore evident that the integration of Web usage mining into the Web perso-
nalization process has introduced a number of methodological and technical issues, some
of which are still open. At the same time the potential of this synergy between the
two processes has barely been realized. As a result, a number of interesting directions
remain unexplored.This survey has identi¢ed promising directions, providing at the same
time a vehicle for exploration, in terms of Web usage mining tools and methods.
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