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Abstract

Least squares support vector machines (LS-SVM) is an SVM version which involves equality instead of inequality constraints and works with a least squares cost function. In this way, the solution follows from a linear Karush–Kuhn–Tucker system instead of a quadratic programming problem. However, sparseness is lost in the LS-SVM case and the estimation of the support values is only optimal in the case of a Gaussian distribution of the error variables. In this paper, we discuss a method which can overcome these two drawbacks. We show how to obtain robust estimates for regression by applying a weighted version of LS-SVM. We also discuss a sparse approximation procedure for weighted and unweighted LS-SVM. It is basically a pruning method which is able to do pruning based upon the physical meaning of the sorted support values, while pruning procedures for classical multilayer perceptrons require the computation of a Hessian matrix or its inverse. The methods of this paper are illustrated for RBF kernels and demonstrate how to obtain robust estimates with selection of an appropriate number of hidden units, in the case of outliers or non-Gaussian error distributions with heavy tails. © 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction

Support vector machines (SVM) for classification and nonlinear function estimation, as introduced by Vapnik [35,36] and further investigated by many others [4,21–25], is an important new methodology in the area of neural networks and nonlinear modelling [27]. While classical neural networks approaches, such as multilayer perceptrons (MLP) and radial basis function (RBF) networks [2,17], suffer from problems like the existence of many local minima and the choice of the number of hidden units [2,13], SVM solutions are characterized by convex optimization problems, up to the determination of a few additional tuning parameters. Moreover, model complexity follows from this convex optimization problem. Typically, one solves a convex quadratic programming (QP) problem in dual space in order to determine the SVM model. The formulation of the optimization problem in the primal space associated with this QP problem involves inequality constraints. In the case of function estimation it is related to Vapnik’s epsilon-insensitive loss function. An interesting property of the SVM solution is that one obtains a sparse approximation, in the sense that many elements in the QP solution vector are equal to zero. The additional hyperparameters of the SVM model are often determined by model selection based upon generalization bounds, which have been derived within the area of statistical learning theory. SVM is a kernel based approach, which allows the use of linear, polynomial and RBF kernels and others that satisfy Mercer’s condition.

Recently, least squares (LS) versions of SVM’s have been investigated for classification [28] and function estimation [20]. In these LS-SVM formulations one works with equality instead of inequality constraints and a sum squared error (SSE) cost function as it is frequently used in training of classical neural networks. This reformulation greatly simplifies the problem in such a way that the solution is characterized by a linear system, more precisely a KKT (Karush–Kuhn–Tucker) system [8], which takes a similar form as the linear system that one solves in every iteration step by interior point methods for standard SVM’s [26]. This linear system can be efficiently solved by iterative methods such as conjugate gradient [29]. However, despite these computationally attractive features, LS-SVM solutions also have some potential drawbacks. The first drawback is that sparseness is lost in the LS-SVM solution. In this case every data point is contributing to the model and the relative importance of a data point is given by its support value. The second drawback is that it is well known that the use of a SSE cost function without regularization might lead to estimates which are less robust, e.g. with respect to outliers on the data or when the underlying assumption of a Gaussian distribution for the error variables is not realistic.

The aim of this paper is to show that one can overcome these drawbacks concerning sparseness and robustness within the present LS-SVM framework. First of all one should note that only the output weights of the SVM model follow as solution to the linear system. Only these parameters are related to the SSE
cost function which means that (up to a certain extent) one can still correct for wrong assumptions by an appropriate choice of the hyperparameters. These can be determined in several possible ways such as crossvalidation, bootstrapping, VC bounds, Bayesian inference etc. [4,34]. We show in this paper how one can apply weighted least squares in order to produce a more robust estimate. This is done by first applying an (unweighted) LS-SVM and, in the second stage, associate weighting values to the error variables based upon the resulting error variables from the first stage. Techniques of weighted least squares are well known e.g. in statistics, identification and control theory and signal processing. For LS-SVM’s it can be employed as a cheap and efficient way to make the solution robust. In this way it can be used as an alternative to other methods in robust estimation [14] as $L_1$ estimators and $M$-estimators with Huber loss function. Robust estimation is also possible within the standard SVM context [36]. In standard SVM methodology, one chooses a given cost function (any convex cost function can be taken in principle as shown in [26]). Instead of this top–down approach the weighted LS-SVM approach aims at working bottom–up by solving a sequence of weighted LS-SVM’s starting from the unweighted version. In this way one implicitly tries to find an optimal underlying cost function, instead of imposing the cost function beforehand. In this sense there is also a close link between solving the SVM problem for a given convex cost function by interior point methods and iterative weighting of LS-SVM solutions.

Furthermore, in this paper we illustrate how sparseness can be imposed to the weighted LS-SVM solution by gradually pruning the sorted support value spectrum. While in pruning methods for MLP’s [2] (like optimal brain damage [16] and optimal brain surgeon [12]) the procedure involves a Hessian matrix or its inverse, the pruning in LS-SVM’s can be done based upon the solution vector itself (note that this implicitly requires inverting the system). Less meaningful data points as indicated by their support values, are removed and the LS-SVM is re-computed on the basis of the remaining points while validating on the complete training data set. In this paper we focus on a cheap and simple pruning method. Other methods for obtaining a sparse approximation with LS-SVM’s are possible [6]. The advantage of the method shown in this paper is that the determination of the hyperparameters can be kept localized, while in the other approaches one needs to solve the convex optimization problem (which implicitly corresponds to solving a sequence of linear systems) for a given set of hyperparameters.

In general, parametric models like MLP’s or RBF networks are applicable within a broad range of applications of either static problems (classification, regression, density estimation) or dynamic problems (recurrent networks, optimal control). Standard SVM’s on the other hand have only been applied to static problems. However, the use of equality constrained and SSE based formulations within LS-SVM greatly simplifies the formulations and allows us to extend the method to recurrent networks [31] and control applications [32]. In the latter case convexity is lost,
but some of the other interesting SVM properties remain applicable. The results of this paper on weighted LS-SVM’s for robust estimation and sparse approximation further motivates the LS-SVM approach towards its use as a new and general neural network methodology.

This paper is organized as follows. In Section 2 we review some basic notions of LS-SVM’s for function estimation. In Section 3 we discuss the weighted LS-SVM formulation. The sparse approximation procedure is discussed in Section 4. Finally, illustrative examples are given in Section 5.

2. LS-SVM for nonlinear function estimation

Given a training data set of $N$ points $\{x_k, y_k\}_{k=1}^N$ with input data $x_k \in \mathbb{R}^n$ and output data $y_k \in \mathbb{R}$, one considers the following optimization problem in primal weight space:

$$
\min_{w, b, e} J(w, e) = \frac{1}{2} w^T w + \frac{1}{2} \gamma \sum_{k=1}^N e_k^2
$$

such that

$$
y_k = w^T \phi(x_k) + b + e_k, \quad k = 1, \ldots, N
$$

with $\phi(\cdot) : \mathbb{R}^n \rightarrow \mathbb{R}^m$ a function which maps the input space into a so-called higher dimensional (possibly infinite dimensional) feature space, weight vector $w \in \mathbb{R}^m$ in primal weight space, error variables $e_k \in \mathbb{R}$ and bias term $b$. Note that the cost function $J$ consists of a SSE fitting error and a regularization term, which is also a standard procedure for the training of MLP’s and is related to ridge regression [10]. The relative importance of these terms is determined by the positive real constant $\gamma$. In the case of noisy data one avoids overfitting by taking a smaller $\gamma$ value.

SVM problem formulations of this form have been investigated independently in [20] (without bias term) and [28].

In primal weight space one has the model

$$
y(x) = w^T \phi(x) + b.
$$

The weight vector $w$ can be infinite dimensional, which makes a calculation of $w$ from (1) impossible in general. Therefore, one computes the model in the dual space instead of the primal space. One defines the Lagrangian

$$
\mathcal{L}(w, b, e; x) = J(w, e) - \sum_{k=1}^N x_k \{w^T \phi(x_k) + b + e_k - y_k\}
$$
with Lagrange multipliers \( \alpha_k \in \mathbb{R} \) (called support values). The conditions for optimality are given by

\[
\begin{align*}
\frac{\partial L}{\partial w} &= 0 \rightarrow w = \sum_{k=1}^{N} \alpha_k \varphi(x_k), \\
\frac{\partial L}{\partial b} &= 0 \rightarrow \sum_{k=1}^{N} \alpha_k = 0, \\
\frac{\partial L}{\partial e_k} &= 0 \rightarrow \alpha_k = \gamma e_k, \quad k = 1, \ldots, N, \\
\frac{\partial L}{\partial z_k} &= 0 \rightarrow w^T \varphi(x_k) + b + e_k - y_k = 0, \quad k = 1, \ldots, N.
\end{align*}
\]

(4)

These conditions are similar to standard SVM optimality conditions, except for the condition \( \alpha_k = \gamma e_k \). At this point one loses the sparseness property in LS-SVM's [9].

After elimination of \( w, e \) one obtains the solution

\[
\begin{bmatrix}
0 \\
1_v^T \\
1_v \\
\Omega + \frac{1}{\gamma} \mathbf{I}
\end{bmatrix}
\begin{bmatrix}
b \\
\alpha \\
\varepsilon
\end{bmatrix} =
\begin{bmatrix}
0 \\
y
\end{bmatrix}
\]

(5)

with \( y = [y_1; \ldots; y_N], 1_v = [1; \ldots; 1], \mathbf{z} = [z_1; \ldots; z_N] \) and \( \Omega_{kl} = \varphi(x_k)^T \varphi(x_l) \) for \( k, l = 1, \ldots, N \). According to Mercer's condition, there exists a mapping \( \varphi \) and an expansion

\[
K(x, y) = \sum_i \varphi_i(x) \varphi_i(y), \quad x, y \in \mathbb{R}^n,
\]

(6)

if and only if, for any \( g(x) \) such that \( \int g(x)^2 \mathrm{d}x \) is finite, one has

\[
\int K(x, y)g(x)g(y)\mathrm{d}x \mathrm{d}y \geq 0.
\]

(7)

As a result, one can choose a kernel \( K(\cdot, \cdot) \) such that

\[
K(x_k, x_l) = \varphi(x_k)^T \varphi(x_l), \quad k, l = 1, \ldots, N.
\]

(8)

The resulting LS-SVM model for function estimation becomes

\[
y(x) = \sum_{k=1}^{N} \alpha_k K(x, x_k) + b
\]

(9)

where \( \alpha, b \) are the solution to (5). We focus on the choice of an RBF kernel \( K(x_k, x_l) = \exp\{-\|x_k - x_l\|_2^2/\sigma^2\} \) for the sequel.
When solving large linear systems, it is necessary to apply iterative methods [10] to (5). However, the matrix in (5) is not positive definite. According to [29] one can transform the system into a positive definite system such that iterative methods (conjugate gradient, successive overrelaxation or others) can be applied to it. Note that the computational complexity of the conjugate gradient method for solving a linear system $Ax = b$ is $O(Nr^2)$ where $\text{rank}(A) = r$ with $A = I + C$ and $A \in \mathbb{R}^{N \times N}$. It converges in at most $r + 1$ steps. The speed of convergence depends on the condition number of the matrix. In the case of LS-SVM this is influenced by the choice of $(\gamma, \sigma)$ when using an RBF kernel.

3. Robust estimation by weighted LS-SVM

In order to obtain a robust estimate based upon the previous LS-SVM solution, in a subsequent step, one can weight the error variables $e_k = \alpha_k / \gamma$ by weighting factors $v_k$. This leads to the optimization problem:

$$
\min_{w^*, b^*, e^*} J(w^*, e^*) = \frac{1}{2} w^*^T w^* + \frac{1}{2\gamma} \sum_{k=1}^{N} v_k e_k^*^2
$$

such that

$$
y_k = w^*^T \varphi(x_k) + b^* + e_k^*, \quad k = 1, \ldots, N.
$$

The Lagrangian becomes

$$
\mathcal{L}(w^*, b^*, e^*; \alpha^*) = J(w^*, e^*) - \sum_{k=1}^{N} \alpha_k^* \{w^*^T \varphi(x_k) + b^* + e_k^* - y_k\}. 
$$

The unknown variables for this weighted LS-SVM problem are denoted by the $\star$ symbol. From the conditions for optimality and elimination of $w^*, e^*$ one obtains the KKT system

$$
\begin{bmatrix}
0 & 1^T_v \\
1_v & \Omega + V_{\gamma}
\end{bmatrix}
\begin{bmatrix}
b^* \\
\alpha^*
\end{bmatrix}
= \begin{bmatrix}
0 \\
y
\end{bmatrix},
$$

where the diagonal matrix $V_{\gamma}$ is given by

$$
V_{\gamma} = \text{diag} \left\{ \frac{1}{\gamma v_1}, \ldots, \frac{1}{\gamma v_N} \right\}.
$$

The choice of the weights $v_k$ is determined based upon the error variables $e_k = \alpha_k / \gamma$ from the (unweighted) LS-SVM case (5). Robust estimates are obtained then (see
(5,18)) e.g. by taking
\[ v_k = \begin{cases} 
 1 & \text{if } |e_k/\hat{s}| \leq c_1, \\
 10^{-4} & \text{otherwise}, \\
 \frac{c_2 - |e_k/\hat{s}|}{c_2 - c_1} & \text{if } c_1 \leq |e_k/\hat{s}| \leq c_2,
\end{cases} \tag{14} \]

where \( \hat{s} \) is a robust estimate of the standard deviation of the LS-SVM error variables \( e_k \):
\[ \hat{s} = \frac{\text{IQR}}{2 \times 0.6745}. \tag{15} \]

The interquartile range IQR is the difference between the 75th percentile and 25th percentile. In the estimate \( \hat{s} \) one takes into account how much the estimated error distribution deviates from a Gaussian distribution. Another robust estimate of the standard deviation is \( \hat{s} = 1.483 \text{MAD}(x_k) \) where MAD stands for the median absolute deviation [11]. The SSE cost function in the unweighted LS-SVM formulation is optimal under the assumption of a normal Gaussian distribution for \( e_k \). The procedure (14) corrects for this assumption in order to obtain a robust estimate when this distribution is not normal. Eventually, the procedure (10) (14) can be repeated iteratively, but in practice one single additional weighted LS-SVM step will often be sufficient. One assumes that \( e_k \) has a symmetric distribution which is usually the case when \( (\gamma, \sigma) \) are well-determined by an appropriate model selection method. The constants \( c_1, c_2 \) are typically chosen as \( c_1 = 2.5 \) and \( c_2 = 3 \) [18]. This is a reasonable choice taking into account the fact that for a Gaussian distribution, there will be very few residuals larger than 2.5\( \hat{s} \). Another possibility is to determine \( c_1, c_2 \) from a density estimation of the \( e_k \) distribution. Using these weightings one can correct for \( y \)-outliers or for a non-Gaussian instead of Gaussian error distributions.

This leads us to the following algorithm:

**Algorithm 1—weighted LS-SVM**

1. Given training data \( \{x_k, y_k\}_{k=1}^N \), find an optimal \( (\gamma, \sigma) \) combination (e.g. by 10-fold cross-validation or generalization bounds) by solving linear systems (5).
   For the optimal \( (\gamma, \sigma) \) combination one computes \( e_k = \alpha_k/\gamma \) from (5).
2. Compute \( \hat{s} \) from the \( e_k \) distribution.
3. Determine the weights \( v_k \) based upon \( e_k, \hat{s} \).
4. Solve the Weighted LS-SVM (12), giving the model \( y(x) = \sum_{k=1}^N \alpha_k^* K(x, x_k) + \beta^* \).

An important notion in robust estimation is the breakdown point of an estimator [1,6,19]. Loosely speaking, it is the smallest fraction of contamination of a given data set that can result in an estimate which is arbitrarily far away from the
estimated parameter vector obtained from the uncontaminated data set. It is well known that the least squares estimate in linear regression (parametric) without regularization has a low breakdown point. At this point the unweighted LS-SVM has already better properties due to the fact that least squares is only applied for finding $x$ (which corresponds to estimating the output layer and not $(\gamma, \sigma)$). It is still possible then to correct with $(\gamma, \sigma)$ when using an RBF kernel. Although unweighted LS-SVM already has rather desirable properties, the breakdown point is further improved by applying the weighted LS-SVM afterwards.

In standard SVM approaches one usually chooses a certain cost function (any convex cost function can be taken according to [26]). However, in such a top–down approach one assumes in fact that the noise distribution is known because one knows which cost function is optimal for a given noise distribution. The weighted
LS-SVM procedure tries to work bottom–up and aims at finding the optimal underlying cost function for the given noisy data. The methods can be conceptually linked by the fact that when one applies an interior point method for solving a standard SVM problem, at every iteration step a KKT system is solved which is similar to solving one single LS-SVM. Hence, solving a standard SVM with arbitrary convex cost function implicitly corresponds, in fact, to solving a sequence of LS-SVMs.

4. Imposing sparseness

While standard SVM’s possess a sparseness property in the sense that many $\alpha_k$ values are equal to zero, this is not the case for LS-SVM’s due to the fact that $\alpha_k = \gamma e_k$ from the conditions for optimality. An equivalence has also been proven between sparse approximation and SVM’s [3,9]. Here we discuss a simple procedure that shows how a sparse approximation for LS-SVM’s can be obtained. This
is done by exploiting the fact that the support values have a physical meaning in the sense that they reveal the relative importance of the data points for contributing to the model.

Here, we propose a pruning procedure for LS-SVM’s which is based upon the sorted support value spectrum. By omitting a relative and small amount of the least meaningful data points (this corresponds to setting these \( z_k \) values to zero) and re-estimating the LS-SVM, one obtains a sparse approximation. In order to guarantee a good generalization performance, in each of these pruning steps one can optimize \((\gamma, \sigma)\) (by defining an independent validation set, 10-fold cross-validation, generalization bounds or others). An important difference with pruning methods for MLP’s [2,12,16], e.g. optimal brain damage and optimal brain surgeon, is that pruning can be done based upon solution vector itself and does not require the knowledge of a Hessian matrix or its inverse. This pruning method has been successfully applied to unweighted LS-SVM’s [30]. Here, we outline the algorithm for the weighted LS-SVM case.
Algorithm 2—weighted LS-SVM pruning

1. Set $N = N_{tot}$ equal to the number of training data.
2. Given $N$ training data, apply Algorithm 1 where $(\gamma, \sigma)$ is determined on the total amount of $N_{tot}$ training data. The solution to the linear system for optimal $(\gamma, \sigma)$ yields $z_k^*$. 
3. Sort the values $|z_k^*|$. 
4. Remove a small amount of $M$ points (typically 5% of the $N$ points) that have the smallest values in the sorted $|z_k^*|$ spectrum. 
6. Go to 2 and retrain on the reduced training set, unless the user-defined performance index degrades.

Typically, doing a number of pruning steps without modification of $(\gamma, \sigma)$ will be possible. When the generalization performance starts degrading (checked e.g. on
a validation set or by means of cross-validation as illustrated in [33]) an update of \((\gamma, \sigma)\) will be needed. The fact that this \((\gamma, \sigma)\) determination can be kept ‘localized’ is a possible advantage of this method in comparison with other approaches which need to solve a QP problem for the several possible choices of the hyperparameters. Also note that the pruning method is in fact an iterative scheme where in each step one has to solve a KKT system. For interior point methods in solving standard quadratic programming type SVM’s [26], at each iteration step one solves a KKT system which has a similar form as in the LS-SVM case. However, in Algorithm 2 the size of the linear system that one solves decreases from step to step because \(N\) decreases. The convergence of Algorithm 2 for obtaining sparseness is guaranteed by construction.

5. Examples

In this example, we illustrate the method of weighted LS-SVM and sparse approximation. First, we show two examples of estimating a sinc function from noisy

---

Fig. 5. (Continued) Weighted LS-SVM applied to the results from Fig. 4. The \(e_k\) distribution becomes Gaussian and the generalization performance on the test data improves.
data: (a) strong outliers are superimposed on zero mean Gaussian noise distribution (Figs. 1 and 2); (b) non-Gaussian noise distribution (central $t$-distribution with 4 degrees of freedom, i.e. heavy tails [15]) (Figs. 4 and 5). Given is a training set of $N = 300$ data points.

From the simulation results it is clear that in both cases the unweighted LS-SVM is quite robust and does not break down (Figs. 1 and 4). The generalization performance is further improved by applying weighted LS-SVM (Algorithm 1), shown in Figs. 2 and 5, respectively. The $(\gamma, \sigma)$ hyperparameters are determined here by means of 10-fold cross-validation on the training data. The good generalization performance on fresh test data is shown for all cases. Figs. 2 and 5 show that the use of weighted LS-SVM leads to a $e_k$ distribution which is closer to a Gaussian distribution, which leads to better estimates within the LS-SVM context.

An additional comparison with a standard SVM with Vapnik $\varepsilon$-insensitive loss function is made. The Matlab SVM Toolbox by Steve Gunn was used to generate the SVM results. Here $\varepsilon = 0$ was taken and as upper bound on support values
$C = \infty$. An optimal $\sigma$ value was selected. Other $\varepsilon, C$ combinations resulted in worse results. These comparative results are shown in Figs. 3 and 6. In these examples the weighted LS-SVM results show the best results. The unweighted LS-SVM is also quite robust. Due to the choice of a 2-norm this may sound surprising. However, one should be aware that only the output weights (support values $x$) follow from the solution to the linear system while $(\gamma, \sigma)$ are to be determined at another level.

Figs. 7 and 8 show comparative results on the motorcycle data, a well-known benchmark data set in statistics [7]. The $x$ values are time measurements in milliseconds after simulated impact and the $y$ values are measurements of head acceleration. The $x$ values are not equidistant and in some cases multiple $y$ observations are present for certain $x$ values. The data are heteroscedastic. In this sense it forms a challenging test case. Figs. 7 and 8 show the results from unweighted and weighted LS-SVM in comparison with standard SVM. In this example standard SVM suffers more from boundary effects. The tuning parameters are: $\gamma = 2, \sigma = 6.6$ (LS-SVM) and $\sigma = 11, \varepsilon = 0, C = \infty$ (Vapnik SVM).
Fig. 9 shows the improvements of weighted LS-SVM on the Boston housing data in comparison with unweighted LS-SVM. The weighted LS-SVM achieves an improved test set performance after determination of \((\gamma, \sigma)\) by 10-fold CV on a randomly selected training set of 406 points. The remaining test set consisted of 100 points. The data were normalized except the binary variables. Optimal values of \((\gamma, \sigma)\) were determined by 10-fold CV on the training set. The weighted LS-SVM resulted in a test set MSE error of 0.1638, which was an improvement over the unweighted LS-SVM test set MSE error of 0.1880. The improved performance is achieved by suppressing the outliers in the histogram shown in Fig. 9.

The sparse approximation procedure (Algorithm 2) is illustrated in Figs. 10 and 11. These results are obtained by starting from the training data of Figs. 1 and 2. The Figures show that robust estimates are obtained by a combination of weighted LS-SVM and sparse approximation by applying Algorithm 2. Some shiftings in the sorted support value spectrum are shown in Fig. 11. In this example about
20 support vectors are needed to guarantee a good generalization performance. As shown in [33] on many UCI data sets, optimizing the hyperparameters during the pruning process will improve the generalization performance. We want to stress here that pruning of the LS-SVM is in fact not needed, unless one wants to obtain a sparse representation of the original model.

6. Conclusions

We have shown how to obtain robust estimates within the LS-SVM framework in the case of outliers and heavy tailed non-Gaussian error distributions. This is done here by applying a weighted LS-SVM version. While least squares in standard parametric linear regression has a low breakdown point, LS-SVM’s with RBF kernel have much better properties. Nevertheless, the robustness can be
Fig. 10. Sparse approximation procedure of Algorithm 2, applied to the data of Figs. 1–2. Shown are some intermediate pruning results starting from 300 data points: 300 support vectors (SV) (Top-Left); 100 SV (Top-Right); 50 SV (Bottom-Left); 20 SV (Bottom-Right).

Further enhanced by applying an additional weighted LS-SVM step. While standard SVM's possess a sparseness property for the solution vector, this feature is lost when considering LS-SVM's. However, we have shown how sparseness can be obtained by pruning the sorted support value spectrum if needed. The pruning procedure is based upon the solution vector itself which is an advantage in comparison with classical multilayer perceptron pruning. This procedure has the potential advantage of keeping the hyperparameter selection more localized. While standard SVM approaches start from choosing a given convex cost function and obtain a robust and sparse estimate in a top–down fashion, this procedure has the disadvantage that one should know in fact beforehand which cost function is statistically optimal. In this paper we have successfully demonstrated an alternative bottom–up procedure which starts from an un-weighted LS-SVM and then makes the solution robust by defining weightings based upon the error distribution. This provides motivation for further fundamental research in this direction for future work.
Fig. 11. Sorted support value spectrum related to the 4 steps shown in the previous Figure.
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