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#### Abstract

Recently Gupta and Kundu [9] introduced a new class of weighted exponential distributions, and it can be used quite effectively to model lifetime data. In this paper, we introduce a new class of weighted Marshall-Olkin bivariate exponential distributions. This new singular distribution has univariate weighted exponential marginals. We study different properties of the proposed model. There are four parameters in this model and the maximum likelihood estimators (MLEs) of the unknown parameters cannot be obtained in explicit forms. We need to solve a four dimensional optimization problem to compute the MLEs. One data set has been analyzed for illustrative purposes and finally we propose some generalization of the proposed model.
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## 1 Introduction

Recently Gupta and Kundu [9] introduced a shape parameter to an exponential distribution using the idea of Azzalini [5] and study its different properties. This new class of distributions turn out to be a weighted exponential distributions, and due to this reason it is named as the weighted exponential (WE) distribution. Several interesting properties of this new WE distribution have been established by Gupta and Kundu [9]. It is observed that the twoparameter WE distribution distribution behaves very similarly, with the other well known two-parameter distributions, like Weibull, gamma or generalized exponential distributions and it has several desirable properties also. The WE distribution can be obtained as a hidden truncation model. Moreover, it has been observed that in certain cases the twoparameter WE distribution may provide a better fit than the two-parameter Weibull, gamma or generalized exponential distributions. Since, its distribution function is in compact form, it can be used very effectively to analyze censored data also. A brief review of the twoparameter WE distribution is presented in section 2 , for ready reference.

Recently, Al-Mutairi et al. [2] introduced an absolute continuous bivariate distribution with weighted exponential marginals. The main aim of this paper is to introduce a weighted Marshall-Olkin bivariate exponential (WMOBE) distribution, using the similar idea as of Azzalini [5], and it is quite different than the method proposed by Al-Mutairi et al. [2]. This new singular WMOBE distribution has four parameters. It can also be obtained as a hidden truncation model as of Arnold and Beaver [3]. Therefore, the interpretation of any multivariate hidden truncation model as it was provided by Arnold and Beaver [4] is valid for this proposed model also. This is one of the basic motivations of the proposed model.

Moreover, it may be mentioned that the most popular singular bivariate distribution is the three-parameter Marshall-Olkin bivariate exponential (MOBE) distribution or the four-
parameter Marshall-Olkin bivariate Weibull (MOBW) distribution, see for example Kotz et al. [12]. Since it has been observed that the univariate WE distribution may provide a better fit than Weibull or exponential distribution in certain cases, it is expected that the proposed four-parameter WMOBE model may also provide a better fit than the MOBE or MOBW model in certain cases. It is mainly to provide another option to the practitioners to a new bivariate four-parameter model for analyzing singular bivariate data.

Several properties of this new WMOBE distribution have been established. The joint probability density function (PDF) and the joint cumulative distribution function (CDF) can be expressed in explicit forms. The marginals of the WMOBE distribution are univariate WE distributions. The MOBE distribution can be obtained as a limiting distribution of the four-parameter WMOBE distribution. The joint moment generating function (MGF), different moments and the product moments of WMOBE distribution can be obtained in explicit forms. The correlation coefficient between the two variables is always non-negative, and depending on the parameter values it can vary between 0 and 1. The expected Fisher information matrix also can be expressed in compact form. The generation from the WMOBE distribution is quite straight forward, and therefore performing simulation experiments on this particular model becomes quite easy.

As already mentioned, the proposed WMOBE model has four parameters. The maximum likelihood estimators (MLEs) of the unknown parameters can be obtained by solving four nonlinear equations. They do not have explicit solutions. For illustrative purposes we have analyzed one real data set, which was originally analyzed by Csorgo and Welsch [7]. They analyzed the bivariate singular data set using MOBE model and concluded that it does not provide a very good fit. We have re-analyzed the data using the WMOBE model and observe that WMOBE provides a better fit than the MOBW model. It justifies the use of the proposed WMOBE model to analyze certain bivariate singular data sets.

Although, in this paper we have introduced and discussed a singular WMOBE model, several other generalizations are also possible. For example; (a) weighted Marshall-Olkin multivariate exponential model, (b) singular weighted Marshall-Olkin bivariate Weibull model, or (c) singular weighted Marshall-Olkin multivariate Weibull model, can also be obtained along the same lines.

The rest of the paper is organized as follows. In section 2 , we briefly review the univariate WE model. In section 3, we introduce WMOBE model, and discuss its different properties. In section 4 , the statistical inferences of the unknown parameters are provided. The analysis of a data set is provided in section 5. Finally we conclude the paper and provide some future research in section 6 .

## 2 Weighted Exponential Distribution

Definition: The random variable $X$ is said to have a WE distribution with the shape and scale parameters $\alpha>0$ and $\lambda>0$ respectively, if the PDF of $X$ is

$$
\begin{equation*}
f_{X}(x ; \alpha, \lambda)=\frac{\alpha+1}{\alpha} \lambda e^{-\lambda x}\left(1-e^{-\alpha \lambda x}\right) ; \quad x>0, \tag{1}
\end{equation*}
$$

and 0 otherwise. Form now on a WE distribution with the PDF (1) will be denoted by $\mathrm{WE}(\alpha, \lambda)$.

The PDF of the WE distribution is always unimodal. The CDF and the hazard function (HF) can be expressed in explicit forms. The HF of the WE is always an increasing function, and WE family is a reverse rule of order two $\left(\mathrm{RR}_{2}\right)$ family. For different shapes of the PDFs of WE family, the readers are referred to the original work of Gupta and Kundu [9]. It may be mentioned that the shapes of the PDFs of the WE distribution are very similar with the shapes of the PDFs of the well known Weibull, gamma or generalized exponential distributions. Moreover, in this model, $\lambda$ plays the role of a scale parameter, and $\alpha$ plays
the role of a shape parameter.

It is observed that the $\mathrm{WE}(\alpha, \lambda)$ can be obtained as a hidden truncation model, as introduced by Arnold and Beaver [3]. For example, if $X_{1}$ and $X_{2}$ are two independent identically distributed (i.i.d.) exponential random variables with mean $\frac{1}{\lambda}$, then

$$
\begin{equation*}
X \stackrel{d}{=} X_{1} \mid \alpha X_{1}>X_{2} \tag{2}
\end{equation*}
$$

here $\stackrel{d}{=}$ means equal in distribution. The moment generating function (MGF) of $X$ can be written as

$$
\begin{equation*}
M_{X}(t)=E\left(e^{t X}\right)=\left(1-\frac{t}{\lambda(1+\alpha)}\right)^{-1}\left(1-\frac{t}{\lambda}\right)^{-1} \tag{3}
\end{equation*}
$$

From (3) it is immediate that

$$
\begin{equation*}
X=U+V, \tag{4}
\end{equation*}
$$

where $U$ and $V$ are independent exponential random variables with means $\frac{1}{\lambda(1+\alpha)}$ and $\frac{1}{\lambda}$ respectively. Using the representation (4) random samples from WE can be easily generated.

The mean and variance of $X$ becomes

$$
E(X)=\frac{1}{\lambda}\left(1+\frac{1}{1+\alpha}\right), \quad \text { and } \quad V(X)=\frac{1}{\lambda^{2}}\left(1+\frac{1}{(1+\alpha)^{2}}\right)
$$

respectively. The coefficient of variation (CV) and skewness are both functions of the shape parameter only, as expected. The CV increases from $\frac{1}{\sqrt{2}}$ to 1 , and skewness increases from $\sqrt{2}$ to 3 . The mean residual lifetime is a decreasing function of time. The convolution of WE distribution can be expressed as a weighted mixture of gamma distributions. For different estimation procedures, different other properties and for comparison with other lifetime distributions, like Weibull, gamma or generalized exponential distributions, the readers are referred to Gupta and Kundu [9].

## 3 Bivariate Weighted Exponential Distribution

The bivariate random vector $\left(Y_{1}, Y_{2}\right)$ has the MOBE distribution, if it has the joint PDF

$$
f_{Y_{1}, Y_{2}}\left(y_{1}, y_{2}\right)=\left\{\begin{array}{ccc}
g_{1}\left(y_{1}, y_{2}\right) & \text { if } & 0<y_{1}<y_{2}  \tag{5}\\
g_{2}\left(y_{1}, y_{2}\right) & \text { if } & 0<y_{2}<y_{1} \\
g_{0}(y) & \text { if } & 0<y_{1}=y_{2}=y
\end{array}\right.
$$

where

$$
\begin{array}{rlr}
g_{1}\left(y_{1}, y_{2}\right) & =\lambda_{1} e^{-\lambda_{1} y_{1}}\left(\lambda_{2}+\lambda_{12}\right) e^{-\left(\lambda_{2}+\lambda_{12}\right) y_{2}}, & y_{1}<y_{2} \\
g_{2}\left(y_{1}, y_{2}\right) & =\left(\lambda_{1}+\lambda_{12}\right) e^{-\left(\lambda_{1}+\lambda_{12}\right) y_{1}} \lambda_{2} e^{-\lambda_{2} y_{2}}, & y_{2}<y_{1} \\
g_{0}(y) & =\lambda_{12} e^{-\left(\lambda_{1}+\lambda_{2}+\lambda_{12}\right) y}, &
\end{array}
$$

and it will be denoted by $\operatorname{MOBE}\left(\lambda_{1}, \lambda_{2}, \lambda_{12}\right)$. Note that if $U_{1}, U_{2}$ and $U_{0}$ are independent exponential random variables with parameters $\lambda_{1}, \lambda_{2}$ and $\lambda_{12}$ respectively, then

$$
\begin{equation*}
\left(Y_{1}, Y_{2}\right) \stackrel{d}{=}\left(\min \left\{U_{0}, U_{1}\right\}, \min \left\{U_{0}, U_{2}\right\}\right) \tag{6}
\end{equation*}
$$

Now based on the MOBE distribution, we introduce the WMOBE distribution as follows:

Definition: Let $\left(Y_{1}, Y_{2}\right) \sim \operatorname{MOBE}\left(\lambda_{1}, \lambda_{2}, \lambda_{12}\right)$ and $Z \sim \exp (1)$, and they are independently distributed. A random vector $\left(X_{1}, X_{2}\right)$ is said to have a WMOBE distribution with parameter $\theta=\left(\alpha, \lambda_{1}, \lambda_{2}, \lambda_{12}\right)$, if

$$
\begin{equation*}
X_{1} \stackrel{d}{=} Y_{1} \mid Z<\alpha \min \left\{Y_{1}, Y_{2}\right\} \quad \text { and } \quad X_{2} \stackrel{d}{=} Y_{2} \mid Z<\alpha \min \left\{Y_{1}, Y_{2}\right\} \tag{7}
\end{equation*}
$$

and it will be denoted by $\operatorname{WMOBE}\left(\alpha, \lambda_{1}, \lambda_{2}, \lambda_{12}\right)$.

Note that (7) can also be written as

$$
\begin{equation*}
X_{1} \stackrel{d}{=} Y_{1} \mid W<\min \left\{Y_{1}, Y_{2}\right\} \quad \text { and } \quad X_{2} \stackrel{d}{=} Y_{2} \mid W<\min \left\{Y_{1}, Y_{2}\right\} \tag{8}
\end{equation*}
$$

where $W \sim \exp (\alpha)$. It is immediate that as $\alpha \rightarrow \infty,\left(X_{1}, X_{2}\right) \xrightarrow{d}\left(Y_{1}, Y_{2}\right)$, where $\xrightarrow{d}$ means convergence in distribution. Therefore, MOBE is not a member of WMOBE family, but it can be obtained as a limiting distribution of the WMOBE family.

Now based on the above definition, we provide the joint survival function and the joint PDF of $\left(X_{1}, X_{2}\right)$ in the following theorems.

Theorem 3.1: Let $\left(X_{1}, X_{2}\right) \sim \operatorname{WMOBE}\left(\alpha, \lambda_{1}, \lambda_{2}, \lambda_{12}\right)$, then the joint survival function of $\left(X_{1}, X_{2}\right)$ is

$$
S\left(x_{1}, x_{2}\right)=P\left(X_{1}>x_{1}, X_{2}>x_{2}\right)=\left\{\begin{array}{ccc}
S_{1}\left(x_{1}, x_{2}\right) & \text { if } & 0<x_{1}<x_{2} \\
S_{2}\left(x_{1}, x_{2}\right) & \text { if } & 0<x_{2}<x_{1} \\
S_{0}(x) & \text { if } & 0<x_{1}=x_{2}=x
\end{array}\right.
$$

where

$$
\begin{align*}
S_{1}\left(x_{1}, x_{2}\right)= & \frac{\alpha+\lambda}{\alpha}\left[e^{-\left(\lambda_{1} x_{1}+\lambda_{2} x_{2}+\lambda_{12} x_{2}\right)}\left(1-e^{-x_{1} \alpha}\right)+\frac{\alpha}{\alpha+\lambda_{1}} e^{-\left(\lambda_{2} x_{2}+\lambda_{12} x_{2}+\lambda_{1} x_{1}+x_{1} \alpha\right)}\right. \\
& \left.-\frac{\alpha\left(\lambda_{2}+\lambda_{12}\right)}{(\alpha+\lambda)\left(\alpha+\lambda_{1}\right)} e^{-(\lambda+\alpha) x_{2}}\right]  \tag{9}\\
S_{2}\left(x_{1}, x_{2}\right)= & \frac{\alpha+\lambda}{\alpha}\left[e^{-\left(\lambda_{2} x_{2}+\lambda_{1} x_{1}+\lambda_{12} x_{1}\right)}\left(1-e^{-x_{2} \alpha}\right)+\frac{\alpha}{\alpha+\lambda_{2}} e^{-\left(\lambda_{1} x_{1}+\lambda_{12} x_{1}+\lambda_{2} x_{2}+x_{2} \alpha\right)}\right. \\
& \left.-\frac{\alpha\left(\lambda_{1}+\lambda_{12}\right)}{(\alpha+\lambda)\left(\alpha+\lambda_{2}\right)} e^{-(\lambda+\alpha) x_{1}}\right]  \tag{10}\\
S_{0}(x)= & \frac{\alpha+\lambda}{\alpha}\left[e^{-\lambda x}\left(1-e^{-x \alpha}\right)+\frac{\alpha}{\alpha+\lambda} e^{-\left(\alpha+\lambda_{2}\right) x}\right] \tag{11}
\end{align*}
$$

and $\lambda=\lambda_{1}+\lambda_{2}+\lambda_{12}$.

Proof: We will prove the result for the case $x_{1}<x_{2}$, the other two cases will follow along the same lines. For $x_{1}<x_{2}$, and for $U_{0}, U_{1}, U_{2}$ same as defined in (6), we have

$$
\begin{aligned}
S\left(x_{1}, x_{2}\right) & =P\left(X_{1}>x_{1}, X_{2}>x_{2}\right)=P\left(Y_{1}>x_{1}, Y_{2}>x_{2} \mid Z<\alpha \min \left\{Y_{1}, Y_{2}\right\}\right) \\
& =\frac{1}{P\left(Z<\alpha \min \left\{U_{0}, U_{1}, U_{2}\right\}\right)} P\left(U_{1}>x_{1}, U_{2}>x_{2}, U_{0}>x_{2}, Z<\alpha \min \left\{U_{0}, U_{1}, U_{2}\right\}\right) .
\end{aligned}
$$

Now if $A=P\left(U_{1}>x_{1}, U_{2}>x_{2}, U_{0}>x_{2}, Z<\alpha \min \left\{U_{0}, U_{1}, U_{2}\right\}\right)$, then

$$
\begin{aligned}
A & =\int_{0}^{\infty} e^{-y-\lambda_{1} \max \left\{x_{1}, \frac{y}{\alpha}\right\}-\left(\lambda_{2}+\lambda_{12}\right) \max \left\{x_{2}, \frac{y}{\alpha}\right\}} d y \\
& =\int_{0}^{x_{1} \alpha} e^{-y-\lambda_{1} x_{1}-\left(\lambda_{2}+\lambda_{12}\right) x_{2}} d y+\int_{x_{1} \alpha}^{x_{2} \alpha} e^{-\left(1+\frac{\lambda_{1}}{\alpha}\right) y-\left(\lambda_{2}+\lambda_{12}\right) x_{2}} d y+\int_{x_{2} \alpha}^{\infty} e^{-\left(1+\frac{\lambda_{1}}{\alpha}\right) y} d y .
\end{aligned}
$$

Now after simplification and using $P\left(Z<\alpha \min \left\{U_{0}, U_{1}, U_{2}\right\}\right)=\frac{\alpha}{\alpha+\lambda}$, the result immediately follows.

Theorem 3.2: Let $\left(X_{1}, X_{2}\right) \sim \operatorname{WMOBE}\left(\alpha, \lambda_{1}, \lambda_{2}, \lambda_{12}\right)$, then the joint $\operatorname{PDF}$ of $\left(X_{1}, X_{2}\right)$ is

$$
f\left(x_{1}, x_{2}\right)=\left\{\begin{array}{ccc}
f_{1}\left(x_{1}, x_{2}\right) & \text { if } & 0<x_{1}<x_{2}  \tag{12}\\
f_{2}\left(x_{1}, x_{2}\right) & \text { if } & 0<x_{2}<x_{1} \\
f_{0}(x) & \text { if } & 0<x_{1}=x_{2}=x
\end{array}\right.
$$

where

$$
\begin{align*}
f_{1}\left(x_{1}, x_{2}\right) & =\frac{\alpha+\lambda}{\alpha} \lambda_{1} e^{-\lambda_{1} x_{1}}\left(\lambda_{2}+\lambda_{12}\right) e^{-\left(\lambda_{2}+\lambda_{12}\right) x_{2}}\left(1-e^{-x_{1} \alpha}\right)  \tag{13}\\
f_{2}\left(x_{1}, x_{2}\right) & =\frac{\alpha+\lambda}{\alpha}\left(\lambda_{1}+\lambda_{12}\right) e^{-\left(\lambda_{1}+\lambda_{12}\right) x_{1}} \lambda_{2} e^{-\lambda_{2} x_{2}}\left(1-e^{-x_{2} \alpha}\right)  \tag{14}\\
f_{0}(x) & =\frac{\alpha+\lambda}{\alpha} \lambda_{12} e^{-\lambda x}\left(1-e^{-x \alpha}\right) . \tag{15}
\end{align*}
$$

Proof: The expressions of $f_{1}(\cdot, \cdot)$ and $f_{2}(\cdot, \cdot)$ can be obtained by simply taking $\frac{\partial^{2}}{\partial x_{1} \partial x_{2}} S\left(x_{1}, x_{2}\right)$ for $x_{1}<x_{2}$ and $x_{1}>x_{2}$ respectively. But naturally $f_{0}(\cdot)$ cannot be obtained similarly. Using the similar ideas as of Sarhan and Balakrishnan [15] or Kundu and Gupta [9], and also using the fact

$$
\int_{0}^{\infty} \int_{x_{1}}^{\infty} f_{1}(u, v) d v d u+\int_{0}^{\infty} \int_{x_{2}}^{\infty} f_{2}(u, v) d u d v+\int_{0}^{\infty} f_{0}(w) d w=1
$$

the result can be easily obtained.

We provide the surface plot of the absolute continuous part of the joint PDF of (12) in Figure 1 for different values of $\alpha$ for fixed $\lambda_{1}=\lambda_{2}=\lambda_{12}=1$. The joint PDF is always unimodal, and it can take various shapes. It is clear that $\alpha$ plays the role of a shape parameter also in this bivariate model.

Comments: Note that the joint PDF of $\left(X_{1}, X_{2}\right)$ as obtained in Theorem 3.2, can be written as follows:

$$
\begin{equation*}
f\left(x_{1}, x_{2}\right)=\frac{\alpha+\lambda}{\alpha}\left(1-e^{-\alpha \min \left\{x_{1}, x_{2}\right\}}\right) f_{Y_{1}, Y_{2}}\left(x_{1}, x_{2}\right), \tag{16}
\end{equation*}
$$

where $f_{Y_{1}, Y_{2}}(\cdot, \cdot)$ is same as defined in (5). Therefore, it is clear that the proposed bivariate distribution is a weighted Marshall-Olkin bivariate exponential distribution, where the weight function is $\frac{\alpha+\lambda}{\lambda}\left(1-e^{-\alpha \min \left\{x_{1}, x_{2}\right\}}\right)$.

The following corollary provides explicitly the absolute continuous and singular parts explicitly.

Corollary: The joint PDF of $X_{1}$ and $X_{2}$ as provided in Theorem 3.2, can also be expressed in the following form for $x=\max \left\{x_{1}, x_{2}\right\}$, and for $f_{1}(\cdot, \cdot), f_{2}(\cdot, \cdot)$ same as defined in (13) and (14) respectively;

$$
\begin{equation*}
f\left(x_{1}, x_{2}\right)=\frac{\lambda_{1}+\lambda_{2}}{\lambda} f_{a}\left(x_{1}, x_{2}\right)+\frac{\lambda_{12}}{\lambda} f_{s}(x), \tag{17}
\end{equation*}
$$

where

$$
f_{s}(x)=\frac{\alpha+\lambda}{\alpha} \lambda e^{\lambda x}\left(1-e^{-\alpha x}\right),
$$

and

$$
f_{a}\left(x_{1}, x_{2}\right)=\frac{\lambda}{\lambda_{1}+\lambda_{2}} \times\left\{\begin{array}{lll}
f_{1}\left(x_{1}, x_{2}\right) & \text { if } & x_{1}<x_{2} \\
f_{2}\left(x_{1}, x_{2}\right) & \text { if } & x_{2}<x_{1}
\end{array}\right.
$$

Here clearly, $f_{a}(\cdot, \cdot)$ is the absolute continuous part and $f_{s}(\cdot)$ is the singular part of $f(\cdot, \cdot)$.

Theorem 3.3: Let $\left(X_{1}, X_{2}\right) \sim \operatorname{WMOBE}\left(\alpha, \lambda_{1}, \lambda_{2}, \lambda_{12}\right)$, then
(a) $X_{1} \sim \mathrm{WE}\left(\frac{\alpha+\lambda_{2}}{\lambda_{1}+\lambda_{12}}, \lambda_{1}+\lambda_{12}\right)$
(b) $X_{2} \sim \mathrm{WE}\left(\frac{\alpha+\lambda_{1}}{\lambda_{2}+\lambda_{12}}, \lambda_{2}+\lambda_{12}\right)$
(c) $\min \left\{X_{1}, X_{2}\right\} \sim \mathrm{WE}\left(\frac{\alpha}{\lambda}, \lambda\right)$.

Proof: To prove (a), note that from the joint survival function, it can be observed

$$
P\left(X_{1}>x\right)=\frac{\alpha+\lambda}{\alpha+\lambda_{2}} e^{-\left(\lambda_{1}+\lambda_{12}\right) x}-\frac{\lambda_{1}+\lambda_{12}}{\alpha+\lambda_{2}} e^{-(\alpha+\lambda) x} .
$$

Then the result can be easily obtained by observing the fact $f_{X_{1}}(x)=-\frac{d}{d x} P\left(X_{1}>x\right)$. (b) follows along the same line. The proof of (c) is trivial.

The moment generating function of the WMOBE distribution can be expressed in explicit form. It is provided in the following theorem.

Theorem 3.4: Let $\left(X_{1}, X_{2}\right) \sim \operatorname{WMOBE}\left(\alpha, \lambda_{1}, \lambda_{2}, \lambda_{12}\right)$, then the moment generating function of $\left(X_{1}, X_{2}\right)$ is

$$
\begin{equation*}
M\left(t_{1}, t_{2} ; \theta\right)=\frac{(\alpha+\lambda)}{\left(\lambda-t_{1}-t_{2}\right)\left(\lambda+\alpha-t_{1}-t_{2}\right)}\left\{\frac{\lambda_{2}\left(\lambda_{1}+\lambda_{12}\right)}{\lambda_{1}+\lambda_{12}-t_{1}}+\frac{\lambda_{1}\left(\lambda_{2}+\lambda_{12}\right)}{\lambda_{2}+\lambda_{12}-t_{2}}+\lambda_{12}\right\} . \tag{18}
\end{equation*}
$$

Proof: It is straight forward, therefore it is avoided.

Note that the moment generating function of $\left(X_{1}, X_{2}\right)$ can be written as

$$
\begin{align*}
M\left(t_{1}, t_{2} ; \theta\right)= & \frac{\lambda_{2}}{\lambda}\left(1-\frac{t_{1}+t_{2}}{\lambda}\right)^{-1}\left(1-\frac{t_{1}+t_{2}}{\alpha+\lambda}\right)^{-1}\left(1-\frac{t_{1}}{\lambda_{1}+\lambda_{12}}\right)^{-1}+  \tag{19}\\
& \frac{\lambda_{1}}{\lambda}\left(1-\frac{t_{1}+t_{2}}{\lambda}\right)^{-1}\left(1-\frac{t_{1}+t_{2}}{\alpha+\lambda}\right)^{-1}\left(1-\frac{t_{2}}{\lambda_{2}+\lambda_{12}}\right)^{-1}+  \tag{20}\\
& \frac{\lambda_{12}}{\lambda}\left(1-\frac{t_{1}+t_{2}}{\lambda}\right)^{-1}\left(1-\frac{t_{1}+t_{2}}{\alpha+\lambda}\right)^{-1} . \tag{21}
\end{align*}
$$

Suppose, $V_{1} \sim \exp (\lambda), V_{2} \sim \exp (\alpha+\lambda), V_{3} \sim \exp \left(\lambda_{1}+\lambda_{12}\right), V_{4} \sim \exp \left(\lambda_{2}+\lambda_{12}\right)$, and they are independently distributed. If we define $V=V_{1}+V_{2}$, have the following corollary of Theorem 3.4;

Corollary:

$$
\left(X_{1}, X_{2}\right) \stackrel{d}{=}\left\{\begin{array}{clc}
\left(V+V_{3}, V\right) & \text { with probability } & \frac{\lambda_{2}}{\lambda}  \tag{22}\\
\left(V, V+V_{4}\right) & \text { with probability } & \frac{\lambda_{1}}{\lambda} \\
(V, V) & \text { with probability } & \frac{\lambda_{12}}{\lambda} .
\end{array}\right.
$$

Note that (22) can be used quite effectively to generate samples from the WMOBE distribution. Moreover, the product moments of $X_{1}$ and $X_{2}$ can also be easily computed using the representation of (22) and exponential moments, which has not attempted here.

Corollary: From the cumulant generating function (logarithm of the moment generating function), it can be easily seen that the correlation between $X_{1}$ and $X_{2}$, say $\rho_{X_{1}, X_{2}}$ can be written as

$$
\begin{equation*}
\rho_{X_{1}, X_{2}}=\left(\lambda_{1}+\lambda_{12}\right)\left(\lambda_{2}+\lambda_{12}\right) \times \frac{\left[\frac{1}{\lambda^{2}}+\frac{1}{(\alpha+\lambda)^{2}}-\frac{\lambda_{1} \lambda_{2}}{\left(\lambda_{1}+\lambda_{12}\right)\left(\lambda_{2}+\lambda_{12}\right)^{2}}\right]}{\sqrt{1+\left(\frac{\lambda_{1}+\lambda_{12}}{\alpha+\lambda}\right)^{2}} \times \sqrt{1+\left(\frac{\lambda_{2}+\lambda_{12}}{\alpha+\lambda}\right)^{2}}} . \tag{23}
\end{equation*}
$$

From (23) it is clear that for all $\alpha>0, \lambda_{1}>0, \lambda_{2}>0, \lambda_{12}>0, \rho_{X_{1}, X_{2}}>0$. It can be easily seen that as $\alpha \rightarrow \infty$ and $\lambda_{12} \rightarrow 0$ then $\rho_{X_{1}, X_{2}} \rightarrow 0$. Moreover, when $\alpha \rightarrow \infty$ and $\lambda_{12} \rightarrow \infty$ so that $\lambda_{12} / \alpha \rightarrow 0$, then $\rho_{X_{1}, X_{2}} \rightarrow 1$.

Theorem 3.5: Let $\left(X_{1}, X_{2}\right) \sim \operatorname{WMOBE}\left(\alpha, \lambda_{1}, \lambda_{2}, \lambda_{12}\right)$, then if $\lambda_{1}=\lambda_{2}$, the absolute continuous part of $\left(X_{1}, X_{2}\right)$ has a total positivity of order two $\left(\mathrm{TP}_{2}\right)$ property.

Proof: Note that an absolute continuous bivariate random vector, say ( $T_{1}, T_{2}$ ) has $\mathrm{TP}_{2}$ property, if and only if for any $t_{11}, t_{12}, t_{21}, t_{22}$, whenever $t_{11}<t_{12}$ and $t_{21}<t_{22}$, we have

$$
\begin{equation*}
f_{T_{1}, T_{2}}\left(t_{11}, t_{21}\right) f_{T_{1}, T_{2}}\left(t_{12}, t_{22}\right)-f_{T_{1}, T_{2}}\left(t_{12}, t_{21}\right) f_{T_{1}, T_{2}}\left(t_{11}, t_{22}\right) \geq 0, \tag{24}
\end{equation*}
$$

where $f_{T_{1}, T_{2}}(\cdot, \cdot)$ is the joint PDF of $\left(T_{1}, T_{2}\right)$. Note that by taking different ordered $t_{11}, t_{12}, t_{21}, t_{22}$, such that $t_{11}<t_{12}$ and $t_{21}<t_{22}$, the result can be proved very easily.

## 4 Inference

### 4.1 Maximum Likelihood Estimation:

In this section we propose to compute the MLEs of the unknown parameters $\alpha, \lambda_{1}, \lambda_{2}, \lambda_{12}$ based on a random sample of size $n$, $\left\{\left(x_{1 i}, x_{2 i}\right), i=1, \ldots, n\right\}$. We will be using the following
notations.
$I=\{1, \cdots, n\}, \quad I_{0}=\left\{i \in I ; x_{1 i}=x_{2 i}=x_{i}\right\}, \quad I_{1}=\left\{i \in I ; x_{1 i}<x_{2 i}\right\}, \quad I_{2}=\left\{i \in I ; x_{1 i}>x_{2 i}\right\}$, and $n_{0}, n_{1}, n_{2}$ denote the number of elements in $I_{0}, I_{1}$ and $I_{2}$ respectively.

Based on the observed sample, the log-likelihood contribution becomes;

$$
\begin{align*}
l\left(\alpha, \lambda_{1}, \lambda_{2}, \lambda_{12}\right)= & \sum_{I_{0}} \ln f_{0}\left(x_{i}, x_{i}\right)+\sum_{I_{1}} \ln f_{1}\left(x_{1 i}, x_{2 i}\right)+\sum_{I_{2}} \ln f_{2}\left(x_{1 i}, x_{2 i}\right) \\
= & \sum_{i \in I_{0}} \ln \left(1-e^{-\alpha x_{i}}\right)+\sum_{i \in I_{1}} \ln \left(1-e^{-\alpha x_{1 i}}\right)+\sum_{i \in I_{2}} \ln \left(1-e^{-\alpha x_{2 i}}\right) \\
& +n_{0} \ln \lambda_{12}+n_{1} \ln \lambda_{1}+n_{2} \ln \lambda_{2}+n_{1} \ln \left(\lambda_{2}+\lambda_{12}\right)+n_{2} \ln \left(\lambda_{1}+\lambda_{12}\right) \\
& -\lambda_{0} \sum_{i \in I_{0}} x_{i}-\lambda_{1}\left(\sum_{i \in I_{0}} x_{i}+\sum_{i \in I_{1} \cup I_{2}} x_{1 i}\right)-\lambda_{2}\left(\sum_{i \in I_{0}} x_{i}+\sum_{i \in I_{1} \cup I_{2}} x_{2 i}\right) \\
& -\lambda_{12}\left(\sum_{i \in I_{0}} x_{i}+\sum_{i \in I_{2}} x_{1 i}+\sum_{i \in I_{1}} x_{2 i}\right)+n \ln (\alpha+\lambda)-n \ln \alpha . \tag{25}
\end{align*}
$$

The MLEs of the unknown parameters can be obtained by solving the following four normal equations simultaneously;

$$
\begin{align*}
\frac{\partial l}{\partial \lambda_{1}} & =\frac{n_{1}}{\lambda_{1}}+\frac{n_{2}}{\lambda_{1}+\lambda_{12}}-T_{1}+\frac{n}{\alpha+\lambda}=0  \tag{26}\\
\frac{\partial l}{\partial \lambda_{2}} & =\frac{n_{2}}{\lambda_{2}}+\frac{n_{1}}{\lambda_{2}+\lambda_{12}}-T_{2}+\frac{n}{\alpha+\lambda}=0  \tag{27}\\
\frac{\partial l}{\partial \lambda_{12}} & =\frac{n_{0}}{\lambda_{12}}+\frac{n_{1}}{\lambda_{2}+\lambda_{12}}+\frac{n_{2}}{\lambda_{1}+\lambda_{12}}-T_{12}+\frac{n}{\alpha+\lambda}=0  \tag{28}\\
\frac{\partial l}{\partial \alpha} & =\sum_{i \in I_{0}} \frac{x_{i} e^{-\alpha x_{i}}}{\left(1-e^{-\alpha x_{i}}\right)}+\sum_{i \in I_{1}} \frac{x_{1 i} e^{-\alpha x_{1 i}}}{\left(1-e^{-\alpha x_{1 i}}\right)}+\sum_{i \in I_{2}} \frac{x_{2 i} e^{-\alpha x_{2 i}}}{\left(1-e^{-\alpha x_{2 i}}\right)}+\frac{n}{\alpha+\lambda}-\frac{n}{\alpha}=0 \tag{29}
\end{align*}
$$

where

$$
\begin{aligned}
T_{1} & =\left(\sum_{i \in I_{0}} x_{i}+\sum_{i \in I_{1} \cup I_{2}} x_{1 i}\right) \\
T_{2} & =\left(\sum_{i \in I_{0}} x_{i}+\sum_{i \in I_{1} \cup I_{2}} x_{2 i}\right) \\
T_{12} & =\left(\sum_{i \in I_{0}} x_{i}+\sum_{i \in I_{2}} x_{1 i}+\sum_{i \in I_{1}} x_{2 i}\right) .
\end{aligned}
$$

The MLEs of the unknown parameters cannot be obtained explicitly. They have to be obtained by solving some numerical methods, like Newton-Raphson or Gauss-Newton methods or their variants. Alternatively, some optimization algorithm for example genetic algorithm, simulated annealing or down hill simplex method can be used directly to maximize the function (25).

## Initial Guess Values

To solve the above normal equations, we need to use some iterative methods and for that we need to provide some initial guesses of the unknown parameters. Theorem 3.3 can be used quite effectively to obtain these initial guesses. For example first we can fit WE to $X_{1}$, to get initial guesses of $\alpha+\lambda_{2}$ and $\lambda_{1}+\lambda_{12}$. Similarly by fitting WE to $X_{2}$ and to $\min \left\{X_{1}, X_{2}\right\}$, we can obtain initial guesses of $\alpha+\lambda_{1}, \lambda_{2}+\lambda_{12}, \alpha$ and $\lambda$. From these initial guesses we can obtain initial guesses of all the unknown parameters easily.

## Asymptotic Properties

Although, the proposed WMOBE distribution is a singular distribution, but it can be shown along the same line as the MOBE model that the asymptotic distribution of the MLEs is multivariate normal. The result is given below without proof.

ThEOREM 4.1 As $n \rightarrow \infty$, the MLEs of $\theta$, say $\widehat{\theta}=\left(\widehat{\alpha}, \widehat{\lambda}_{1}, \widehat{\lambda}_{2}, \widehat{\lambda}_{12}\right)$ has the following asymptotic property;

$$
\sqrt{n}\left\{\left(\widehat{\alpha}, \widehat{\lambda}_{1}, \widehat{\lambda}_{2}, \widehat{\lambda}_{12}\right)-\left(\alpha, \lambda_{1}, \lambda_{2}, \lambda_{12}\right)\right\} \longrightarrow N_{4}\left(0, I^{-1}\right),
$$

here $I$ is the expected Fisher information matrix, and the exact expression of $I$ is provided in Appendix B.

### 4.2 Testing of Hypothesis

It is already mentioned that the MOBE distribution is a limiting member of the class of WMOBE distributions. In this subsection only let us denote $\beta=\frac{1}{\alpha}$. With the abuse of notation, let us denote the new parameter space also as $\theta=\left(\beta, \lambda_{1}, \lambda_{2}, \lambda_{12}\right)$, where $\beta>0, \lambda_{1}>0, \lambda_{2}>0, \lambda_{12} \geq 0$. When $\beta=0$, it corresponds to the MOBE model. So one of the natural testing of hypothesis problem will be to test the following:

$$
\begin{equation*}
H_{0}: \beta=0, \quad \text { vs } \quad H_{1}: \beta>0 \tag{30}
\end{equation*}
$$

In this case since $\beta$ is in the boundary under the null hypothesis, the standard results do not work. But using Theorem 3 of Self and Liang [16], it follows that

$$
2\left(l_{W M O B E}\left(\widehat{\beta}, \hat{\lambda}_{1}, \hat{\lambda}_{2}, \widehat{\lambda}_{12}\right)-l_{M O B E}\left(\hat{\lambda}_{1}, \hat{\lambda}_{2}, \hat{\lambda}_{12}\right)\right) \longrightarrow \frac{1}{2}+\frac{1}{2} \chi_{1}^{2}
$$

Here $l_{W M O B E}(\cdot)$ and $l_{\text {MOBE }}(\cdot)$ denote the log-likelihood functions at the maximum likelihood values of WMOBE and MOBE models respectively.

## 5 Data Analysis

American Football Data Set: This data set is obtained from the American Football (National Football League) League from the matches on three consecutive weekends in 1986. The data were first published in 'Washington Post', and they are available in Csorgo and Welsch [7]. The 'seconds' in the data have been converted to the decimal points, as it has been done by Csorgo and Welsch [7], and they are presented in Table 1. In this bivariate data set ( $X_{1}, X_{2}$ ), the variable $X_{1}$ represents the game time to the first points scored by kicking the ball between goal posts and $X_{2}$ represents the 'game time' by moving the ball into the end zone.

| $X_{1}$ | $X_{2}$ | $X_{1}$ | $X_{2}$ | $X_{1}$ | $X_{2}$ |
| ---: | ---: | ---: | ---: | ---: | ---: |
|  |  |  |  |  |  |
| 2.05 | 3.98 | 5.78 | 25.98 | 10.40 | 14.25 |
| 9.05 | 9.05 | 13.80 | 49.75 | 2.98 | 2.98 |
| 0.85 | 0.85 | 7.25 | 7.25 | 3.88 | 6.43 |
| 3.43 | 3.43 | $4: 25$ | 4.25 | 0.75 | 0.75 |
| 7.78 | 7.78 | 1.65 | 1.65 | 11.63 | 17.37 |
| 10.57 | 14.28 | 6.42 | 15.08 | 1.38 | 1.38 |
| 7.05 | 7.05 | 4.22 | 9.48 | 10.35 | 10.35 |
| 2.58 | 2.58 | 15.53 | 15.53 | 12.13 | 12.13 |
| 7.23 | 9.68 | 2.90 | 2.90 | 14.58 | 14.58 |
| 6.85 | 34.58 | 7.02 | 7.02 | 11.82 | 11.82 |
| 32.45 | 42.35 | 6.42 | 6.42 | 5.52 | 11.27 |
| 8.53 | 14.57 | 8.98 | 8.98 | 19.65 | 10.70 |
| 31.13 | 49.88 | 10.15 | 10.15 | 17.83 | 17.83 |
| 14.58 | 20.57 | 8.87 | 8.87 | 10.85 | 38.07 |

Table 1: American Football League (NFL) data

The data represent the time in minutes and seconds. The variables $X_{1}$ and $X_{2}$ have the following structure: (i) $X_{1}<X_{2}$ means that the first score is a field goal, (ii) $X_{1}=X_{2}$ means the first score is a converted touchdown, (iii) $X_{1}>X_{2}$ means the first score is an unconverted touchdown or safety. In this case the ties are exact because no 'game time' elapses between a touchdown and a point-after conversion attempt. Therefore, here ties occur quite naturally and they cannot be ignored.

The data set was analyzed by Csorgo and Welsch [7] by using the Marshall-Olkin bivariate exponential model. Csorgo and Welsch [7] proposed a test procedure, where the null hypothesis is that the data are coming from the Marshall-Olkin bivariate exponential model. The test rejects the null hypothesis. They claimed that $X_{1}$ may be exponential but $X_{2}$ is not exponential. No further investigations were made. Preliminary data analysis from the scaled TTT transform of Aarset [1] indicate that the hazard functions of $X_{1}$ and $X_{2}$ cannot be constant. They are more likely to be increasing functions. It indicates that WMOBE distribution may be used to analyze this data set.

It should further be noted that the possible scoring times are restricted by the duration of the game but it has been ignored similarly as in Csorgo and Welsh [7]. Here all the data points are divided by 10 just for computational purposes. It should not make any difference in the statistical inference.

The MLEs of $\alpha, \lambda_{1}, \lambda_{2}$ and $\lambda_{12}$ are obtained by maximizing the log-likelihood function (25) with respect to the four unknown parameters and they are as follows $\widehat{\lambda}_{1}=0.5996, \widehat{\lambda}_{2}=$ $0.0346, \widehat{\lambda}_{12}=0.8639$ and $\widehat{\alpha}=2.5302$. The corresponding log-likelihood value is -85.4447. The corresponding $95 \%$ confidence intervals are ( $0.3655,0.8337$ ), ( $0.0221,0.0471$ ), ( $0.4652,1.2626$ ) and (1.4054,3.6550) respectively.

Now the natural question is how good is the fit. Unfortunately, we do not have any proper bivariate goodness of fit test for general models like the univariate case. We examine the marginals and the minimum of the marginals, definitely they provide some indication about the goodness of fit of the proposed WMOB to the given data set. We fit WE(1.7525,1.4635), $\mathrm{WE}(3.4834,0.8985)$ and $\mathrm{WE}(1.6889,1.4981)$ to $X_{1}, X_{2}$ and $\min \left\{X_{1}, X_{2}\right\}$ respectively. The parameters of the corresponding WE model are obtained from Theorem 3.3, by replacing the true values with their estimates.

The Kolmogorov-Smirnov (KS) distance between the empirical distribution function and the fitted distribution function and the associated $p$ values reported in brackets in three cases are 0.0958 ( 0.8351 ), 0.1040 ( 0.7536 ) and 0.1027 ( 0.7671 ) respectively. From the $p$ values, we cannot reject the hypotheses that $X_{1}, X_{2}$ and $\min \left\{X_{1}, X_{2}\right\}$ follow WE. We have fitted fourparameter MOBW model also to this data set. Using the same notation as in Kundu and Dey [10], we obtain the MLEs as $\widehat{\alpha}=1.2889, \widehat{\lambda}_{0}=0.5761, \widehat{\lambda}_{1}=0.4297, \widehat{\lambda}_{2}=0.0244$. The corresponding log-likelihood value is -90.4169 . Based on the log-likelihood value it is clear that WMOBE provides a better fit to this data set than MOBW model.

Now we want to perform the testing of hypothesis problem as defined in (30). We have fitted three-parameter MOBE model to this data set, and obtain the estimates of $\lambda_{0}, \lambda_{1}$ and $\lambda_{2}$ (using the same notations as in Kundu and Dey [10]) as $0.7145,0.4562$ and 0.0298 respectively. The log-likelihood value is -93.3058 , and the $p$ value of the test statistic is less than 0.0001. Therefore, we reject the null hypothesis that the data are coming from a MOBE distribution.

## 6 Conclusions

In this paper we have proposed a new singular bivariate distribution whose marginals are weighted exponential distribution recently proposed by Gupta and Kundu [9]. This singular distribution has been obtained as a hidden truncation model as of Azzalini [5]. This new fourparameter bivariate exponential distribution has explicit probability density function and the distribution function. We have derived several interesting properties of this distribution. Marshall-Olkin bivariate exponential distribution can be obtained as a limiting distribution of this model. It is observed that in some cases it may provide a better fit than the existing well known MOBE or MOBW models.

It may be mentioned that although in this paper we have proposed bivariate weighted exponential model, but similarly, weighted Marshall-Olkin multivariate exponential distribution also can be defined. Moreover, along the same line the weighted Marshall-Olkin bivariate or multivariate Weibull distribution also can be introduced. More work is needed in these direction.
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## Appendix: Expected Fisher Information Matrices

Let the Fisher information matrix be;

$$
I=-E\left[\begin{array}{cccc}
\frac{\partial^{2} l}{\partial \alpha^{2}} & \frac{\partial^{2} l}{\partial \alpha \partial \lambda_{1}} & \frac{\partial^{2} l}{\partial \alpha \partial \lambda_{2}} & \frac{\partial^{2} l}{\partial \alpha \lambda_{12}}  \tag{31}\\
\frac{\partial^{2} l}{\partial \lambda_{1} \partial \alpha} & \frac{\partial^{2} l}{\partial \lambda_{1}^{2}} & \frac{\partial^{2} l}{\partial \lambda_{1} \partial \lambda_{2}} & \frac{\partial^{2} l}{\partial \lambda_{1} \partial \lambda_{12}} \\
\frac{\partial^{2} l}{\partial \lambda_{2} \partial \alpha} & \frac{\partial^{2} l}{\partial \lambda_{2} \lambda_{1}} & \frac{\partial^{2} l}{\partial \lambda^{2}} & \frac{\partial^{2} l}{\partial \lambda_{2} \partial \lambda_{12}} \\
\frac{\partial^{2} l}{\partial \lambda_{12} \partial \alpha} & \frac{\partial^{2} l}{\partial \lambda_{12} \lambda_{1}} & \frac{\partial^{2} l}{\partial \lambda_{12} \lambda_{2}} & \frac{\partial^{2} l}{\partial \lambda_{12}^{2}}
\end{array}\right] .
$$

Now we provide all the elements of the Fisher information matrix, and for that we need the following results;

$$
P\left(X_{1}<X_{2}\right)=\frac{\lambda_{1}}{\lambda}, \quad P\left(X_{1}>X_{2}\right)=\frac{\lambda_{2}}{\lambda}, \quad P\left(X_{1}=X_{2}\right)=\frac{\lambda_{12}}{\lambda}
$$

moreover, we will be using the following notation;

$$
\begin{aligned}
& \psi(\alpha, \lambda)=\frac{\alpha+\lambda}{\lambda} \int_{0}^{\infty} \frac{x^{2} e^{-(\alpha+\lambda) x}}{\left(1-e^{-\alpha x}\right)} d x . \\
& E\left[\frac{\partial^{2} l}{\partial \alpha^{2}}\right]=-E\left[\frac{n}{(\alpha+\lambda)^{2}}-\frac{n}{\alpha^{2}}+\sum_{i \in I_{1}} \frac{X_{1 i}^{2} e^{-\lambda X_{1 i}}}{\left(1-e^{\left.-\alpha X_{1 i}\right)^{2}}\right.}+\sum_{i \in I_{2}} \frac{X_{2 i}^{2} e^{-\lambda X_{2 i}}}{\left(1-e^{\left.-\alpha X_{2 i}\right)^{2}}\right.}+\sum_{i \in I_{0}} \frac{X_{i}^{2} e^{-\lambda X_{i}}}{\left(1-e^{\left.-\alpha X_{i}\right)^{2}}\right.}\right] \\
&=-n\left[\frac{1}{(\alpha+\lambda)^{2}}-\frac{1}{\alpha^{2}}+\frac{\psi(\alpha, \lambda)}{\lambda}\left(\lambda_{1}^{2}+\lambda_{2}^{2}+\lambda_{12}^{2}\right)\right] \\
& E\left[\frac{\partial^{2} l}{\partial \lambda_{1}^{2}}\right]=-E\left[\frac{n_{1}+n_{2}}{\lambda_{1}^{2}}+\frac{n}{(\alpha+\lambda)^{2}}+\frac{n_{2}}{\left(\lambda_{1}+\lambda_{12}\right)^{2}}\right] \\
&=-n\left[\frac{\lambda_{1}+\lambda_{2}}{\lambda \lambda_{1}^{2}}+\frac{1}{(\alpha+\lambda)^{2}}+\frac{\lambda_{2}}{\lambda\left(\lambda_{1}+\lambda_{12}\right)^{2}}\right] \\
& E\left[\frac{\partial^{2} l}{\partial \lambda_{2}^{2}}\right]=-E\left[\frac{n_{1}+n_{2}}{\lambda_{2}^{2}}+\frac{n}{(\alpha+\lambda)^{2}}+\frac{n_{1}}{\left(\lambda_{1}+\lambda_{12}\right)^{2}}\right] \\
&=-n\left[\frac{\lambda_{1}+\lambda_{2}}{\lambda \lambda_{1}^{2}}+\frac{1}{(\alpha+\lambda)^{2}}+\frac{\lambda_{2}}{\lambda\left(\lambda_{1}+\lambda_{12}\right)^{2}}\right] \\
& E\left[\frac{\partial^{2} l}{\partial \lambda_{12}^{2}}\right]=-E\left[\frac{n_{1}}{\left(\lambda_{2}+\lambda_{12}\right)^{2}}+\frac{n_{2}}{\left(\lambda_{1}+\lambda_{12}\right)^{2}}+\frac{n}{(\alpha+\lambda)^{2}}+\frac{n_{0}}{\lambda_{12}^{2}}\right] \\
&=-n\left[\frac{\lambda_{1}}{\lambda\left(\lambda_{2}+\lambda_{12}\right)^{2}}+\frac{\lambda_{2}}{\lambda\left(\lambda_{1}+\lambda_{12}\right)^{2}}+\frac{1}{(\alpha+\lambda)^{2}}+\frac{1}{\lambda \lambda_{12}}\right]
\end{aligned}
$$

$$
\begin{aligned}
E\left[\frac{\partial^{2} l}{\partial \alpha \partial \lambda_{1}}\right] & =E\left[\frac{\partial^{2} l}{\partial \alpha \partial \lambda_{2}}\right]=E\left[\frac{\partial^{2} l}{\partial \alpha \partial \lambda_{12}}\right]=E\left[\frac{\partial^{2} l}{\partial \lambda_{1} \partial \lambda_{2}}\right]=-\frac{n}{(\alpha+\lambda)^{2}} \\
E\left[\frac{\partial^{2} l}{\partial \lambda_{1} \partial \lambda_{12}}\right] & =-E\left[\frac{n_{2}}{\left(\lambda_{1}+\lambda_{12}\right)^{2}}+\frac{n}{(\alpha+\lambda)^{2}}\right]=-n\left[\frac{\lambda_{2}}{\lambda\left(\lambda_{1}+\lambda_{12}\right)^{2}}+\frac{1}{(\alpha+\lambda)^{2}}\right] \\
E\left[\frac{\partial^{2} l}{\partial \lambda_{2} \partial \lambda_{12}}\right] & =-E\left[\frac{n_{1}}{\left(\lambda_{2}+\lambda_{12}\right)^{2}}+\frac{n}{(\alpha+\lambda)^{2}}\right]=-n\left[\frac{\lambda_{1}}{\lambda\left(\lambda_{2}+\lambda_{12}\right)^{2}}+\frac{1}{(\alpha+\lambda)^{2}}\right]
\end{aligned}
$$

Note that the above elements can be obtained using routine calculation as in Kundu and Gupta [11].


Figure 1: The surface plot of the absolute continuous part of the joint PDF of (12) when $\lambda_{1}=\lambda_{2}=\lambda_{12}=1$ and (a) $\alpha=0.001$, (b) $\alpha=0.5$, (c) $\alpha=5$, and (d) $\alpha=25$.

