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1. Let (12, SI, P) be a probability space and (Sln)n=al|2,... be an increasing
family of sub cr-fields of 31 (we put Sl0 = (<£, O)). Let (xn)nBllt2t... be a sequence
of bounded martingale differences on (0,21, P), that is, xn(a>) is bounded
almost surely (a.s.) and E{xn |8ln_i} = 0 a.s. for n = 1, 2, • • •. It is easily seen
that this sequence has the following properties [G] and [M], which have been
introduced by Y. S. Chow ([1]) in an analogous form and by G. Alexits ([4]),
respectively, and may be of independent interest.

[G] (xn) is a sequence of martingale differences and there exist non
negative constants cn such that for every real number t

E{exp(ton) !«„_!} ^ exp(4*2/2) a.s. (n = 1, 2 , . . •) .

For each n, the minimum of those cn is denoted by T(xn).

[M] \xn(a>)\^Kn a.s. far * = 1 ,2 , . . .

and E {xuxu • • • xik} = 0 for ix<i2< — < ik ; k = 1, 2, — .
In this note we investigate the asymptotic behavior of the weighted sums

of those random variables. In §3 we will deal with the class [M] and in §4
with the class [G] and the uniformly bounded case of martingale differences.

2. Preliminary Lemmas.

LEMMA 1. If (xn) is a sequence of random variables for which [M]
holds with Kn = 1 for all n, then for every real number t

(2. 1) E {exp It E bnkx\ j ̂  exp IX- £ blk

where (bnk)k=it 2)-«- n; n=i, 2,— is an arbitrary sequence of real numbers.

PROOF. We may assume that \bnk\ =£ 0 for k = 1, 2, • • •. Since \bnlcxk\
5g \bnk\ a.s. and the exponential function ex$(tbnkxk) is convex, we have



358 K. AZUMA

(2. 2) exv(tbnkxk) ^ cosh(^|6Bfc|) + (xk/\bnk\) sinh(t\bnk\) a.s.

Then, using the property [M], we have

•»* l )exp [t ]T bnkxk ^
\ I )

t=i ^o ( 2 w ) !

^ n fmbTk
2mm\

= e x p | ^ q.e.d.

REMARK 1. If (xn) is a sequence of martingale differences such that
\xn\ = Kn a.s. for all n, then from (2.2), we obtain

E{exp(teB) 121^} ^ cosh(*iQ a.s.

V2) a.s. for n = 1, 2, • • • .

Therefore (:rn) has the property [G] with r(xn) ^ Xn, n = 1, 2, • • •.

LEMMA 2. 7 / (xn) is a sequence of random variables for which [G]
holds with r(xn) ^ 1 , n = 1, 2, • • •, then

(2. 3)

where S"n(a>) = max

A:=l / ?

k=i

and (bk) is an arbitrary sequence of real

numbers.

PROOF. Noting that r(bnxn) = \bn\r(xn)^ \bn\9 we have

(2. 4) E Jexp It £ bkxk\\ =E jexp It E bkxk) E Jexp^M
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=£ exp (-£- g b

On the other hand we have ([2], p. 317) for a > 1

E{|S,|«},

where Sn = ]T ^.Zj., since (|5B |) is a sequence of non negative submartingale.

Then

j=o

/ t2 n \
^8exp -^ 22 bl) q.e.d.

\ z k=i / ,

3. Let (ank)k=lt 2,-~n; n=i> 2"- be a sequence of real numbers and put
n

— / a^v-Xv. and Bn =

THEOREM 1. If (xn) is a sequence of random variables for which [M]
holds with Kn = 1 for all n, then

(3-1) ^ 1 a.s.

PROOF. Supposing in Lemma 1 that ^ = (2(log M)/Bi)r and bnk — ank and
multiplying both sides by exp(— (2 + £)log n), where S > 0, we obtain

so that by the Beppo-Levi theorem
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£ exp ( f e — V r \Tn I - (2+6) log n )<oo a.s.

Hence,

l imsupfl^g^-] 2 \Tn\ -(2+£)logrc)<0 a.s.

that is,

r ITnl ^ 2±S
lim sup /Tswr—* = —o a-s-

n->oo ^ V 2B2
nlogn 2

Since £ is an arbitrary positive number, lett ing £ —> 0, we obtain (3 .1) ,
q.e.d.

COROLLARY 1. L ^ (̂ :w) ^ the same as in Theorem 1 and (a3) be a
n

sequence of positive numbers. Put An = ^ a5. If

(3. 2) aw/An = o(l/log»), An/log n \ oo as n -> oo ,

(3. 3) ( a ^ + ^ - i ^ s + — + a^VArc -> 0 as n -> oo ? #.s.

PROOF. Write a^ = ak^n^ = max afc, then 1 5^ ̂ (w) ^ w and k(n) is

increasing. If k(n) = O(l), we have by (3.2) akin^/An = o(l/logw) and if
k(n)—>oo ? then we have again

Aw A*(B) Anlogk(n) ^ J '

Hence in any case we get an/An = o(l/log n). Therefore by Theorem 1,

\anxl + - — + axxn\ ^ \anxl + • — + axxn\ J2an\ogn
A = I n V A

which 15 p(l), and we get (3,3),
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REMARK 2. In (3.3), if we consider alxl + a2x2 + • • • + anxn instead of
anxx + an^x2 + • • • + axxn, we may replace the condition (3.2) by

(3. 2)' ajAn = o(l/loglogAn), An asn->oo,

This can be established by the same way as in the proof of Theorem 3 and
we omit the proof.

REMARK 3. From Theorem 1 we find that Sn = axxx + a2x2 + • • • + anxn
1 oo

= o(log rif, when E a) < oo . For we may take an integer m such that

a) is sufficiently small and apply Theorem 1 to Sn — Sm for n> m .
j=m+l

COROLLARY 2. Let (xn) be the same as in Theorem 1 and put

(3. 4) a*= -±r E E"n-kxk+i for a > - \ , EJ = (n + ")

Then

(3. 5) limsup
)w log ^

^ 1 a.5.

PROOF. Since

n2a(n/(2cc +1)) as n

we have, taking ank — (n — k)a in Theorem 1

(3.6)
lim sup

Z0-(k/n))'xk+l

» log »
= lim sup

On the other hand ([3])

and therefore, (3.5) follows from (3.6),

a.S.

q.e.d.
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4. Let (an) be a sequence of real numbers and put Dn = I ̂ L a)f > ̂  =

• • • + ^w^n and Sn = an^i + tfn-i^ + • • • + <Zi#n •

THEOREM 2. Le£ ( :̂n) &̂  a sequence of random variables for which [G]
holds with r(xn) ^ 1 for all n. If

(4 1) al/Dl-^0, Dl->oo as n->oo

then

(4. 2) limsup
log log Dl

PROOF. Take an arbitrary positive number 8 and fix it. Next we define
the sequence (rij) of positive integers as follows : We may choose nx by (4.1)
such that

(4.3) Dl> y

(4. 4) al/Dl < -Y for n > nx.

And generally, after nu n2, • • •, nk-1 are defined we may choose nk such that

(4. 5) DSM < Dl ^ 2Z)L, < DU.

From (4.4) we get Dit ,+i/Dlt, < 2 and therefore nk is well denned. Then from
(4.4), (4.5) and (4.3),

9 4

so that

(4. 6) Dl > (4/3)fc ^ - 1, 2 , . . . .

Further, using the Tchebycheff inequality and (2.3),

\jj j
k=l \ m=nk+l
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^ f: P{max \SmI >(1 + S)V2DlloglogDl}

= 8 £ expl

By (4.5) and (4.6), the last series is dominated by

8 £ exp(-(l + 2£) log log DQ ^
k=l k=l

Where K is a positive constant. Therefore (4.2) follows immediately in virtue
of the Borel-Cantelli lemma, q.e.d.

COROLLARY 3. Let (xn) be the same as in Theorem 2 and (an) be a
sequence of positive numbers. Put An — ax + a2 + • • • + an. If

(4. 7) an/An = o(l/log log An\ An -> oo as n -* oo,

then

(4. 8) SJAn -> 0 a5 n - • oo , a .5.

This result may be proved along the same line as the proof of Theorem
2, and we omit the detail. If the condition (4.1) is satisfied, the proof may
be done as that of Corollary 1. But in general, (4.1) need not follow from
(4.7). In fact, we give an example (due to T. Tsuchikura) of sequence (an)
which satisfies the condition (4.7) but does not (4.1).

Put pn — n\ , n = l, 2, • • •. Then, since

Ipl + 2pl + • • • + np\ = (n + 1)! - 1 ,

we have

and
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Aloglog(lA + 2 A + • - • + {n - l)A_Q i2 n- l)A_Q i2

2A + • • • + (n -

Therefore, if we define (as) by a^ = A> a2 = #3 = A> #4 = #5 = 0e = A> * * * >
and generally am = pn, for 1 + 2 + • • • + (n - 1) + 1 ^ m ^ 1 + 2 + • • • + n9

we have

an

lpL + 2p2 + — + (n — l)A-i

but

• • • + npl + >̂2
n+i 2 "

REMARK 4. In [3] V.F. Gaposhkin showed that the law of iterated
logarithm of uniformly bounded independent random variables holds for the
Cesaro's summation method. In our case we follow his proof, word by word,
starting from Theorem 2 and (2.4) and then we can obtain the following
result.

If (xn) is the same as in Theorem 2 and o** {pi > 0) is in (3.4), then

\(Ta\
limsup l 1 &SV (2/(2a + l))n log log n

THEOREM 3. Let (xn) be a sequence of martingale differences such that
\xn\ = 1 a-s- and (an) be a sequence of positive increasing numbers. If

(4. 9) an/An = o(l/log log An), as n -> 00 ,

then

(4.10) ~SJAn -> 0 as n-+00, a.s.

PROOF. Give ^ > 0 and define (nj) in the previous manner, that is,

(4.11) Ani > 2(3 + a)/(6 + 6) ( > 1)
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(4.12) an/An < 8/(6 + 8) for n > nx

(4.13) an(log log An)/An < 62/64 for n > nx,

and

We will show that

(4.15) 2P{3r
BJW > {S/2)Ank} ^ P{max ^ > 8 Ani}.

For this purpose we put the event

77 r~C ^ * /r • • • ^ " < ^'V^~^>'r*l / — n -1-1 -M _J_ 9 . « . -M

and denote the conditional probability (expectation) with respect the event Fz

by P { . |F,} (E{- |F,}). We may suppose that P{FJ > 0, and then

n,+1 - SL)2 \Ft} = E

(/
= E £ (*nM-j+i ~ ai

I Y/=i

/ I \2 inM \

E as)

1ll

where we used the fact that if 1 t^i^l <j t^nk

where /(F^) is the indicator of Fb and that

ank+1-j+i ^ a z - i + i r j = 1, 2, • • • , I; ^ + 1 ^ Z

= 0 ,
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Therefore

J - 1 ) 2

hence

?{SnM> x - (€/2)Ant\Ft} ^

and consequently

J nt - (e/2)AB.}

{5;M > €An.
l=nk+l

Thus, (4.15) has been shown. From (4.15), (2.4), (4.14) and (4.13),

(4.16) J2 P [max Sn > eAnt] ^ 2 ^ P {Snitl > (S/2)Ank]

A ; = l

On the other hand, from (4.11), (4.12) and (4.14) we obtain

In conjunction with (4.16) this gives
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JZ P{max Sn >8Ant] ^C f ) (l/kf <oo ,
k=l n>c<n^nk+1 k=±

where C is a positive constant. By the same way we can obtain

5 :P{minS B <-€A n J <oo,
k=1 nk<n^nk+i

and therefore (4.10) holds in virtue of the Borel-Cantelli lemma, q.e.d.
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