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Abstract

We prove well-posedness for the three-dimensional compressible Euler equa-
tions with moving physical vacuum boundary, with an equation of state given by
p(p) = C,p¥ for y > 1. The physical vacuum singularity requires the sound
speed ¢ to go to zero as the square-root of the distance to the moving boundary,
and thus creates a degenerate and characteristic hyperbolic free-boundary system
wherein the density vanishes on the free-boundary, the uniform Kreiss—Lopatinskii
condition is violated, and manifest derivative loss ensues. Nevertheless, we are able
to establish the existence of unique solutions to this system on a short time-inter-
val, which are smooth (in Sobolev spaces) all the way to the moving boundary,
and our estimates have no derivative loss with respect to initial data. Our proof
is founded on an approximation of the Euler equations by a degenerate parabolic
regularization obtained from a specific choice of a degenerate artificial viscosity
term, chosen to preserve as much of the geometric structure of the Euler equations
as possible. We first construct solutions to this degenerate parabolic regularization
using a higher-order version of Hardy’s inequality; we then establish estimates for
solutions to this degenerate parabolic system which are independent of the artificial
viscosity parameter. Solutions to the compressible Euler equations are found in the
limit as the artificial viscosity tends to zero. Our regular solutions can be viewed
as degenerate viscosity solutions. Our methodology can be applied to many other
systems of degenerate and characteristic hyperbolic systems of conservation laws.
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1. Introduction

1.1. The Compressible Euler Equations in Eulerian Variables

For 0 <t < T, the evolution of a three-dimensional compressible gas moving
inside of a dynamic vacuum boundary is modeled by the one-phase compressible
Euler equations:

pluy +u - Dul+ Dp(p) =0 in (1), (1.1a)
pr + div(pu) =0 in (1), (1.1b)

p=0 on I'(t), (1.1¢)

V() =u-n(t) (1.1d)

(p,u) = (po, up) on £2(0), (1.1e)

£2200) = 2. (1.1f)

The open, bounded subset £2(r) C R3 denotes the changing volume occupied by
the gas, I"(¢) := 052 (¢) denotes the moving vacuum boundary, V(I"(¢)) denotes the
normal velocity of I"(¢), and n(¢) denotes the exterior unit normal vector to I”(¢).
The vector-field u = (uy, uz, u3) denotes the Eulerian velocity field, p denotes the
pressure function, and p denotes the density of the gas. The equation of state p(p)
is given by

p(x,1)=Cy p(x, )V for y >1, (1.2)
where C), is the adiabatic constant which we set to unity, and
p>01in £2(t) and p =0 on I'(z).

Equation (1.1a) is the conservation of momentum; (1.1b) is the conservation of
mass; the boundary condition (1.1c) states that the pressure (and hence the density
function) vanish along the moving vacuum boundary I"(¢); (1.1d) states that the
vacuum boundary I"(¢) is moving with speed equal to the normal component of the
fluid velocity, and (1.1e)—(1.1f) are the initial conditions for the density, velocity,
and domain. Using the equation of state (1.2), (1.1a) is written as

plu; +u - Dul+ Dp¥ =0 in 2(1). (1.1a%)
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1.2. Physical Vacuum

With the sound speed given by ¢ := +/dp/9dp and N denoting the outward unit
normal to the initial surface I”, satisfaction of the condition
8C(2)
— <0 onrl’ (1.3)
oN
defines a physical vacuum boundary (see [20,23-26,43]), where ¢y = c|;=o denotes
the initial sound speed of the gas.
The physical vacuum condition (1.3) is equivalent to the requirement that

-1
8,08)/

oN

<0 onT, (1.4)

a condition necessary for the gas particles on the boundary to accelerate. Since
po > 01in £2, (1.4) implies that for some positive constant C and x € £2 near the
vacuum boundary I,

py ' (x) = Cdist(x, I). (1.5)

Because of condition (1.5), the compressible Euler system (1.1) is a degenerate
and characteristic hyperbolic system which violates the uniform Kreiss—Lopatin-
skii condition [17] because of resonant wave speeds at the vacuum boundary for the
linearized problem; it may be that the methods which have already been developed
for symmetric hyperbolic conservation laws whose linearization is only weakly
well-posed would be extremely difficult to implement for this problem, wherein
the degeneracy of the vacuum creates further difficulties for the linearized esti-
mates. The moving boundary is characteristic because of the evolution law (1.1d),
and the system of conservation laws is degenerate because of the appearance of the
density function as a coefficient in the nonlinear wave equation which governs the
dynamics of the divergence of the velocity of the gas. In turn, weighted estimates
show that this wave equation indeed loses derivatives with respect to the uniformly
hyperbolic non-degenerate case of a compressible liquid, wherein the density takes
the value of a strictly positive constant on the moving boundary [6]. We provide a
brief history of results in this area in Section 1.9 below.

We note that with a faster rate of degeneracy of the density function, such as,
for example, dist(x, F(t))b for b = 2,3, ...., the analysis becomes significantly

y—1
Py D i bounded for all x € £2. This bound

N e

makes it possible to readily control error terms in energy estimates, and in effect
removes the singular behavior associated with the physical vacuum condition (1.5).
On the other hand, if p¥ ~! tends to zero like dist(x, I"(¢))? forb =2, 3, .. .., then
the gas cannot accelerate into vacuum.

easier; for instance, if » = 2, then

1.3. Fixing the Domain and the Lagrangian Variables on 2

We transform the system (1.1) into Lagrangian variables. We let (x, t) denote
the “position” of the gas particle x at time ¢. Thus,
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on=uonfort >0 and n(x,0) =x,
where o denotes composition so that [u o n](x, 1) := u(n(x, 1), t). We set

v = u o n (Lagrangian velocity),

f = p o n (Lagrangian density),

A= [Dr]]_1 (inverse of deformation tensor),
J = det Dn (Jacobian determinant),

a = J A (transpose of cofactor matrix).

Using Einstein’s summation convention defined in Section 2.5 below, and using
the notation F,; to denote %, the krh-partial derivative of F for k = 1, 2, 3, the
Lagrangian version of equations (1.1a)—(1.1b) can be written on the fixed reference
domain £2 as

fol+AKfY =0 in 2 x (0, T], (1.6a)
fi+ fAIV =0 in 2 x (0, T, (1.6b)
f=0 in 2 x (0, T, (1.6¢)

(fsv,m) = (po, uo,e) in 2 x {t =0}, (1.6d)

where e(x) = x denotes the identity map on £2.
Since J; = JA/v',; and since J(0) = 1 (since we have taken 5(x, 0) = x), it
follows that

f=poJ ", (1.7)

so that the initial density function pp can be viewed as a parameter in the Euler
equations. Let I := 9£2 denote the initial vacuum boundary. Using the fact that
Af.‘ =J! af‘, we write the compressible Euler equations (1.6) as

pov; +af (o) J )k =0 in 2 x (0, T}, (1.82)
(n,v) = (e,up) in 2 x {r =0, (1.8b)
oy =0 on T, (1.8¢)

with ,og_l(x) > Cdist(x, I') for x € 2 near I'.

1.4. Setting y =2

We will begin our analysis for the case that y = 2, and in Section 11, we will
explain the modifications required for the case of general y > 1.
With y set to 2, we thus seek solutions 7(¢) to the following system:

povt +ak (o). =0 in 2 x(0,T], (1.92)
(m,v) = (e, up) on £2 x {t =0}, (1.9b)
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po=0 on I, (1.9¢)

with pg(x) = Cdist(x, I') for x € §2 near I'.
The equation (1.9a) is equivalent to

vl +24%(po ) =0, (1.10)
and (1.10) can be written as
vl 4 poak J 72k 42p0,k ak T2 = 0. (1.11)

Because of the degeneracy caused by pg = 0 on I, all three equivalent forms of the
compressible Euler equations are crucially used in our analysis. The equation (1.9a)
is used for energy estimates, while (1.10) is used for estimates of the vorticity, and
(1.11) is used for additional elliptic-type estimates used to recover the bounds for
normal derivatives.

1.5. The Reference Domain §2

To avoid the use of local coordinate charts necessary for arbitrary geometries,
and to simplify our exposition, we will assume that the initial domain at time # = 0
is given by

2=T2x(0,1),
where T? denotes the 2-torus and is identified with the unit square with periodic
boundary conditions. This permits the use of one global Cartesian coordinate sys-

tem. At t = 0, the reference vacuum boundary is comprised of the bottom and top
of the domain £2 so that

I' ={x3=0}U{x3 =1}
Then, according to the evolution law for the moving vacuum boundary I"(¢)
given by (1.1d), we have that
re) =n@)I).

(We will sometimes write (¢, I") to denote n(¢)(1").) Hence, solving (1.9) for n(z)
(and v(¢) = n,(¢)) completely determines the motion and regularity of the moving
vacuum boundary I"(z).

1.6. The Higher-Order Energy Function for the Case y = 2

The physical energy | o [% polv|> + ,ogJ _l]dx is a conserved quantity, but is
far too weak for the purposes of constructing solutions; instead, we consider the
higher-order energy function

4

E@®) = D [ 1020013 + 1007*5* = Dn(0) 11§ + 1 /od* 700 IF]
a=0
+| curl, v(®)[13 + | pod* curl, v()|I3, (1.12)

il

where § = (a%l, E) and curl, v = [curl u] o 1. Section 2 explains the notation.
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We also define My = P(E(0)), where P denotes a polynomial function of its
argument.

While the higher-order energy function E (¢) is not conserved, we will construct
solutions to (1.9) for which sup, (o 71 E(7) remains bounded whenever T > 0 is
taken sufficiently small; the bound depends only on E (0).

1.7. Main Result

Theorem 1. (Existence and uniqueness for the case y = 2) Suppose that
po € H*(82), po(x) > 0forx € 2, po = 0on I, and py satisfies (1.5). Further-
more, suppose that u is given such that My < oo. Then there exists a solution to
(1.9) (and hence to (1.1)) on [0, T] for T > 0 taken sufficiently small, such that

sup E(t) < 2My.
1€[0,T]

In particular, the flow map n € L>(0, T; H*($2)) and the moving vacuum bound-
ary I'(t) is of Sobolev class H>".
Moreover if the initial data satisfy

5
> [102n )13, + 10037 Dn O3, + I1V/PoD* 070 O)I3
a=0
+|l curl, v(0) |7 + |l p0d° curl, v(0) |5 < oo, (1.13)

then the solution is unique.
Remark 1. The case of arbitrary y > 1 is treated in Theorem 4 below.

Theorem 1 also covers the two-dimensional case that £2 C R”. We established
the analogous result in one dimension in [10]. We note that by using a collection
of local coordinate charts, we could modify our proof to allow for arbitrary initial
domains £2, as long as the initial boundary is of Sobolev class H3-.

The multidimensional physical vacuum problem is not only a characteristic
hyperbolic system, but is also degenerate because the density function vanishes
on the boundary I". In one dimension, the two characteristic curves of the isen-
tropic system intersect with the moving vacuum boundary I"(¢) tangentially; this
triple point of intersection is suggestive of singular behavior. While the degeneracy
produces “honest” derivative loss with respect to uniformly hyperbolic systems,
we develop a methodology based on nonlinear estimates which provides us with
a priori control of smooth solutions which do not suffer from the derivative loss
phenomenon (see [7] for the a priori estimates to this problem). As we will outline
below, our method for constructing smooth solutions does not rely on lineariza-
tion, Kreiss—Lopatinskii theory, or the Nash—-Moser iteration scheme, but rather
on a carefully chosen nonlinear approximation to the characteristic and degener-
ate Euler equations, which preserves a great deal of the nonlinear structure of the
original system.
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1.8. History of Prior Results on the Analysis of Multidimensional
Free-Boundary Euler Problems

1.8.1. The Incompressible Setting There has been a recent explosion of interest
in the analysis of the free-boundary incompressible Euler equations, particularly in
irrotational form, that has produced a number of different methodologies for obtain-
ing a priori estimates. The accompanying existence theories have relied mostly on
the Nash—Moser iteration to deal with derivative loss in linearized equations when
arbitrary domains are considered, or on complex analysis tools for the irrotational
problem with infinite depth. We refer the reader to [1,9,19,21,32,34,41,42,45],
and [46] for a partial list of papers on this topic.

1.8.2. The Compressible Setting The mathematical analysis of moving hyper-
surfaces in the multidimensional compressible Euler equations is essential for the
understanding of shock waves, vortex sheets or contact discontinuities, as well as
phase transitions such as the motion of gas into the vacuum state considered herein.

The stability and regularity of the multidimensional shock solution was initiated
in [28] and extensively studied by [12—-14], and [31] (see the references in these
articles for a more extensive bibliography). The shock wave problem is non-char-
acteristic on the boundary and, in fact, produces the so-called dissipative boundary
conditions, and satisfies the uniform Kreiss—Lopatinskii condition. Even so the
methodologies employed produce derivative loss with respect to initial data.

More delicate than the non-characteristic case, the characteristic boundary case
is encountered in the study of vortex sheet or current vortex sheet problems. This
class of problems has been studied by [2,4,5,37,39] and others, and has the rel-
ative disadvantage of violating the uniform Kreiss—Lopatinskii condition, which
produces derivative loss in the linearization, similar to that experienced by many
authors in the incompressible flow setting (both irrotational flows and flows with
vorticity).

1.9. History of Prior Results for the Compressible Euler Equations
with Vacuum Boundary

The physical vacuum free-boundary problem, also described as the physical
vacuum singularity, has a rich history, as well as a great deal of renewed interest
(see [40]).

Some of the early developments in the theory of vacuum states for compressible
gas dynamics can be found in [20,26]. We are aware of only a handful of previous
theorems pertaining to the existence of solutions to the compressible and undamped
Euler equations' with a moving vacuum boundary. In [29], compactly supported
initial data were considered, and the compressible Euler equations were treated as

! The parabolic free-boundary viscous Navier—Stokes equations do not experience the
same sort of analytical difficulties as the compressible Euler equations, so we do not focus
on the viscous regime in this paper. We refer the reader to [15,27,30], and [33] for the
analysis of the corresponding viscous system.



522 DANIEL COUTAND & STEVE SHKOLLER

a PDE set on R3 x (0, T']. Unfortunately, with the methodology of [29], it is not
possible to track the location of the vacuum boundary (nor is it necessary); never-
theless, an existence theory was developed in this context by a variable change that
permitted the standard theory of symmetric hyperbolic systems to be employed, but
the constraints on the data were too severe to allow for the evolution of the physical
vacuum boundary.

Existence and uniqueness for the three-dimensional compressible Euler equa-
tions modeling a liquid rather than a gas were established in [22]. As discussed
in [6], for a compressible liquid, the density p = A > 0 is assumed to be a
strictly positive constant on the moving vacuum boundary I"(¢) and p is thus uni-
formly bounded from below by a positive constant. As such, the compressible liquid
provides a uniformly hyperbolic, but characteristic, system. Lagrangian variables
combined with Nash—Moser iteration was used in [22] to construct solutions. More
recently, [38] provided an alternative proof for the existence of a compressible
liquid, employing a solution strategy based on symmetric hyperbolic systems com-
bined with Nash—Moser iteration, but as stated in Remark 2.2 of that paper, the
y-gas law equation-of-state p = p? cannot be used.

In the presence of damping, and with mild singularity, some existence results of
smooth solutions are available, based on the adaptation of the theory of symmetric
hyperbolic systems. In [24], a local existence theory was developed for the case that
¢® (with 0 < o < 1) is smooth across I", using methods that are not applicable to
the local existence theory for the physical vacuum boundary. An existence theory
for the small perturbation of a planar wave was developed in [43]. See also [25]
and [44], for other features of the vacuum state problem.

In the one-dimensional setting, recently, the authors of [16] have established
existence and uniqueness using weighted Sobolev norms for their energy estimates.
From these weighted norms, the regularity of the solutions cannot be directly deter-
mined. Letting d denote the distance function to the boundary 97, and letting || - ||o
denote the L?(£2)-norm, an example of the type of bound that is proved for their
rescaled velocity field « in [16] is the following:

Id wll? + 1d ux I3 + ld uy 4 2033+ 1d trx + 205 —2d 7 uyll3
11 thyrx + Atry —A4d 7 i ||3 < 00, (1.14)

This bound is obtained from their paper by considering the case y = 3, k = 1, and
making the assumption that ¢ = & (using the variable terminology of their paper),
which is certainly true near the boundary. The problem with inferring the regularity
of u from this bound can already be seen at the level of an H'!(§2) estimate. In par-
ticular, the bound on the norm ||d uy + 2u, ||% implies a bound only on ||d u ||(2)
and |Juy ||% if the integration by parts on the cross-term,

4/duxxuxdx :_Z/dx |Mx|2dx1
1 1

can be justified, which in turn requires having better regularity for u, than the a
priori bounds provide. Any methodology which seeks regularity in (unweighted)
Sobolev spaces for solutions must contend with this type of issue.
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We overcame this difficulty in one dimension [10] by constructing (sufficiently)
smooth solutions to a degenerate parabolic regularization and consequently avoid-
ing this sort of integration-by-parts difficulty. Our solution strategy in [10] was
based on a one-dimensional version of Hardy’s inequality (in higher-order form).
In this paper, we extend our ideas to the multidimensional setting.

1.10. Outline of the Paper and our Methodology

Section 2 defines the notation used throughout the paper. In Section 3, we state
Hardy’s inequality (in higher-order form) for functions on §2 that vanish on I"; this
inequality is of fundamental importance to our strategy for constructing solutions.
In this section, we also state a lemma on k-independent estimates for equations
kf: + f = g, which will be of great use to us in the elliptic-type estimates that we
shall employ for bounding normal derivatives. We end this section with a standard
weighted embedding into standard Sobolev spaces. Section 4 defines the Lagrang-
ian curl and divergence operators. In Section 5, we provide basic differentiation
rules for the Jacobian determinant J and cofactor matrix a, and state the basic
geometric and relevant analytical properties of the cofactor matrix. Section 6 pro-
vides some well-known elliptic estimates based on the Hodge decomposition of
vector fields, as well as some basic trace estimates for the normal and tangential
components of vectors fields in Lz(.Q).

In Section 7, we introduce the degenerate parabolic approximation (7.2) to
the compressible Euler equations (1.9), which takes the form py vf + af (,o%] 2k
K 0y [af‘ (,oSJ Ry ] = 0, where « > 0 denotes the artificial viscosity parameter,
and with the special choice of the degenerate parabolic operator k 9; [af‘ ( ,05 I ],
which preserves a majority of the geometric structure of the Euler equations. In par-
ticular, the structures of the energy estimates for the horizontal space derivatives,
as well as time derivatives, are essentially preserved, the elliptic-type estimates for
vertical (or normal) derivatives are kept intact, while the estimates for vorticity
are not exactly preserved, but can still be obtained by employing some additional
structural observations.

Section 8 is devoted to the construction of solutions to the degenerate parabolic
k-problem (7.2) on a time interval [0, 7, ], where T, may a priori approach zero as
k — 0. The one-dimensional version of the parabolic «-problem has been studied
by us in [10] and also in [11] in the context of the Wright-Fisher diffusion arising
in mathematical biology.

The construction of solutions in the three-dimensional setting is significantly
more challenging. Our approach is to (1) compute the Lagrangian divergence of
the «-problem to find a nonlinear degenerate parabolic equation for pg div, v, (2)
compute the Lagrangian curl of the x-problem to find the evolution equation for
curl, v, and (3) to consider the vertical (or normal) component of the trace of the
«-problem on the boundary I', and find an evolution equation for v3. We then
linearize these three evolution equations and obtain a solution to the linearized
problem via an additional approximation scheme, which requires us to horizontally
smooth the linearized boundary evolution PDE for v3, using convolution opera-
tors on I". We find a fixed-point to this horizontally smoothed problem using the
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contraction mapping principle, and then perform energy estimates to find a solution
on a time-interval which is independent of the horizontal convolution parameter.
An additional contraction mapping argument is then made to find a solution of
the nonlinear «-problem. One of the serious subtleties of our analysis involves the
solution and regularity of the degenerate parabolic equation for the pg div;, v.

In Section 9, we establish « -independent estimates for the solutions that we have
constructed to the x-problem (7.2). This is done by a combination of energy esti-
mates for the horizontal and time-derivatives of 7(¢), which rely on the determinant
structure of the Euler equations in Lagrangian variables, followed by elliptic-type
estimates that give bounds on the vertical derivatives of n(¢) and its time-derivatives.

Section 10 uses these k-independent estimates to construct a solution to the
compressible Euler equations as a limit of the sequence of parabolic solutions as
k — 0. Uniqueness is proven as well.

Finally, in Section 11, we describe the modifications which are necessary for
the case of general y > 1.

The methodology developed for the multidimensional compressible Euler equa-
tions with physical vacuum singularity is somewhat general, and can be applied to
a host of other degenerate and characteristic hyperbolic systems of conservation
laws such as the equations of magneto-hydrodynamics.

1.11. Generalization of the Isentropic Gas Assumption

The general form of the compressible Euler equations in three space dimensions
is the 5 x 5 system of conservation laws

plu; +u - Du]l + Dp(p) =0, (1.15a)
pr + div(pu) =0, (1.15b)
(p&); + div(pu€ + pu) =0, (1.15¢)

where (1.15a), (1.15b) and (1.15c) represent the respective conservations of
momentum, mass, and total energy. Here, the quantity & is the sum of contributions
from the kinetic energy %|u|2, and the internal energy e, that is, € = %Iul2 +e.
For a single phase of compressible liquid or gas, e becomes a well-defined function
of p and p through the theory of thermodynamics, e = e(p, p). Other interesting
and useful physical quantities, the temperature 7' (o, p) and the entropy S(p, p) are
defined through the following consequence of the second law of thermodynamics

T dS =de— L dp.
0

For ideal gases, the quantities e, T, S have the explicit formulae:
p T
ply—1D  y—1
T(p.p) ="
0

e(p, p) =

p=2e5p”, y>1, constant.
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In regions of smoothness, one often uses velocity and a convenient choice of two
additional variables among the five quantities S, 7, p, p, e as independent vari-
ables. For the Lagrangian formulation, the entropy S plays an important role, as it
satisfies the transport equation

S+ @w-D)S=0,

and as such, S o n = Sy, where Sp(x) = S(x,0) is the initial entropy function.
Thus, by replacing f with e5°" pg J ™7, our analysis for the isentropic case naturally
generalizes to the 5 x 5 system of conservation laws.

2. Notation and Weighted Spaces

2.1. The Gradient and the Horizontal Derivative

The reference domain 2 is defined in Section 1.5. Throughout the paper the
symbol D will be used to denote the three-dimensional gradient vector

ad ad d
D={— SR K
0x1 0x2 Jx3

and we shall let  denote the horizontal derivative § = (-2, -2

2.2. Notation for Partial Differentiation

oF
oxy *

The kth partial derivative of F' will be denoted by F,; =
2.3. The Divergence and Curl Operators
We use the notation div V for the divergence of a vector field V on £2:
divv =V 4+Vvi,+V3i;s,
and we use curl V to denote the curl of a vector V on £2:
curl V= (V32 =V23, Vi =V, v, vl ).
Throughout the paper, we will make use of the permutation symbol

1, even permutation of {1, 2, 3},
&ijk = 1 —1, odd permutation of {1, 2, 3}, 2.1)
0, otherwise.

This allows us to write the ith component of the curl of a vector-field V as
[curl V]; = Sijka,j or equivalently curl V = s.jka,j

which agrees with our definition above, and is notationally convenient.
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We will also define the Lagrangian divergence and curl operators as follows:
div, W = AW}, (2.2)
curl, W = e AT WH,,.. (2.3)
In the sequel we shall also use the notation divj; and curlj; to mean the operations
defined by (2.2) and (2.3), respectively, with A = [Dﬁ]*1 replacing A.
Finally, we will make use of the two-dimensional divergence operator div - for

vector-fields F on the two-dimensional boundary I:

divp F=F', | +F?,. (2.4)

2.4. Sobolev Spaces on §2

For integers k = 0, we define the_SoboleV space H* (£2) (Hk(.Q; R3)) to be the
completion of the functions in C*°(£2) := C*® (T? x [0, 1) (namely the functions
in C ""(]R2 x [0, 1]) which are 1-periodic in the directions e; and ;) in the norm

172 1/2

lulle = Z/Q|D“u(x)|2dx = /(01)3|D“u(x)|2dx ,

la] <k la] <k

for a multi-index a € Zi, with the standard convention that |a| = a; + a> + a3.
For real numbers s = 0, the Sobolev spaces H* (£2) and the norms || - || are defined
by interpolation. We will write H*(£2) instead of H*(£2; R?) for vector-valued
functions.

Our analysis will often make use of the following subspace of H'!(£2):

Hi(2)={ue H'(2) : u=0 onT, (x1,x2)  u(xy, x,-) is 1-periodic },

where, as usual, the vanishing of u on I” is understood in the sense of trace.
We will, on occasion, also refer to the Banach space W' (£2) consisting of
L°°(£2) functions whose weak derivatives are also in L°(£2).

2.5. Einstein’s Summation Convention

Repeated Latin indices i, j, k, etc., are summed from 1 to 3, and repeated Greek

. . 2
indices «, B, ¥, etc., are summed from 1 to 2. For example, F,;; := > i=13 %,
’ 1 1
i B O3 2 2 9F yap dG!
andF,aI 'SG B = Ei:l Ea:l 2'321 m[ ’Bm

2.6. Sobolev Spaces on I”

For functions u € H*(I"), k = 0, we set
1/2

uli = Z/Fyéauoc)ﬁdx ,

lor| Sk

for amulti-index o € Zi. Forreal s = 0, the Hilbert space H* (I') and the boundary
norm | - |y is defined by interpolation. The negative-order Sobolev spaces H ¥ (I")
are defined via duality: forreal s = 0, H=5(I'") := [H*(I")].



Free-boundary Three-Dimensional Compressible Euler Equations 527

2.7. Notation for Derivatives and Norms

Throughout the paper, we will use the following notation:

a ] a
D = three-dimensional gradient vector = { —, —, — |,
dx1 0xp Jdx3

9 = two-dimensional gradient, horizontal derivative = (i, i) ,
ax 1 8x2
div = three-dimensional divergence operator,

div,, = three-dimensional Lagrangian divergence operator,

curl = three-dimensional curl operator,
curl, = three-dimensional Lagrangian curl operator,

divyr = two-dimensional divergence operator,
Il - lIs = H®(£2)interior norm,

| - |s = H*(I") boundary norm.

2.8. The Outward Unit Normal to I
Weset N =(0,0,1)on{x3 =1}and N = (0,0, —1) on {x3 = 0}. We use the

standard basis on R3 : e1 =(1,0,0), e2 = (0,1,0) and e3 = (0,0, 1).

3. A Higher-Order Version of Hardy’s Inequality and Some Useful Lemmas

We will make fundamental use of the classical Hardy inequality, which we
employ in the context of higher-order derivatives.

Lemma 1. (Hardy’s inequality in higher-order form) Let s = 1 be a given integer;
and suppose that

u e H (2)N Hy(2).

Ifd(x) > Oforx € $2,d € H (2), r = max(s — 1, 3), and d is the distance
function to I' near I, then g e g (£2) and

< Cllulls. (3.1)

He
Proof. Given the assumptions on d(x), it is clear that (3.1) holds on all interior
regions, and so on all open subsets w C §2. We thus need to prove only that this
inequality holds near the boundary I", wherein the function d coincides with x3
near {x3 = 0} and with 1 — x3 near {x3 = 1}. The proof is identical to that given
for Lemma 3.1 in [10].
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3.1. k-Independent Elliptic Estimates

In order to obtain estimates for solutions of our approximate «-problem (7.2)
defined below in Section 7, which are independent of the regularization parameter
k , we will need the following Lemma, whose proof can be found in Lemma 1,
Section 6 of [8]:

Lemma 2. Letk > Oand g € L*°(0, T; H°(£2))) be given, and let f € HY 0, T;
H*(82)) be such that

f+kfr=g in(0,T)x £2.
Then,

I fllze,7:ms 2y = C max{[| f(O)ls, llgll,7:Hs(2))}-

In practice, f will usually denote L(V), where L is some nonlinear (possibly
degenerate) elliptic-type operator and V is some combination of space and time
derivatives of n(z).

3.2. The Embedding of a Weighted Sobolev Space

The derivative loss inherent to this degenerate problem is a consequence of the
weighted embedding we now describe.

Using d to denote the distance function to the boundary I”, and letting p = 1 or
2, the weighted Sobolev space H;,, (£2), with norm given by [f_Q d(x)/’(lF(x)l2 +

1
|IDF(x)|?)]? forany F € H},(2), satisfies the following embedding:
HL,(2)— H'"5 ()
dr :
Therefore, there is a constant C > 0 depending only on 2 and p, such that
IFIf_,psC / dx)?(|F@)* + [DF (x)[) dx. (32)
Q

See, for example, Section 8.8 in KUFNER [18].

4. The Lagrangian Vorticity and Divergence

We use the permutation symbol (2.1) to write the basic identity regarding the
ith component of the curl of a vector field u:

(Curl M),' = sijkuk,j .
The chain rule shows that

(curl u); (1) = eijiAGv" s
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Using our definition (2.3) of the Lagrangian curl operator curl,, we write
[eurl, v]; := e A" . (4.1)
Taking the Lagrangian curl of (1.10) yields the Lagrangian vorticity equation
8kj,-Aj~ vf,s =0, or curl,v =0. 4.2)
Similarly, the chain-rule shows that div u(n) = Alj vl j» and according to (2.2),
div, v = AJv' ;. 4.3)
5. Properties of the Determinant J, Cofactor Matrix a, Unit
Normal 7, and a Polynomial-Type Inequality

5.1. Differentiating the Jacobian Determinant

The following identities will be useful to us:

_ _on"
0J =ad 3ns (horizontal differentiation ), (5.1)
X
Jovt . .. .
0tJ =a, s (time differentiation using v = 7). (5.2)
X

5.2. Differentiating the Cofactor Matrix

Using (5.1) and (5.2) and the fact that a = J A, we find that

_ _on"
dak =3 a—”s J ' alaf — afa¥] (horizontal differentiation), (5.3)
x
P L R S : ot :
oa; = ﬁ‘] la,a; —a;a,] (time differentiation usingv = n,). (5.4)

5.3. The Piola Identity

It is a fact that the columns of every cofactor matrix are divergence-free and
satisfy

ak = 0. (5.5)
The identity (5.5) will play a vital role in our energy estimates. (Note that we use

the notation cofactor for what is commonly termed the adjugate matrix, or the
transpose of the cofactor.)
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5.4. A Geometric Identity Involving the Curl Operator
Lemma 3.
dak.;al = [ourlcurlv]* + " (J—l[a;af —a’aklal — 836k — agaf]aj)
40", (Jfl[afa{c — aisaf]),j aij.

The structure of the right-hand side will be very important to us: the curl structure of
the first term will be crucially used in order to construct solutions; the second term
can be made small by virtue of the fact that J~! [aﬁal{‘ —ajaflal —[858F —5¢8515]
can be made small for short time; the third term is lower-order with respect to the
derivative count on v and can be made small using the fundamental theorem of
calculus.

Proof of Lemma 3. Using the identity (5.4), we see that
P L . L ,
dat,jal =05 I alak —afaFlal + " (J Yasak - aisaf]),j al.

Adding and subtracting [} 6;‘ —6; 8k18 lj ,and using the identity curl curl = D div —A
yields the result. O

5.5. Geometric Dentities for the Surface n(t)(I")

The vectors 1, for « =1, 2 span the tangent plane to the surface I" () =n(t)(I")
in R3, and

7,1 n,2 n,1 X1,2
T = —, T .= —— and ni= —
.1 xn,2]

Il .2l

are the unit tangent and normal vectors, respectively, to I".
Let gup = n,o 'n,p denote the induced metric on the surface I'; then det
g =n.1 xn,2 | so that

Jgn =mn,1xn.2,

where we will use the notation ,/g to mean 4/det g.
By definition of the cofactor matrix, the row vector

\ n”an’o—ndinta .
a=|nanta—ntand, |, and Vg =la;|. (5.6)
n'1n?o—nlanta
It follows that

n=a/\g. (5.7)
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5.6. A Polynomial-Type Inequality

For a constant My = 0, suppose that f(r) = 0, r — f(¢) is continuous, and
fora =1 or %

f(@®) = Mo+1* P(f(1)), (5.8)

where P denotes a polynomial function. Then for r = 0 taken sufficiently small
(independently of the function f = 0 satisfying (5.8)), we have the bound

f(t) = 2M,.

This type of inequality arises in a natural way in the analysis of quasilinear hyper-
bolic systems (see for instance [8]), and can be viewed as a generalization of
standard nonlinear Gronwall inequalities. We will make use of this inequality often
in our subsequent analysis.

6. Trace Estimates and the Hodge Decomposition Elliptic Estimates

The normal trace theorem provides the existence of the normal trace w - N of
a velocity field w € L?(£2) with divw € L?(£2) (see, for example, [36]). For our
purposes, the following form is most useful: if dw € L2(£2) with divw € L*(£2),
then dw - N exists in H °(I") and

13w N2 o5y < CLIBWI2 g + Idivnl3a g 6.1)

for some constant C independent of w. In addition to the normal trace theorem, we
have the following

Lemma 4. Let dw € LZ(Q) so that curlw € Lz(.Q), and let Ty, T, denote the unit
tangent vectors on I, so that any vector field u on I' can be uniquely written as
u®Ty,. Then

13 Tl oy < C[100122 ) + lourlwldag ] @ =12 (62)

for some constant C independent of w.

See [3] for the proof. Combining (6.1) and (6.2),
1wl o5y < C| 18wy + Idivioll gy + leurlwl 2| (63)

for some constant C independent of w.
The construction of our higher-order energy function is based on the following
Hodge-type elliptic estimate:
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Proposition 1. For an H" domain 2, r = 3, if F € L*(2;R3? with
cul F e H\(Q;R3), divF € H*"'(2), and F - NI € H3(I') for
1 £ s < r, then there exists a constant C > 0 depending only on $2 such that

IFls <C (IIFllo + llcurl Flly—1 + || div Flls—1 + |9F - NIS_%) ;

_ ) - 6.4)
1F Il < € (IFllo + lleurl Fllg—y + 1 div Flls—y + 32, 10F - Tul,_3)
where N denotes the outward unit-normal to I, and T, are tangent vectors for
oa=1,2

These estimates are well-known and follows from the identity — A F = curl curl F —
Ddiv F'; a convenient reference is TAYLOR [35].

7. An Asymptotically Consistent Degenerate Parabolic « -Approximation
of the Compressible Euler Equations in Vacuum

In order to construct solutions to (1.9), we will add a specific artificial viscosity
term to the Euler equations that preserves much of the geometric structure of the
Euler equations, which is so important for our estimates, and which produces a
degenerate parabolic approximation, which we term the approximate «-problem.

7.1. Smoothing the Initial Data

For the purpose of constructing solutions, we will smooth the initial veloc-
ity field ug. We will also smooth the initial density field py while preserving the
conditions that p(x) > 0 for x € £2, po = 0 on I', and that pg satisfies (1.5)
near I".

For 9 > 0,1et0 < gy € C° (IR?) denote the standard family of mollifiers with
spt(op) C B(0, ¥), and let £ denote a Sobolev extension operator mapping from
H’(£2) to H*(T? x R) for s > 0.

We set ug = oy * Eo(ugp), so that for ¥ > 0, ug € C™(£2). The smoothed
initial density function pg is defined as the solution of the fourth-order elliptic
equation

A%p = 0y * Ea (A% po) in £, (7.1a)
pd =0 on I, (7.1b)
apl 9
9o _ p, %P0 onT, (7.1¢)
IN IN
(x1, x2) > po(x1, x2, x3) is 1-periodic. (7.1d)

Ay 1s the boundary convolution operator defined in Section 8.5.1. By elliptic
regularity, pg € C*°(£2), and by choosing ¥ > 0 sufficiently small, we see that
,og (x) > 0 for x € £2, and that the physical vacuum condition (1.5) is satisfied

Py
near I". This follows from the fact that %LI{’, < Oon I' for ¥ > 0 taken sufficiently
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small, which implies that pg (x) > Oforx € £2 very close to I". On the other hand,
by simple variational principle, p) — po in H*(£2) as & — 0. This implies that
,og (x) > Oforall x € w for any open subset w C £2 by taking ¥ sufficiently small.

Until Section 10.4, for notational convenience, we will denote ug by ug and
,og by po. In Section 10.4, we will show that Theorem 1 holds with the optimal
regularity stated therein.

7.2. The Degenerate Parabolic Approximation to the Compressible
Euler Equations: The k-Problem

Definition 1. (The approximate k -problem) For k > 0, we consider the following
sequence of degenerate parabolic approximate «-problems:

povi +al (03 )i +xd;[af (0T i ] =0 in 2 x (0. T, (7.2a)
(n,v) = (e,up) on £ x {r=0}, (7.2b)
po =0 onl. (7.2¢)

Solutions to (1.9) will be found in the limit as k — 0.
Note that (7.2a) can be equivalently written in a form that is essential for the
curl estimates that we shall present below:

vl 424500 7Yk 268, [AF (pod Hk ] = 0. (7.22")

Remark 2. There appear to be few other possible choices for the artificial viscosity
term given in (7.2a). Our choice, k 9; [af‘ (P0%J %)k ], preserves the structure of the
energy estimates and also, thanks to Lemma 2, the structure of the elliptic-type
estimates that we use to bound normal derivatives. On the other hand, the addition
of this artificial parabolic term does not exactly preserve the transport structure of
vorticity, but instead produces error terms that we can nevertheless control.

Remark 3. Note that we do not require any compatibility conditions on the initial
data in order to solve the Euler equations (1.9) (or in Eulerian form (1.1)), and the
same remains true for our approximate « -problem (7.2). The lack of compatibility
conditions stems from the degeneracy condition (1.5) which allows us to solve for n
and v without prescribing any boundary conditions on displacements or velocities.

7.3. Time-Differentiated Velocity Fields att = 0

Given ug and pg, and using the fact that n(x, 0) = x, the quantity v;|;~¢ for the
degenerate parabolic «-problem is computed using (7.2a’):

vilizo = = (2e0LAF (00 ™) 1+ 245 00s Dt )|
= (21cpo div g — 200).i +2KUGi POk -
Similarly, for all k = 1,
ki ot k k 1
0 vl im0 = o (~280Af ()] = 245 (pod )

t=0
These formulae make it clear that each 8,"v| =0 is a function of space-derivatives
of ug and pog.
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7.4. Introduction of the X Variable and the k-Problem as a Function of X

We consider a heat-type equation which arises by letting aij dy; act upon equa-
tion (7.2a), and using the Piola identity (5.5):

o 1 B ; 1 _
af v}, el alaf—(ofon T i |,y = = wla)daf— 037721,
£0 £0
— 2[a] A¥(poJ ™M)k 1. - (1.3)
Since 9,J "2 = —2J 3 J,, we write (7.3) as
- el _ ikl g
af v}, ~2¢[alaf— (03120 |y = = clal taf — PRI D))
£0 £0
—2[a! A¥ (ol Dkl (T4
Definition 2. (The X variable) We set
X = pod I = pod adv" s = poJ "2 divy v. (7.5)

Using (7.5), we see that

i Joi IAD.¢ ~1(732 J o
aiv,,sz,t—B,ai Ul,jz p0t+3.] (J;) —8tai Ul,j,

so that we can rewrite (7.4) as the following nonlinear heat-type equation for X:

X o1 ; 1 N _
i ZK[ailaf—(poX),k],j = —K[aijazaf‘—(pgl 2)7k],j —3771()?
00 £0 0
+dai v’ j2la] Af (oo k1. (7.6)
It follows from (7.5) that

XJ?
div, v = ( ), (7.7
£0

so that time-differentiating (7.7), we see that

(XJ?),

— 8, AV ;. (7.8)
P0

div, v, =

7.5. The Nonlinear Lagrangian Vorticity Equation

The analogue of (4.1) for our approximate k-problem takes the form, with
f=poJ 7,

curl, v; = 2xe.jiv" 5 Aj [f,l Ai],m A’/”
= 2ce.jiv" 5 Ao (D], (7.9)

where f = p(n).
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We now explain how the formula (7.9) is obtained. We have that the kth com-
ponent of the Lagrangian curl is

[Curln Ul]k = —2K€kjl‘[atA§f,l +Afatfal ]ar A;
= —2K8kji[3[Aﬁfyl ]7}’ A;v

where we have used the Lagrangian version of the fact that the curl operator anni-
hilates the gradient operator; namely &j; (A} F,; ), ; = 0 for all differentiable F.

It is now convenient to switch back to Eulerian variables. We expand B,Aé, and
write

WA fu=—V s A f A = [ siporlon.
Now we can compute the standard curl operator of this quantity to find that

r r r
ekjilu’ i por 1) = ekjitt sij 0oy kiU i O.r)
r
= gkjit i Porj -

Reverting back to Lagrangian variables yields the identity (7.9).

7.6. A Boundary Identity for the Approximate «-Problem

For the purposes of constructing solutions to (7.2) we will need the formula for
the normal (or vertical) component of v; on I":

v? = —2J*2a§’po,3 —2/{8,[]7261;’],00,3
= —2J a3 p.3 —2J 243 p0.3 —2k8,J "2 a3po.3, (7.10)
where
a3 = (0,1 xn,2) - e3, (7.11)
3ta§ = (v,1 Xn,2 41,1 XV,2) - €3. (7.12)

We note for later use that linearizing (7.12) about n = e produces divy v as the
linearized analogue of E)tag.

8. Solving the Parabolic «-Problem (7.2) by a Fixed-Point Method

8.1. Functional Framework for the Fixed-Point Scheme and Some
Notational Conventions

For T > 0, we shall denote by X7 and Y 7 the following Hilbert spaces:
Xr = [v € L2(0, T: H*(2))] 9%v € L*0, T: H*(2)), a =1,2, 3},
Yr={veL20.1: H}@)| oy € L20, T: H*(2), a=1,2.3},

Zr = {v € Xr | poDv € XT},
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endowed with their natural Hilbert norms:

3 3
2 2 2 2
i, = D 1001320 e p-acyys 10T, = D10 317200 1 3-0 (2
a=0 a=0
and [[v]|Z, = Ivlk, + leoDvll%, - (8.1)

For M > 0, we define the following closed, bounded, convex subset of X r:

Cr(M) = {w e Zr : |wly, <M, w0)=u,dfw(0) = dfvl=o (k=1,2)},
(8.2)

where we define the polynomial function Ay of norms of the initial data as follows:

No = P(lluolloo, Ilpoll100)- (8.3)

Since we have smoothed the initial data ug and pg, we can use the artificially high
H'%(£2)-norm in V. Later, in Section 10.4, we produce the optimal regularity for
this initial data.

Henceforth, we assume that 7 > 0 is given such that independently of the
choice of v € Cp (M),

t
nx,t) =x —I—/ v(x, s)ds
0
is injective for ¢ € [0, T'], and that

1 3 —
3 < Jx,t) < 3 fort € [0,T] andx € £2.

This can be achieved by taking 7 > 0 sufficiently small: with e(x) = x, notice that

t
1T (1) = 1lzooey £ CII G 1) — Lo = ||/0 al (-, )V s (- 9)ds |2 £ CVTM.

In the same fashion, we can take 7 > 0 small enough to ensure that on [0, T']
and for some A > 0,

2EP S al (x, )k (x, & VE R} x € Q. (8.4)

The space Z7 will be appropriate for our fixed-point methodology to prove exis-
tence of a solution to our degenerate parabolic « problem (7.2).

Theorem 2. (Solutions to the x-problem) Given smooth initial data with po sat-
isfying po(x) > 0 for x € §2 and verifying the physical vacuum condition (1.5)
near I', for T, > 0 sufficiently small, there exists a unique solution v € Zr, to the
degenerate parabolic k-problem (7.2).

The remainder of Section 8 will be devoted to the proof of Theorem 2.
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8.2. Implementation of the Fixed-Point Scheme for the k-Problem (7.2)
Given v € Cr(M), we define (1) = e + [, 0(¢")dt’, and set
A=[Dj"", J=detD7j, anda=JA.
Next, we set
Bk = Zzij sz‘ the positive definite, symmetric coefficient matrix.

Linearizing (7.6), we define X to be the solution of the following linear and degen-
erate parabolic problem:

PX,
00

_ .1 _ _
—ZKI:B]k%(,O()X),k:I,j -G in2x0T7T] (8.5a)

X =0 onl x(0,T], (8.5b)
(x1, x2) — X(x1,x2, x3, 1) is 1-periodic, (8.5¢)

X = Xo:=podivug on 2 x {0}, (8.5d)
where the forcing function G is defined as
G _ —Ja ~k 1 272 2 -]'Ak 7—1 3(‘]_t)2 P ~J =i
= —K|a; 0ra; %(,0()] )k »j T4 4; i(IOOJ )\k i j + a; v,
(8.6)

We shall establish the following

Proposition 2. For T > 0 taken sufficiently small, there exists a unique solution to
(8.5) satisfying

IXI%, < No+T P(lollz,) + Pl curl o3,

with the norms X7, Y7, and Z7 defined in (8.1), and once again P denotes a
generic polynomial function of its arguments. (Generic constants are absorbed by
the constants in our generic polynomial function P.)

The proof of Proposition 2 will be given in Sections 8.4.2-8.4.7.

8.3. The Definition of the Velocity Field v

We will define, later on, a linear elliptic system of equations for v which should
be viewed as the linear analogue of equations (7.8), (7.9), and (7.10).

Definition 3. (The linear system for the velocity-field v(t)) With v € Cr (M) given,
and X obtained by solving the linear problem (8.5), we will show in Section 8.5
that we can define v(¢) on [0, 7, ] by specifying the divergence and curl of its time
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derivative in §2, as well as the trace of its normal component on the boundary I” in
the following way:

v(0) = ug in $2, (8.7a)
[(XJ%],
£0

dive, = div, — divy o, + —0,Al%,; inQ, (87b)

curlv, = curl v, — curlj v; + 2ke. v, Af E:'i () + € in £2,

(8.7¢)
V3 + 26p0,3divi v = 2kp0,3dive 0 — 2pg,3 J 2as — 2 J2o,a3
t 0,3 r £0,3 rv £0,3 613 K003 l‘a3
—2kpo,3 a3, J > +E()N> onT, (8.7d)
/ Wdx = —2/ AP L dx —2/</ 3t|:A];(p—£)),k:|dx, (8.7¢)
Q 2 J Q J
(x1, x2) > vi(x1, x2, X3, 1) is 1-periodic, (8.71)

where the presence of div; v (defined in (2.4)) in (8.7d) represents the linearization
of atag about 7 = e, and where
-3

a3 €3 (ﬁv] Xﬁaz)v

a3 = e3 - (0,1 X712 +71,1 X0,2), (8.8)

the function ¢(#) (a constant in x) on the right-hand side of (8.7d) is defined by

1 1 XJ? 1 o
at) = -/ (div 5, — divj ﬁt)dx—i——/ [ ]’dx—-/ & Al dx
2Jae 2Je po 2 ) !
+/ J72a3p0.3 N3dS+K/ J728,@3 po,3 N3dS
r r

+K/ dJ 2a3 po.3 N3dS—|—K/ divy (v — 9)po,3 N3dS, (8.9)
r r

and where the vector field Z (i) on the right-hand side of (8.7¢c) is defined on
[0, T'] x £2 as the solution of the ODE

U +258@) + 2«[E@)]; =0, (8.10a)
Z(0) = Dpy. (8.10b)

The vector field € on the right-hand side of (8.7c¢) is then defined on [0, T'] x £2 by

& =240y, +262A] v, 11, 8.11)
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where ¢ is solution of the following time-dependent elliptic-type problem for
tel0, Tl

2Ty, 1426 (Al ;1 i =div(curl; 5, —2xe. ;5,5 AS £.] (7)) in £,

(8.12a)

Y =0on T, (8.12b)

(x1,x2) = ¥ (x1,x2, x3, 1) is 1-periodic, (8.12¢)
Yli=0 =0 in £2, (8.12d)

so that we have the compatibility condition for (8.7¢c)
div(— curl;; oy + 2ke.jiv,; A g (M) +¢€) =0 in 2 x[0,T]. (8.13)

An integrating factor provides us with a closed-form solution to the ODE (8.10),
and by employing integration-by-parts in the time integral, we find that

t—t

K

t
- _r [ _
E(@)(t.) = e % Dpo() — / (',
0 K
e %D ()+/te[;,‘(r’ it — (1 )+e_é (). (8.14)
= K . _v . . —_— —‘U , . u -). .
o 0 2«2 2k w0

The formula (8.14) shows that & (17) has the same regularity as v. This gain in
regularity is remarkable and should be viewed as one of the key reasons that permit
us to construct solutions to (7.2) using the linearization (8.7) with a fixed-point
argument.

Similarly, we notice that

;e
= J € « . — — s o~ J =
2[A]Y, 1, (2, ) :/ lev(cur]ﬁ U —2ke.iv, AT B @), ) dt’
0

t—t

.
- 0 2K

e e o= o
- / —eyi[200 A 51 D] @) 0

PR I
sxji[v',r A9 A — —r Ajlk (', dr

K

€ " diveurl; . (8.15)
K

Since we can rewrite the left-hand side of (8.15) as 24y +2[(A] — 87y, ; 1.1,
and with v € Cp (M), the elliptic problem (8.15) is well-defined and together with
the boundary condition (8.12.b) provides the following estimates forany ¢ € [0, T']:

t
IOl £ No +C (T304 +/O I9ll). (8.16a)

t
I3 = No + C(Tllﬁz(t)||3 + [lv@®li3 +/O ||13||3)- (8.16b)
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Using (8.11), the estimates (8.16) lead to
_ t
12 £ No + C (T (0)]13 + ||ﬁ<r>||3+/0 Iols),  (8.17a)

H/OetH3 §No+C(T||ﬁ<r)||4+/0t I3l4)- (8.17b)

Remark 4. The function c¢(¢) is added to the right-hand side of (8.7d) to ensure
that the solvability condition for the elliptic system (8.7) is satisfied; in particular,
the solvability condition is obtained from an application of the divergence theorem
to equation (8.7b).

Remark 5. Condition (8.7¢) is necessary only because of the periodicity of our
domain in the directions e and e;. In particular, our elliptic system is defined
modulo a constant vector, and the addition of &(f)N? to the right-hand side of
(8.7d) fixes the constant in the vertical direction, while the condition (8.7¢) fixes
the two constants in the tangential directions. The particular choice for the average
of vy, o = 1, 2, permits us to close the fixed-point argument, and obtain the unique
solution of (7.2).

8.4. Construction of Solutions and Regularity Theory for X
and its Time Derivatives

This section will be devoted to the proof of Proposition 2.

8.4.1. Smoothing v We will proceed with a two stage process. First, we smooth
v and obtain strong solutions to the linear equation (8.5) in the case in which the
forcing function G and the coefficient matrix B/ are C*°(§2)-functions. Second,
having strong solutions to (8.5), with bounds that depend on the smoothing param-
eter of v, we use interpolation estimates (together with the Sobolev embedding
theorem) to conclude the proof of Proposition 2.

Using the notation of Section 7.1, for each ¢ € [0, 7, ] and for v > 0, we define

5‘)(', t) = Oy * 89({}(’ t))v

so that for each v > 0, 1‘)”(~_, 1) € C*(£2). We define G’ by repla_cing A, _Et, J,
and v in (8.6) with AY, a", JV, and v", respectively. The quantities A", a", J" are
defined just as their unsmoothed analogues from the map 7" = ¢ + fé v”. We also
define [BV]/% = (a")! (@")¥; according to (8.4), we can choose v > 0 sufficiently
small so that for ¢t € [0, T, ],

AEP S BV x, nEj& VEER, x e Q. (8.18)
Until Section 8.4.7, we will use B* and G" as the coefficient matrix and forcing

function, respectively, but for notational convenience we will not explicitly write
the superscript v.
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8.4.2. L2(0, T; H}(£2)) Regularity for X,, We will use the definition of the
constant A > 0 given in (8.4).
Definition 4. (Weak Solutions of (8.5)) X € L*(0, T; H] (£2)) with % e L%, T;
H~1(£2)) is a weak solution of (8.5) if
(i) forall W e H} (£2),
X, Bk _ -
)26 [ — (X)W, ;dx=(G, W) ae.[0,T], (8.19)
£0 2 Po
(i) X(0) =
The duality pairing between H()l (£2) and H~'(2) is denoted by (-,-), and
G e L*(0,T; H ().
Recall that if G € H™'(82), then |Gly-10) = sup{(G.W) | W €
HOI (£2), ”W”HO‘(Q) = 1}. Furthermore, there exist functions Gg, G1, G2, G3

in L2(£2) such that (G, W) = [, GoW + G;W.,; dx, so that ||G||§{,1(m =

(

inf 3°2_0 1G4 |12, the infimum being taken over all such functions G,.

Lemma5.If G € L2(0,T; H™'(2)) and j—p% € L%(82), then for T > 0 taken

sufficiently small so that (8.4) holds, there exists a unique weak solution to (8.5)
such that for constants Cp, > 0 and Cy;. > 0,

X
0

+ sup C

X .
O el T p|| ||L2(0,T;H0'(Q))

” X0 |

=

~ 2
+ Cix ”G“LZ(O,T;H—‘(Q)) :

P0 [l

Proof. Let (e,),en denote a Hilbert basis of H& (£2), with each e, being smooth.
Such a choice of basis is indeed possible as we can take, for instance, the eigenfunc-
tions of the Laplace operator on £2 with vanishing Dirichlet boundary conditions
on I" and 1-periodic in e and e;. We then define the Galerkin approximation at
order n = 1 of (8.19) as being under the form X, = > /' (A7 (1)e¢; such that:
Ve € {0,...,n},

(.]_3XM,€€) +2K(B—]k(,00Xn),k,Eg,j)
00 L2(£2) £0 L2(2)
= (Go, )12y — ((’;i, %) in [0, T1, (8.20a)
ox;/ L2(2)
250) = (Xo, e0)12(g2)- (8.20b)

Since each e; is in Hk‘H(.Q) N HOI (£2) for every k = 1, we have by Hardy’s
inequality (1) that

e HYQ) fork > 1:

00
therefore, each integral written in (8.20) is well-defined.
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ey

7,

Furthermore, as the ey are linearly independent, so are the and therefore

the determinant of the matrix

(7))
Py /Py’ L) HeNy=(1,...n)

is nonzero. This implies that our finite-dimensional Galerkin approximation (8.20)
is a well-defined first-order differential system of order n + 1, which therefore has
a solution on a time interval [0, T},], where T,, a priori depends on the rank n of the
Galerkin approximation. In order to prove that 7,, = T, with T independent of n,
we notice that since X, is a linear combination of the e; (¢ € {1, ..., n}), we have
that on [0, 7],

(-]_3an X) +2k (ﬁa(poxn) aXn)
£0 o L2(2) £0 a)Ck ' 8-)C/ L2(£2)

— (Go, Xn) (G 8X”)
— 0 AnlLxe) "oax S i)

Since

Bk o Bk
/ E(poxn)ak Xnaj dx =/ B/ Xnsk Xn,j dx +/ E:OO’I( Xn Xn,j dx
2 2 2

and
Bk P05 jk = i POk = i
2 [ —pouk Xp Xp.j dx = —/ =L BRI X, P+ == B X, dx
2 Lo 2 Lo 0
+/ vaka,ijHanz dx,
2 Py

it follows that on [0, 7}, ]
1d [ 1%l
2dt Jo £0

1 o 1 Xal? ik = g
=—/(J3)tidx+/</ 20k ik x, 2 + 20K Bik X, dx
2Jq £0 Q2 Po £0

+/ G()Xndx—/ C_;iX,,,i dx.
2 2

Using (8.4), we see that

1d | X |? Dpol?
——/ j3 Xl dx+2m/ |Dxn|2dx+xx/ | p20| 1X,|? dx
2dr Jo £0 2 2 P

L0k fO»j éjk|Xn|2 dx

dx+2fc/ BI*X, 1 X, j dX—‘rIC/
2 2 o

1 - _. _ 1
< (P, + K00, jk BI* + kpo.k B]k,j ||L°°(.Q)/ —|X,|? dx
2 2 PO

""C”G”H—'(Q)”Dxnno‘ (8.21)
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Using the Sobolev embedding theorem and the Cauchy-Young inequality, we see
that

1d X,? Dpol?
J3ﬂdx+m\/ |DX,,|2dx+Kk/ @mﬁ dx
2dr 0 Q Q2 P

3 2
<C”( ) | X,

_ _ .
+po, jk B/ + po.x B, IIz/Q dx + CallGlig 1 g

where the constant C,; depends inversely on x A. Since v € Cr (M), we have that
on [0, T],

t
1 - . .
/ 15+ 0.t B+ ko B 1adt <
0

for a constant Cy; depending on M, so that Gron\yall’s inequality showsthat7,, = T
(with T independent of n € N), and with % < J forall v € Cy (M), we see that

2 T T
sup C H ) +Kx/ IDX, ()13 H +C A/ IGo|
1 .
1€[0,T] VPo iy 0 " K H-1(2)
Setting C), = WM, we see that
X, (r) L

+Cp ”Xn(t)” +CKA. HG(t)”H—l(Q)

tell O T] 0

Thus, there exis.ts a subsequence {X,,,} C {X,} which converges weakly to some
X in L2(0, T; H] (£2)), which satisfies

sup C
tel0,7T]

X (¢ r . _
1 +cm L1600

+c,,/ Izl < |22

Furthermore, it can also be shown from the previous estimates, by using standard
arguments for weak solutions of linear parabolic systems, that

X o e
— e L°(0,T; H '(£2)),
£0

and that X (0) = X and that this X verifies the identity (8.19). Uniqueness follows
by letting W = X in (8.19). O

Since ”G”L2(0 T2y = P(||D||§(T), it thus follows from Lemma 5 and (8.3)
that
o’ 2
+ sup | ——=| +Cp | X200 7m0 S C. (8:22)
H L2(0.T;H-1(2)) t€l0,T1 1 /00 llg L0, Hy (52))

In order to build regularity for X, we construct weak solutions for the time-
differentiated version of (8.5). It is convenient to proceed from the first to third
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time-differentiated problems. We begin with the first time-differentiated version of
(8.5):

J3X Bk _ - .
e[S (X | =G+ Grin @ x (0. T ), (8.23a)
£0 £0
X, =0 onl x (0, T, (8.23b)
X, =X, on2 x {r=0}, (8.23¢)

where the initial condition X is given as

i +00G(0), (8.24)

X0),i
X, = ZKPO[M]
£0

the additional forcing term G is defined by
() Xi
po

| -
G = 2/<[B,”‘%<poxxk],,,~ - (8.25)

Xo = po div ug, and

G(O) = —2«k curl curl ug - Dpg — 2k divug Apg + 2Ku{;,,~ £0,ij —2Apo
—2(div u())2 — ué,j ué,i .

According to the estimate (8.22), ||G; + gl ||L2(0 TiH-

5 (with X,. G, +Gi, X replacing X, G, Xo, respectively),

@y = < C; hence by Lemma

Xtt l(t)
+ sup —i—Cp XellTom oo <C. (8.26)
” L2(0,T;H-1(2)) t€0,T11l /PO “ ”L ©O.T:Hy (2))

Next, we consider the second time-differentiated version of (8.5):

J3)_(ttt B]k S = .
~ 2 S 0Xii ] =Gu+ Gin@ x O, 327
£0 £0
Xy =0 onI x(0,T,], (8.27b)
Xy =X, onf2 x{t=0} (8.27¢)

where the initial condition X3 is given as

(PO )7 ~
Xo = 2kpo[ FZ L4061 O) + ;oGi0), (8.28)
and the forcing function G, is defined by
Sl I3 X
Gs = 0,61+ 2 [ B/* (oo ]y~ TR0 (829)
00 £0

We do not precisely define G;(0), but note that its highest-order terms scale like
either D3ug or ,00D4u0 or D3po, so that || ./p0G1 (O)||(2) < MNj. Using the estimate
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(8.26), we see that |G, + g2”L2(o T H-
(with X;;, G4 + Go, X replacing X, G, Xo, respectively),

1@2) = < C. It thus follows from Lemma 5

- 2
Xttt X (1) = 2
+ + Cp | Xet || 72007 111 <C.
H L20,T;H-1(2)) te[0,T11 ~/P0 lig b ” ”L (0.3 Hy (£2))
(8.30)
Finally, we consider the third time-differentiated version of (8.5):
j3)_(tltt Bjk < pd .
S e[S (o0 Rk | =G+ Gin 2 x 0T, 831a)
£0 £0
X =0 onl x(0,T], (8.31b)
X = X3 on$2 x{t =0}, (8.31¢)
where the initial condition X3 is given as
(00X2),i -
X5 = 20| 2L 400G20) + 0G0, (8.32)
and the forcing function G3 is defined by
_a 1l (I3 X
Gs = 002 + 26 B/ —(poXu)uk | === (8.33)
00 o

Once again, we do not precisely define G»(0), but note that its highest—order terms
scale like either D*u( or ,00D5u0 or D4po, so that ||,/p0G2(0) || < Aj. Using the
estimate (8.30), we see that |G, + g3||L2(0 -1y 18 bounded by a constant
C. (Note that this constant C crucially depends on v > 0.) We see that Lemma 5
(with Xy, G + Gs, X3 replacing X, G, Xo, respectively) yields the following
estimate:

S 2 S 2
Xttrr Xy (1) = 2
+ sup Cp tht ) A _C
sl PR 3 L) IR A L e
(8.34)

8.4.3. L%(0, T; H%(£2)) Regularity for X;;. We expand the time-derivative in
the definition of G; in (8.29) and write

(DI X (DX
£0 po
(8.35)

P S R
Go =4[ B — (o0X)uk |1 +2[ B — (00Tt |, =2
00 00

According to the estimates (8.34), together with the Hardy inequality and the

smoothness of v,
2
dr £ C;
0

T N3 v
] 3%

/ (||Gn||%+ H— i
0 £0

2 _ _
N HZ(J)?XU
0

2 _ —
N H ()} X,
£0
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hence, (8.27a) and (8.35) show that

2

[IA

C. (8.36)

o B s
K0, [— X), ],‘
tt 2 (00 X)),k j L20.T:L2(2))

The bound (8.36) together with the fundamental theorem of calculus then provides
the bound on [0, T']:

[ N L T

From this bound, we will infer that || X ||% < C and that || X, ||§ < C, and finally that

fo 1 Xz || dr £ C. We will begin this analysis by estimating horizontal derivatives
of DX.

Definition 5. (Horizontal difference quotients) For h > 0, we set

5314()6) _ u(x +he;) —u(x) @=1.2).

and 9" = (3", 3.

The variational form of the fact that ||[ (,oOX ).k 1, llo is bounded takes the
following form: almost everywhere on [0, T] and for f(¢) bounded in L?(£2),

2/(/ B*X 4 6. dx+2/</ Bk g g 1 dx =/ fpdx Vo € HL ().
Q o} 0 o}
(8.38)
We substitute ¢ = —3 9" X into (8.38), and using the discrete product rule
3 (pq) = p"34q +3ypq. p"(x) = p(x +hea),
we find that

2/(/9 B*NGhR . BEX, dx+2K/ 0B/ X 05X, j dx

i] iZ

_ XN\ = - X -, -
+2x/ BIkM g 1 ah(po) X dx+2/</ M B* po, (1 BX.j dx
2

i3 iy
—_/fﬁ%MXM.
2

is

We proceed to the analysis of the integrals i,, a = 1, ..., 5. By the uniform ellip-
ticity condition (8.18) obtained on our time interval [0, T'], we see that

2cA| 3" DX |3 < . (8.39)
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The term iy can be estimated by the L>°~L?—~L? Holder’s inequality:
lia| < 2618 B[l oe(2) 1 Xk llo 1195 X . lo-
We then see that using the Cauchy-Young inequality for ¢ > 0 we obtain
lial < CIXIT + €9 X 15 (8.40)

The integral i3 requires us to form an exact derivative and integrate by parts. With

- }_( - — - - - oh ahy
h _ah,~INyh o —lahy _ _ 13h, X 3 X
%(50) = Btog X" + o UK = =S+ L ®4D
we write i3 as
Bikhpg b _ o 300 XM _
i =2K/ 2L Pk ghg ik dx—2fc/ Bikh g I 20 =0l X,jdx.
Q 0 2 L0 po
Ba i3p
Integration by parts with respect to x; shows that
_ x| _ X,
iza=x/ B po. 1 po,j |[—— dx—x/(Bfk’hpo,f),,- ——§"X dx.
Q2 L0 2 L0
34 Baji
Next, we notice that
“ho 2
. _ "X
13ai=K/ Bfk’h(,oo,kpo,j +(,00,Z —po,k)/)o,j) —| dx
Q
and therefore, according to (8.18),
3% [ 3%
isaiz—ChKnszoancM/ — dx+m/ |Dpol* |——| dx
21 PO Q
“ho 2
2 "X
> _ChkC Hahxulﬂ,\/ |Dpol? —‘ dx. (8.42)
2 £0

On the other hand, for € > 0,

. _]kh h éhx-' “h o
fisaiil S 1B 0,1, | == | 15" %l
oo 110

[IA

e [PE P
Clla"X|lg+ e
po 10

< Cl"X|2 +eCd" DX )3, (8.43)
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where we have used the Hardy and Poincaré inequalities for the last inequality in
(8.43). Furthermore,

vh
it £ |54t (1 00)],. g [ 15050
3y p
£0
< Cllpolla 1 X111 132X, lo

S CIXI3 + el X, ; 113 (8.44)

0 —_ —_ -
< C 21X 11 192X, 1lo

Similarly, we have that

fal < CIBLLB 0.t ey | = | 182K 1o
00 110
< CIXIR + el X5 12, (8.45)
and finally
lis| < CIfIZ+e€lldX,; 113. (8.46)

Combining the estimates (8.39)—(8.46), and taking € > O sufficiently small, we
find that for # > 0 small enough

18" DXIIg < CUXIT+ 11713 < C.
with C independent of /. It thus follows that

18X 2

A

C. (8.47)

Since pyg is strictly positive on any open interior subdomain of §2, standard
regularity theory shows that the solution X and its time derivatives are smooth in
the interior, and hence the equation (8.5) holds in the classical sense in the inte-
rior of £2. It remains to estimate || X,3 || for this purpose we expand

(%(POX),k ), to find that

2 .
L2(0,T;H(2))

Rt (L) = 1([é"k< R0 |1y B9 K s~ B, X

533 p073 p() 3 = B33 p() IOO sk v ] »3a s ] 53
o . X

_(B]aXaOt )9] _(Bjkp()’k)sj -

£0

_ X - X
B0 () e B (D)) B4

Since

= X = 3P0 [ 5 X
B po.a (—),3 = 3“3—Q(X,3 ——/00,3),
£0 £0 £0
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and since || p0,« /poll L (52) is bounded by a constant thanks to Hardy’s inequality
in higher-order form (Lemma 1), we see from (8.47) and (8.37) that

_ X )
153 +o0.3 (2) 31 < €. (8.49)

We introduce the variable Y defined by

X3 X t’ 9 9
Yt 51, x2, 33) = / LIULIELEIRE ) (8.50)

o polx1,x2,y3)

so that ¥ vanishes at x3 = 0, and will allow us to employ the Poincaré inequality
with this variable. It is easy to see that

X =po¥s. (8.51)
Thanks to the standard Hardy inequality, we thus have that for all ¢ € [0, T']
1,3 115 < CIXIT < C.
The estimate (8.47) then shows that
IDY|I} £ C, (8.52)
and hence by Poincaré’s inequality,
Y15 < C. (8.53)

We notice that

X,33+00.3 (%),3 = (p0Y.3),33 +00,3 ¥,33
= p0Y,333 +300,3 ¥,33 +00,33 ¥.3,
so that
lpoY,333 +3p0,3 Y233 15 < C.

The product rule then implies that ||(poY),333 ||(2) < C. The same L2(£2) bound
can easily be established for the lower-order terms pgY, (09Y),3, and (poY),33; for
instance the identity (8.51) shows that

l(poY,3).3 113 < C.

By (8.52), we see that ||ppY,33 ||% enjoys the same bound. Since

(p0Y),33 = p0Y,33 +200,3 Y,3+00,33 Y,

the estimates (8.52) and (8.53) prove that || (00Y),33 ||(2) < C. By definition of the
H?3(0, 1)-norm, we then see that

/T llooY (et x2, )l gy dxidas < C. (8.54)
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Now, thanks to the high-order Hardy’s inequality set on the one-dimensional
domain (0, 1), we infer from (8.54) that

/Tr Y G2, ) pa g ) dxidas < C. (8.55)

From (8.54),

l00Y,3 (x1, X2, ) + p0,3 Y (x1, x2, )32, ydx1dxa < C,
- H2(0.1)

from which it follows, with (8.51), that

/T X G, 22, 2,y dxrdes < C,
hence,
1X.33 115 < C. (8.56)
Combining the inequalities (8.56) and (8.47), we see that for all 7 € [0, T']
IX13 < c. (8.57)

The estimate (8.57) together with (8.37) then shows that

B/* 2
H [—(,Ooxz),k ],j H is bounded.
L0 0

By identically repeating for X, the H?(£2)-regularity estimates that we just detailed
for X, we obtain that

X3 < C. (8.58)

The estimates (8.57) and (8.58) together with (8.36) then prove that
= ik

||[E(,Oo)_(n)7k],j ”iZ(O,T;LZ(Q)) =C.

Once again we repeat the estimates for X;, which we just explained for X, this time
L2-in-time, and we obtain the desired result; namely,

”)_(Z‘IH%Z(O’T;HZ(Q)) § C (859)

It follows that (8.23) holds almost everywhere.
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8.4.4. L>(0, T; H3(£2)) Regularity for X;. Using (8.25), we write (8.23a) as

B - PXe U)X
—2d[——(poX).k 1. = Gi — -
00 00 00

The estimates (8.58) and (8.59) together with the higher-order Hardy inequality
shows that
= ik

B _ 2
3:[—(00X),k],./ ’
£0

A

C, 8.60
L2(0,T;H!(£2)) ( )

and hence by the fundamental theorem of calculus,
BJk _ 2
[ mx ]| <c.
£0 1

We employ the identity (8.41) to find that

sh BI* > Bik-h v sh ik X
5 [E(poX),k],j =[ —(0d 0.1 |o +[0" B Xk 00,k %)],j
- X _. 3" py X"
+[B]k’h3h/00,k —]»j —[B’k’hpo,k ——h] j
00 O

Since the last three term on the right-hand side are bounded in L2(£2) thanks to the
higher-order Hardy inequality and (8.57), we see that

2

"] | =c.
0

Bikh
&

Now, repeating the argument which led to (8.57) with 8" X replacing X, we find
that

laX|3 < C. (8.61)

By differentiating the relation (8.48) with respect to x3 and using the estimate
(8.61), we see that ||)_(,333 +00,3 (%),33 ||(2) < C. Now, by using the variable ¥

defined by (8.50), we can repeat our argument to find that 1X,333 ||(2) < C and
hence that

X113 < C. (8.62)

From (8.60), we then easily infer that fOT ||[%(p0)_(t),k N ||%dt < C, so that the
argument just given allows us to conclude that
I1X;

2
||L2(0,T;H3(Q)) é C (863)
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8.4.5. L2(0, T; H*(£2)) Regularity for X. By repeating the argument of Section
8.4.4, we find that

We have thus established existence and regularity of our solution X however,
the bounds and time-interval of existence depend on v > 0. We next turn to better
Sobolev-type estimates to establish bounds for X and its time-derivatives which
are independent of v and are useful for our fixed-point scheme.

8.4.6. Estimates for || X ||%Y Independent of v
T

Step 1 We begin this section by getting v-independent energy estimates for the
third time-differentiated problem (8.31).

Lemma 6. For T > 0 taken sufficiently small and § > 0,

_ 2 = 2
Xttt X1 (1) = 2
+ sup Cp ||Xm ” 2 .l
H po 20,7512y 0,11l /Po g L30T Hy (£2))
S No+ TP(IXIIx,) + C8IIXIIx, + T P(lollz,) + P(lcurl 3]1§,).
(8.65)
Proof. We write the forcing function G,;; + G3 as
- _ _ 1 _ (J3: X
Gir +G3 = Gy + 0,62 +2K|:B;j — (00 X11),k ]»j B L L . (8.66)
—_— 00 0
T —_———
T T

We test (8.31a) with X,;;. In the identical fashion that we obtained (8.21), we see
that

I Ko 2 IDpof
5 dt/ﬂ Ly +m/ DXy dx + x/ P

< II—(f )i k00, jk B* + icpo.i B, ||L°°(Q)/ —IX’m|2 dx
2 2 PO
+(Gur +G3, Xenr)-
Integrating this inequality from O to ¢ € (0, T'], we see that

1
—— Sup / |Xt”(t)| dx+2K}\./ / |DX[[1| dxdr
32 se10,11/2 PO

j3
SMNo+T sup | (
1€[0,T]

) = = | X110 (1))
L k0, jk B 4100,k BK, j L2 % d
2

T
+/ (Gt + G3, Xy )dr.
0
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By the Sobolev embedding theorem || @ + kpo, jk BIF + kpo,k BT, |l Lo(g) is
less or equal than C || (123)’ +kpo, jk BI* +kpo,k B/*,; ||2. The highest-order deriv-
ative in the term %(J_ 3), scales like Dv, while the highest-order derivative in Bk, j
scales like D?7, which means that we have to be able to bound sup;eo.77 V()13
as well as sup, (o, 7 [1(7)l4, and these are clearly bounded by No + Cﬁ||ﬁ||xT.
Therefore, by choosing T sufficiently small and invoking the Poincaré inequality,
we see that

1 - r _
C sup / & OPdx + Con / / DXy P dxdt
1€[0,71J 2 PO 0o Jo

T
§NO+/O (Gir + G5, Xyy)de.

We proceed to the analysis of the terms in fOT (Gm +3G3, X t1+)dt, and we begin
with the term 73 in (8.66). We have that

T T
_ _ 1 -
/ (T Xyt < sup (Pl / / L% dxar

0 te[0,7] 0 J PO

A

1 -
No + VTCy)T sup / — X |* d,
1€[0,71J 2 PO

where we have made use of the Sobolev embedding theorem giving the inequality
ITDe L2y < CIU)ill2 = No + /1Cyr, where Cpr depends on M.
To estimate the term 7 in (8.66), notice that

_ o Xy - o
(T2, Xi11) = —ZK/ Bt] (Xtt,k +00,k p—;t)Xm,j dx < ClIB: 2l X 111 X se 11
2

< 81X uael? + CUB BN X113
< 81 XeuelIT + CUBAZU X e O3 + 211 X e (D11,

and thus
T —_ —_ —_
/0 (T2, Xue)dt < No+81X1%, + T P(81%,) + TPIXIG,)-

It remains to estimate (77, X ); we use the identity (8.29) defining G, to expand
7, as

(-]_3)t)_(tl).

- - - 1 -
Ty = Gt + 0,92 = Gy + 0,1G1 + 0, (ZK[B;] %(Poxt),k ],j - %

_— — 73V ¥ =
The terms (0, (2K[Bt/k%(poX,),k 1,j —%), Xs) are estimated in the same

way and havg the same bo_unds as (7, )_(m) and (73, )_(m) above, so we focus on
estimating (G + 9;:G1, X4¢). To do so, we use the identity (8.25) defining G; and
write

(-]_S)t)_(t)
o/
S] 82

_ _ _2 1 _
Gt + 014G1 = Gy + 01t (2K [Btjk%(,oox),k ],j) - 3tt(
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Expanding S as

. X), . X,), . X)),
31=2K[B/t]§(p0 )k]’j+4K[Bt]tk(/00 t)k:|7j+2K[Btjk(,00 rt)k:l,j,
£0
Sla Slb Slc

we see that for § > 0,

. (= X\ -
(Sla» X)) = —2K/ B;Jn (X,k +00,k _)Xtttsj dx
2 £0

_ _ X _
< CllBiclo (X2 + 1= 112) 1D Xt o
- - -
< ClIBjyllo 1 X113 1D X i¢llo
i - - -
< ClIBH 15 X O3 + 11X 13) + 811 Xire 17
where we have used the Sobolev embedding theorem for the first inequality, the
higher-order Hardy inequality Lemma 1 for the second inequality, and the Cauchy-

Young inequality together with the fundamental theorem of calculus for the third
inequality. We see that

T
/0 (Sta> Xur)dt < No +811X1%, + T P(olz,) + TPUXIE,)-

The duality pairing involving S;; and S;. can be estimated in the same way to
provide the estimate

T
/0 (St Xur)dt < No+81%1%, +T PAIGIG,) + TPARIZ,).

The duality pairing involving S; is estimated in the same manner as 73 and Sj to
yield

T
/0 (82, Reddt < No +81X1%, + T P(I31Z,) + TPAXIZ,)

1 -
+(N0+\/7CM)T sup / —|Xm|2 dx.
te[0,71J 2 PO

It thus remains to estimate the duality pairing fOT (Gm, X 1) de. We write

Guur = = 0y (377" I? = 0] .5 ) = 2000 Ak (00T D)k 1,

L L2

| =
+Kam[aijata,{{%(l3§-] .k 1.

L3
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Notice that by the Cauchy—Schwarz inequality

/OT<£1, )_(m)dt §/ H\/_am(?"] (Jt)z_ata v ’])H H

Xttt

0

< T P(|ollz,)+CT sup / —|>‘(m|2 dx
t€l0,T] £0

Next, we write (£, X11) = 2 fg attt[&iji‘if(l)ojil)vk] Xtttsj dx.

We notice that the higher-order derivatives in 8,,,[511./ Af(po J _1),k ] scale like
either D(ppDvy;) or Dvy, so the fundamental theorem of calculus and the Cauchy-
Young inequality once again shows that for § > 0,

T
/0 (L2, Xu)dt = T P(||0ll7,) + 81 XII%, -

A good estimate for £3 requires the curl structure of Lemma 3. We write the
highest-order term in

KO @] 0t —(po T2k | = (2] 0, p0.x 772 + podl gl T2,
as
2ucduel (@] @) po.sc T2 (8.67)

all of the other terms arising from the distribution of 9d;, are lower-order and can
be estimated in the same way as £,. Now, using Lemma 3, the highest-order term
in (8.67) is written as

del(@! 8,a¥) po.x T 21, = [curl curl 3y, 1 po, J 2

5]

with R being lower-order and once again estimated as £,. Integration by parts with
respect to the curl operator in the term t;, we see that

(1, Xory) = /Q curl sy + D x (DpoJ ~*Xys1)dx
< Jleurl e 0llo (1Dp07 () 1D Xuulo
H curl(Dpo )l 3y WXl o) )
< Jleurl e llo (I1Dp0T 212 + Il curl(Dpod )1 ) Xt 1

< Clleurl 3113 (1Dp0d 213 + Il eurl(Dpo T I ) + 811 Xrae .
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It follows that
T - -
/0 (t1, Xp)dt < P(lcurl 013 ) + T P([[8]13,) + 81X, -
For t,
v —r [&ﬁﬁl((_a;aflf]aij s sk sek15J ) POk ¥
(. R = = fo Ty | (P27 — (8308 — 07618) ) 85 Ko |

Given that [la(r) —1d |5 = || [y a:(t")de’[l3 £ VIP([[3]lz,), we see that

T
/O (6. Kt < T P(IGIG,) + 81X 1, -

The duality pairing involving t3 can be estimated in the same way.
Summing together the above inequalities and taking 7 > 0 sufficiently small
concludes the proof. O

It_ is easy to see that we have the same estimates for the weak solutions X, X t
and X;; solving (8.5), (8.23), and (8.27), respectively:

3 = 2 S 2
X, 4 X(1) =2
o4 — + sup |[L—= +Cp ||8“X|| 20 .l
{Z{; ol 20 H12y  relo.T) 20 t AL20,1;:8) (2))
< No+ TP(IXI%,) + ColIXIIx, + T P(I5lZ,) + P(ll curl 5]3,).
(8.68)

Step 2 Returning to the definition of G, in (8.29), by using the estimate (8.68)
together with the Hardy inequality, we see that
”Gtt + gz”iz(O,T;Lz(_Q)) § NO + TP(”X”%YT) + C(S”)_(”i’T
+T P(I011%,) + P(l curl §]3,).

Combining this with the estimate (8.65), the equation (8.27a) shows that

K sk |5 ) =\
% Po&Xr1t)sk |5 L2(0.T:12(2)) 00 L2(0,T;L2(£2))

S No+ TP(IXIIx,) + C8IXIx, + T P(IvllZ,) + P(lcurl 31§,).

By repeating our argument of Section 8.4.3 but this time using Sobolev-type esti-
mates for the horizontal-derivative estimates (replacing the difference quotient esti-
mates as we already have regularity), we obtain the desired bound:

1Xit 1220 7:2200y < No+ TPUXIE,) + CoIXIG,
+T P(I011%,) + P(l curl 5]}, ). (8.69)
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Step 3 From the definition of G in (8.25), we similarly see that

1G: + G120, 12y = No+ TPUIXIR,) + C8IX I,
+T P(|l7,) + P(ll curl 9]|3,).
Following our argument for the regularity of X,;, we obtain the estimate
+T P(I011%,) + P(ll curl 3]}, ). (8.70)
Step 4 Finally,

+T P([]7,) + Pl curl o[|5,).

Following the argument of Step 3 and using Sobolev-type estimates for the horizon-
tal-derivative bounds (which replace the horizontal difference-quotient estimates),
we finally conclude that

+T P(|51%,) + Pl curl 5]}, (8.71)

8.4.7. The Proof of Proposition 2. Summing the inequalities (8.65), (8.69),
(8.70), and (8.71), we obtain the estimate

IXIIx, <No+TPUXI%,)+ C8IXI%, + T P(vlg,) + Pl curl §]7,).

Choosing § > 0 and T > O sufficiently small (and readjusting the constants), we
see that

1X1%, < No+T P(l5ll,) + Pl curl 5}, ).

As the right-hand side does not depend on v > 0, we can pass to the limitas v — 0
in (8.5). This completes the proof of Proposition 2.

Ifemark 6. Suppose that v; and v, are both elements o_f Cr(M).Fora =1,2, let
X, denote the solution of (8.5) with coefficient matrix B, and forcing function G,
formed from v, rather than v. Our proof of Proposition 2 then shows that

IX1 = Xaolly, < TP(ly — 920l7,) + P(llcurl oy — curl 5[§,).  (8.72)

We will make use of this inequality in our iteration scheme below.

8.5. Existence of the Fixed-Point and the Proof of Theorem 3

The purpose of this section is to construct smooth unique solutions to (8.7), and
to show that the map v + v has a unique fixed-point. This fixed-point is a solution
to our approximate k-problem (7.2).



558 DANIEL COUTAND & STEVE SHKOLLER

8.5.1. The Boundary Convolution Operator A, on I". Fore > 0,let0 < p, €
C(‘)>O (R2) with spt(pe) C B(0, €) denote a standard family of mollifiers on R2. With
xp = (x1, x2), we define the operation of convolution on the boundary as follows:

Aefn) = [ peCon =) sy for f € Liy (B2,

By standard properties of convolution, there exists a constant C which is inde-
pendent of ¢, such that for s = 0,

|AcFly S CIF|y YF e H ().
Furthermore,

€ldAcFlo S C|Flo Y F € L*(2). (8.73)

8.5.2. Solutions to (8.7) Via Intermediate ¢-Regularization We shall establish
the existence of a solution v to (8.7) by first considering, for any € > 0, the e-regu-
larized system, where the higher-in-space order term in (8.7d) is smoothed via two
boundary convolution operators on I":

(X 2]
£0
curlvf = curl &, — curl; ; + 2xe. ;0. AS 8.1 () + € in2, (8.74b)
(v‘)t3 + 2K00,3 Az divp v€
= 2u00,3 Ae divr © — 2p0,3 Ac[J2a3] — 26p0.3 AelJ 28,a3]

divoS = div i, — divy ; + —3,AlY,; inQ, (8.74a)

—2kp0,3 Ael@3d,J 214+ G(r)N>  on T, (8.74c)
[(Z(ve)?dx = —2/9 Az(pof—l),kdx—2K/Qa,[fi§(pof—1),k]dx, (8.74d)
(x1,x2) > v (x1, x2, X3, 1) is 1-periodic , (8.74e)

where the vector = (1) is defined in (8.10) and the function & (¢) (a constant in x)
on the right-hand side of (8.74c) is defined by

i 1 L L[ XJ% 1 T
Ce(t) = = | (divy, — divy v)dx + = —dx — = 0,A; v, dx
2 /e 2Ja po 2 ) !

+/ Al 2a3100.3 N3dS+/</ Al 28,a31p0,3 N3dS
r r

+K/ A8 2@31p0,3 N3dS+/</ divr (A2v¢ — Ac)po,3 N3dS.
r r
(8.75)

We now outline the steps remaining in this section. We shall first prove, by a
fixed-point approach, that for a small time 7, > 0 depending a priori on €, we have
the existence of a solution to this problem. We shall then prove, via e-independent
energy estimates on the solutions of (8.74), that T, = T, with T independent of
€, and that the sequence v¢ converges in an appropriate space to a solution v of



Free-boundary Three-Dimensional Compressible Euler Equations 559

(8.7), which also satisfies the same energy estimates. These estimates will allow us
to conclude the existence of a fixed-point v = v.
Step 1: Solutions to (8.74) via the contraction mapping principle. For

weX;={welL*0,T; H}(2)) : 8w e L*(0,T; H*5(2)),1 <5 < 3,
(x1, x2) — w is I-periodic}, (8.76)

. 3 .
with norm ||w||§Y; = WG 7m0y T 2ot 1 W70 1 gros ) WE SE
O (w) = ug + fot 9; ®(w), where 9, P (w) is defined by the elliptic system which

specifies the divergence, curl, and normal trace of the vector field 9, ® (w):

. L XT i
div 9, ®(w) = div v, — divj v; + — 0: Aj v,; in $2, (8.77a)
£0
curl ;@ (w) = curl ;v — curl; 8,0+2ke.;v,; A EJ@)+¢ ing,
(8.77b)

0, P(w) - e3 = —2kpo,3 Az divy w + 2kp9,3 Aedivp v
=2k p0.3Ae[J @3] — 2p0.3 AelJ 23]

—2kpo,3 Aelazd J 21 +c(w)N>  onT, (8.77¢)
/ 3, (w)*dx = —2/ Ak (L9 dx—ZI(/ alAE (%) 1 1dx,  (8.77d)
Q Q J Q J
vt € [0, T], d; @ (w)(t) is 1-periodic in the directions ej and e;.
(8.77¢)

The function c(w)(¢) in (8.77¢) is defined by

i 1 L L[ IXJ%) 1 Tisi
[cw)]@) = = [ (divy, —divyv)dx + = —dx — = 0, AV, dx

2 /e 2Ja po 2/ !

+/ Al 2a3100.3 N3ds+/</ AclJ728,a31p0,3 N3dS

r r
" / Acld T2 1p0,3 N3dS
r

+;</ divr (A2w — AcD)po.3 N3dS, (8.78)
r

and is introduced so that the elliptic system (8.77) satisfies all of the solvability
conditions. Thus, due to the definition (8.78) , the problem (8.77) defining 9; P (w)
is perfectly well-posed. Applying Proposition 1 to (8.77) and its first, second, and
third time-differentiated versions, we find that

19 @ (w) —8; D) 3 = C(M, Nw—wllys +CuTellw=bllyz ., (8.79)

the € dependence in the constant C (M, €) coming from repeated use of (8.73). Note
that the lack of w on the right-hand sides of (8.77a) and (8.77b) implies that both
the divergence and curl of 9;®(w) — 9;® (w) vanish, and that on I,

[8, D (w) — &P ()] - e3 = 200,35 A2 divy (0 — w) + [¢(w) — E(WD)]N?.
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It follows from (8.79) that

[®(w) — @) x3 = TeC(M, )llw — 0]y ,

and therefore the mapping @ : Xi — Xi is a contraction if 7 is taken sufficiently
small, leading to the existence and uniqueness of a fixed-point v¢ = ®(v¢), which
is therefore a solution of (8.74) on [0, T¢].
Step 2: c-independent energy estimates for v¢. Having obtained a unique
solution to (8.74), we now proceed with e —independent estimates on this sys-
tem. We integrate the divergence (8.74a) and curl (8.74b) relations in time, and we
now view the PDE for the normal trace (8.74c) as a parabolic equation for v¢ on
I:
v 72
divv® = divo —div; v + % in 2, (8.80a)
0

t .
curl v¢ = curl ug + curl ¥ — curl; v + 2/</ e.jiv,s AY B} (1)
0

t -
+/ (£.,jiU,5 A5 + ©) in 2, (8.80b)
0

()] + 2Kkpo,3 AZdivy ve
= +2kp0.3 Ae divy b — 2p0.3 Ac[T77@3] — 26p0.3 Ac[J 28,a3]

—2kp0.3 Ael@3d,J 214 Ec(1)N> on T, (8.80c)
v (0) = uo, (8.80d)
t
/ (ve)"‘dx:/ ugdx—z/ / AR LYy, dx—2/</ [Ak(20) ;1dx,  (8.80e)
Q Q 0 Je J Q J
vt € [0, T], vé () is 1-periodic in the directions e and e3, (8.80f)

where ¢€(¢) is defined in (8.75).
We will establish the existence of a fixed-point in Cz, (M) defined in (8.2), but
to do so we will first make use of the space (depending on €)

X} ={we L>®0,T; H?(2)) N L0, T: Hy(2)): 05w € L*(0, T; H*™(2))
1S5 <3, Acw e L2(0,T; H*(£2)), w(0) = uo},

with norm
3
s = 1AWl 7 sy + DN W T2 7o) T sup lwli3.s-

s=1
Since v € Cr, (M), equations (8.80a) and (8.80b) show that both div v¢ and
curl v¢ are in L2(0, Te; H3(.Q)); additionally, from (8.80c) and (8.73), we see
that (v€)3 is in L>(0, T.; H>>(I")), and hence according to Proposition 1, v¢ €
LZ(O, Te; H 4(.Q)), with a bound that a priori depends on €. We next show that, in
fact, we can control A.v€ in Z7 independently of €, on a time interval [0, 7] with
T > 0 independent of €.
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We proceed by letting 8° act on each side of (8.80c), multiplying this equation
3 -
by —5—333@5)3, and then integrating over I". This yields the following identity:
1d

N3 _ _
——— [ Y13 )PdS + 2« [ 3PAZdivp o€ 3P (v6)PN3dsS
2dt Jr po.s r

237,673 N3 a3 23..,,€\3 N3
=— [ G —dS— [ 0°[po.3 AcF]0°(v)’——dS, (8.81)
r 00,3 r o

0,3

where

G=-2« [53,00,3 Az divy v€ + 39%p0,3 5Az divy v€+39p0,3 ézAg divp ve],

(8.82)
F = 2icdivr o —2J7%a3 — 2cJ 28,a3 — 2xa3d, J 2. (8.83)
Since G contains lower-order terms, we see that for any ¢ € [0, T¢]:
a3/.€\3 N3 a3/..€\(2
— [ Go’(v)’——dS £ C|3°(v)l;. (8.84)
r 00,3

We then write

53[/00,3 AcF]=po.3 P AF+3%p0,3 Ac F+33%p0,3 A F +33p0,3 02 AcF,
(8.85)

and notice that since the last three terms on the right-hand side are lower-order, we
easily obtain the estimate

_ _ _ _ _ _ N3
’/ [(83,00,3 AcF +33%p0,3 3AF + 3300, BZAEF)]83(UG)3—dS
r £0,3

< C18° (v)*101d* D)o (8.86)
Next, to estimate the highest-order term f r 53A€F 93 (v€)3N 3dS, we notice

that by the standard properties of the boundary convolution operator A, we have
that

/53A€F53(v6)3N3dS=/ PF P A () NS
r I

. d.a3 _ _ -
= _2,</ 33( ;_6;3)83Ae(v6)3N3dS—2K/ 33 @30,J 72 3P Ac(v6)3N3ds
r r

J V)
+2/</ 53divrﬁé3Ae(v6)3N3dS—2/ P[J @3] ° Ac(ve)’ NS
r r

NG N/
(8.87)
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In order to estimate the integral 77, we recall the formula for 8,[137’ given in (8.8),
and write

T = —2x/ BT 20,1 X712 +il1 x0,2 1) 3 Ac(v)N3dS
r

- —2K/ [335.1 % (22 — 510 (0)]'3° Ac )’ N3dsS
r J?

Tia
—2x/ ERTA 53Ae(v6)3N3dS—2x/ 302,50 B A)3N3dS
r r

Jip Jia

—2/</ [(% — 71,1 (0) x 3°5,2 '3 Ac ()’ NS +R,, (8.88)
r

Jie

where R is a lower-order integral over I” that contains all of the remaining terms
from the action of 33, so that there are at most three space derivatives on v on I .
The trace theorem combined with the Cauchy—Schwarz inequality easily show that
IR1| < C|(v€)3|3]|0]l4. The next crucial observation is that

Jip +Ta+ T3 =0. (8.89)

‘We use the fundamental theorem of calculus,

= ro= = 1
7,2 _ . n,2 7,1 _ . 1
Lo-na0 =[5 w Bo-i0= [ 2k,
to estimate the integrals 71, and 71, so that (8.88) and (8.89) show that

|J1 + T3l £ CtllAe ) [l4l15ll4 + C1WE)? 13114

Next, we write the integral 7> as
T = 4K/ B3I 330 s P AN dS + Ry,
r

with Ry ~ fr 53Dr_] 33 Ac(v)3N3dS, where the symbol ~ is used here to mean
that R, is comprised of integrands which have the derivative count of the integrand
33Dij 33 A (v6)3. Tt follows that

IR2| < [Dijl2s|Ae(v) (35 < Cllitllall Acv la,

the last inequality following from the trace theorem. Since 7(f) = e + fol v, We see
that for some § > 0,

IRal £ Np + (8 + CE3) | Acve |17 + C2 1013
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Returning to the remaining term in 7>, we write

4/</ ;I 3@’ 53A6(vf)31v3ds=4/</ 33 divo 33 A (v N3 dS
r r

jZa

+4/</ (@J73a - 8)8%0",5 33 A(€)’N3dS.
r

VTS

We estimate the integral 7>, with the Cauchy—Schwarz inequality. The integral
Jap can be estimated using the fundamental theorem of calculus:

| T2p] < Crll A (14l la,
so that we have established the following estimate:

\Jl + |1+ Tal € No+ TChyr + (8 + COAE |3 + C215]13
+CtI A () NallBlla + Cl)? 311014 + CIXIF + Cll div DlI31| Acv€]la,

where the bound on the integral 7>, in contained in the right-hand side. Finally,
the integral J4 can be estimated in the same way as R, above, so that with the
identities (8.87), (8.86), and (8.85) we have shown that

_ _ N3
| / 5% (po.3 AcF)3°(v6)3 ~—ds
r

£0,3
SNo+TCy + 8+ C AT + CENDIIT + Crll Ae(v) 41|04
+C1W)?3115lla + CUX N3 + Cll div 5131 Aev€ la (8.90)

‘We now turn our attention to the second term on the left-hand side of (8.81), which
will give us as a sign-definite energy term plus a small perturbation. We first see
that by the properties of the boundary convolution A,

/53[A§(vf,{+vf,§)]é3(vf)3N3dS:/ B A, ] H+v6,3) P At - NdS.
r r

A
(8.91)

The divergence theorem applied to the integral Z (as our domain 2 = T? x
(0, 1)) implies that

z=/ A} +v.3) 7 Ac(v)’ 3 dx
2

7

+/ P [Ac v, ]5+v€.33)]° Ac(v)dx.
2

I
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Now, Z| = — f9|53A6(v5)3,3 |2dx + fo Acd3 div e 53A€vf,§ dx, and
== [ P Ac@)3 P A 1dx = [ 3P AW)? 5 37 Ac(v) 2 dx,
from which it follows that
7= —/ |53A€D(v6)3}2dx —l—/ Acd dive A (v9)3,3dx
2 2
+/ Acd3[curl v - 2183 A (v6)3, ) dx
2
—/ Acd’[eurl v€ - e119° A (v6)3 5 du. (8.92)
2

Now, thanks to (8.80a), we have for all ¢ € [0, T¢]

. i} i X 2 _
Idive€|3 < 28013 + Cllol3 + C|| o 15+ CHlIO1 7201 2y

< ol + Clol3 + Ctllol3, +ClIX[F. (8.93)

(0,1, H*(2))
where we have used the higher-order Hardy inequality Lemma 1 for the second
inequality.
Next, with (8.80b), we see that for all ¢ € [0, T,]
lcurl v |3 < Ctl|Dll4 + CllDll3 + Clluolla + CVIIDE M) 1200 132
+C«/;||17||L2(0,t;H4(9))
< Ctl[olla + Ceclluolla + CNel0l 20,1 42y, - (8.94)

where we have used (8.17) and the identity (8.14), relating & (1) to v and where
we have relied crucially on the chain-rule which shows that

g, @ =A, 12@MV..

Note that (8.14) provides us with a bound which is e-independent, but which indeed
depends on «.

The action of the boundary convolution operator A, does not affect these esti-
mates; thus, using Proposition 2, we see that

T

/O I div Acv€[3dt £ No + T P(IvllZ,) + P(lcurl B]1§,),  (8.95)
T

/0 lcurl Acv[3dt < No+ T P(|l5]1Z,). (8.96)

We integrate the inequality (8.81) from O to ¢, and we use the estimates (8.90),
(8.84), (8.92), (8.95), (8.96) together with the fact that - > C > 0 on I', to
obtain that for any ¢ € [0, T'],
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t
19 W) ()3 + / 183 DA ()3
0
t
< No + Ct|(v)* 3 + Ctlil1%, +Ct/ [Ae )13
0

t _ C t

+c¢2/ ||v||i+—/ 012 + S AE 2
0 vt Jo

+T P(|51%,) + P(lcurl ]|3,) + Cll div 3, .

where we have used the Cauchy-Young inequality ab < %az +/tb*fora,b > 0.
By taking 6 > O sufficiently small, and using the relations (8.95) and (8.96), this
implies the following inequality:

t
|v6(r>|§+/0 lAcve 2
t t
< No+ Ctlw)* 3 + Crllol1g, +Cr/0 ||Ae(zf>3||ﬁ+c¢?/0 19113
C ! €\32 =12 =12 co=n2
+ 7 ) VOB HT PAIBIZ,) + Pleurl 3l,) + Clldiv olly,

t
< No+C(t ++/1) sup |v€|§+C(r+¢?)||ﬁ||§T+Cz/ I Acve 2
tel0,T] 0

+T P(|8l3,) + P(lcurl 5]|3,) + Clldiv 5], -

(Note that due to the presence of the convolution operators A, in the definition
of (vy )3 on I" in formula (8.80c), it is clear that SUPo ] |v€ I% is bounded by some
finite number, which a priori depends on €.)

Since we are considering a bounded time interval, 0 < ¢t < C4/, and we will
henceforth make use of this fact. The previous estimate then implies that

T
sup |vf(r)|§+/ 1A B < N+ VTP 1) + VT PCUITI,)
1€[0,T] 0

+P(|curl 513, )+Clldivall},.  (8.97)

Estimates for the time-differentiated quantities are, in fact, very straightforward
at this stage. By using the expression (8.80c), we see that thanks to estimate (8.97),

T T

/0|(vf)3|§_5dt§f\/o+c/o |Acv3sdr + VT P(5]%,)
< No+ VTP 30) + VT PIBIZ,) + Pl curl 7, )
+Cl divoly,. (8.98)

Now, just as we estimated the divergence and curl of v€ in (8.93) and (8.94),
we can repeat this procedure to estimate the divergence and curl of vy. By using
(8.744a) and (8.74b), we also have that
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T
/0 I div v 13 < No + T P(I5l13,) + P(lcurl 3}) + Clldival, .

T
/O Il curlvf [3dt < No + /T P(I511%,) + P(lcurl 3]1}.) + Cll divi|F .

which in addition to the normal trace estimate (8.98) provides the estimate:

T
/0 1951301 < N+ VTP ) + VT PAIBI,) + P(l curl 31, )
+Cl divol},. (8.99)

We proceed in a similar fashion to estimate vf,, by considering the time-differ-
entiated version of (8.74), and using (8.97) and (8.99). This yields the following
inequality:

T
/0 I I3dr < o+ VTPV ) +VT PAIBIG,) + Pl curt 1,)
+C dival},. (8.100)

Finally, by using the second time-differentiated version of (8.74) and using (8.97),
(8.99) and (8.100), we also have that

T
/0 v Ifde < No+ VT P30 + VT PAIDIG,) + P(l curl 5]13,)
=2
+C|l div b7, . (8.101)
The estimate (8.97), together with (8.99), (8.100), and (8.101), provides us with
1013 < No+ VTP 1) + VT PA0IG,) + P( curl Bl17,)
+C| divlly, . (8.102)

where the polynomial functions P on the right-hand side are independent of €.

Thanks to our polynomial estimates in Section 5.6, we infer from (8.102) the
existence of 7' > 0 (which is independent of €) such that v¢ € X;: and satisfies the
estimate:

||vf||§(; < 2No+2VT P(||ollg,)+P(lcurl B3, )+2C | div i3, . (8.103)

(We will readjust the constant C and the polynomial functions P to absorb the
multiplication by 2.)
Step 3: The Limit as ¢ — 0 and the Fixed-point of the Map v — v

We set € = % n e N = {1,2,3,...}. From (8.103), there exists a subse-
quence (still denoted by €) and a vector field v € X3, V e L*(0, T; H*(£2)) N

L>®(0, T: H3(£2)) such that

V¢ = v in A3, (8.104a)
V¢ = v in X7, (8.104b)
Acv® — Vin L0, T; H*(2)), (8.104c)
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where the space X% is defined in (8.76) and

X2 ={weL*0,T; H(2)): w, € L*(0, T; H*(2)),
Wy € L2(O, T; Hl(.Q)), (x1, x2) = w is l-periodic}.

Next, we notice that for any ¢ € C;°(§2), the space of smooth functions with
compact support in £2, we have foreachi = 1,2,3 and ¢ € [0, T'], T still depend-
ing on k > 0, that

lim [ Ac(v€) - pdx = 1im/(uf)i.A€<pdx=/ vipdx,  (8.105)
e—0 Q e—0 (7] 2

where we used the fact that Ac¢ — ¢ in L2(£2). This shows us that v = V, and
that

%, £ No+ VT P(lvllZ,) + Pl curl §]§,) + Cl div ][5,

The estimates weighted by pg in the definition of the Z7-norm follow immediately
from multiplication by pg of the equations (8.7b) and (8.7c); because py vanishes
on I" and using the (unweighted) estimates already obtained, there is no need to
consider the parabolic equation (8.7d), so that

lliZ, < No+~T P(l7,) + P(lcurl ]|3,) + C|l div 5|3, (8.106)

Moreover, the convergence in (8.104) and the definition of the sequence of prob-
lems (8.80) easily show us that v is a solution of the problem (8.7); furthermore,
we see that we can obtain for the system (8.7) the same type of energy estimates
as in Step 2 above. This shows the uniqueness of the solution v of (8.7), and hence
allows us to define a mapping® : v € Zr - v e Zr.

We next launch an iteration scheme. We choose any v(D e Cp (M) and define
forn e N,

v =0w™), v = uo.

Foreachn € Nwesetn™ (x, 1) = x+fé v® (x, t)dt’, AW =Dy~ g0 =
det Dr;("), a™ = JmA®™  x 0 ig the solution to (8.5) with v™, ™, J® and
A™ replacing , @, J, and A, respectively. Similarly, we define & (™) via
equation (8.14) with v replacing ©; we define €™ via equations (8.11) and
(8.15) with v replacing ©.

According to (8.106),

™17, £ No+VTP([v™lIZ,) + P(l curtlv™|§.) + C[l div o™ |F, .
(8.107)

From (8.7b),

J=D2x@0=1
div o™ = divo®D — div, -1 7L
£0
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so that

2 —1
di m2 < di (n—l)_d- (n—1))2 ‘](n )X(n )2
Idivo™ 3, < | divo | e [

< No+ VTP P1%,) + P(curlv™ D)3 ), (8.108)

where we have used the higher-order Hardy inequality Lemma 1 and Proposition
2 for the second inequality. Next, we use (8.7c) and write

curl v®™ = curl ug + curl v~V — curl, (-1 p=D

t
_ DS (=1 | _
+2K/0 60D AB=DS Z@= T (D)

t t
+/ 8-jiv(n_l),§ atA(n_l)j' +/ Q:(n—l).
0 0

It then follows, using (8.14) and (8.17), that

leurlv® |3, < No+ VT P(v"V3,). (8.109)
Combining the estimates (8.107), (8.108), and (8.109), we obtain the inequality
1% < No+VT P ™3 ) +VT P VI3 ) +VT P[0 2)1).

This shows that by choosing T > 0 sufficiently small and M >> N sufficiently
large, the convex set C7 (M) is stable under the action of ©.

In order to see that ® has a fixed-point, we simply notice that by proceeding in
a similar fashion as in Step 2 above (for the e-independent energy estimates), and
by using the inequality (8.72)

o@D — @2 < VT P™ =™ D7) + P =022 )
+VT P(v"2 — oY) ), (8.110)

where the polynomial function P can be chosen under the form P(z) = Z'};l a jzj
for some integer m 2 1 (a; 2 0).

Although, the inequality (8.110) is not exactly the usual hypothesis of the con-
traction mapping theorem, the identical argument shows that for T = T taken
sufficiently small, the map ® is a contraction, and possesses a unique fixed-point v
satisfying v = ® (v). We will next prove that this unique fixed-point v is the unique
solution of the «-problem (7.2).

8.5.3. The Fixed-Point of the Map v > v is a Solution of the «-Problem In
a straightforward manner, we deduce from (8.7) the following relations for our
fixed-point v = v:

[XJ2],

Po
curly v, = 2ce v, A B () +€  inQ2, (8.111b)

div, v, = — 8, Al in 2, (8.111a)
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v} = —207%a3po.3 —2c[J 2a3lipo.3 +c(@)N>  on T, (8.111¢c)

/ v¥dx = —2/ AX (po 71,1 dux —2/</ [AK (pos ™1,k 1dx,  (8.111d)
2 2 2

(x1, x2) > v¢(x1, X2, X3, ¢) is 1-periodic , (8.111e)

where X is a solution of (7.6) and where the function c(#) in (8.111c) is defined by

. . [XJ%], Joi
—2c(t) = (= div v, + div, v)dx — —dx + 0 A; v, dx
2 2 Lo 2

—2/ J72a3N3po,3 dS—2/c/ J~28,a3 N3 po,3dS
r r

—2/(/ agatJ_ZN\;,O(),gdSz/(—divv,—i—div,7 v )dx
r 2

XJ? o
—/ uc1x+/ a,A{u,’jdx—z/ Dp(n) - NdS
2 £0 2 r

—2K/1_[DP(77)]; -NdS,

where Dp(n) = A{‘(p()]_l),k, and dS = dx;dx;. By using (8.111a) and the diver-
gence theorem, we therefore obtain the identity (since the volume of £2 is equal
to1)

1
c(t) = E/F[v,+2Dp(n)+2K[Dp(n)],]-Nds. (8.112)

The fixed-point of the map v +— v (which we are labeling v as well) also satisfies
the equation

v +2E(m) + 2c[Em)]; =0, (8.113a)
Z(0) = Dpy. (8.113b)

It is thus clear from (8.111c) and (8.113) that the fixed-point is a solution to the
k-problem (7.2), if we can prove that

c(t)y =0and & = Dp, (8.114)
where we remind the reader that
p(n) = pod . (8.115)

This is in fact the case, and we now explain why (8.114) holds.

Step 1 Using &(n); = &;(n) +u" (n)E,, (n), we apply curl, to each term of
(8.113a) and compare the resulting equation with (8.111b). This implies that
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< 1
ke jiv,y A By (n)+Cur1n[E(n)]+K[curln[Et(n)]+curln[(u’8rE)(n)]]=—§¢.
(8.116)

Now, by definition of curl,),
curl, [(u" 8, 2)()] = &.jx A% (v 0,8 (1)) .5
=& jkAjv.g 3 EX () +u" () curly[(3,E) ()], (8.117)

which by substitution in (8.116) implies

1
curly[Z (m)] + «[curly [E: (M)]+u” (1) curly[(3, ) (m)]]= —56- (8.118)
Thanks to the fact that by definition of curl,),
curl, [® ()] = [curl ®](n), (8.119)

for any vector field ®, this provides us with

1
[curl £](n) + «[[curl & ](n) + u; (n)[curl(d; Z)1(n)]= —567 (8.120)
which shows that

[curl £1(n) + klcurl E()]; = —=Dye(n) — k[ DY(m)],,  (8.121)

where 1/, denote the Eulerian version of i, given by

Yeon=1. (8.122)

According to (8.113b), £(0) = Dpo; thus, we have that [curl Z]()(0) = 0.
Furthermore, by our definition (8.12), we have Dy, (n)|;=0 = 0 in §2, which with
(8.121) allows us to conclude that for ¢t € [0, T,

[curl & 4+ Dy ]1(n)(t) = 0.
We may therefore consider the following elliptic problem:
Ay, = —div(curl &) =0 in n(t)(£2),

Y. =0 on n)(I),
(x1, x2) = Ye(x1, x2, x3, 1) is 1-periodic,

which shows that ¥y, = 0 and hence € = 0. Therefore, curl & = 0 in n(¢, §£2) and
there exists a scalar function Y (¢, -) defined on (¢, £2) such that

Z = DY. (8.123)

It remains to establish that DY = Dp. We will first prove that a Neumann-type
boundary condition plus a small tangential perturbation holds for Y — p; namely,
we will show that (Y — p),3 N3 is a function k(¢) of the time variable only on
n(, I).
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Step 2 We take the scalar product of (8.113a) with e3 to find that
v +2DY () - €3+ 2<[DY)()]; - e3 = O,

which, by comparison with (8.111c), yields the following identity on I:
2[ DY = p)a) + KDY = )DL | - €3 = —c(ON?
=/ [D(—p +Y)() +«[D(=p + Y)(n)]z] NAS N, (8.124)
r

where we have used the expression (8.112) for ¢(¢). By denoting
gq=p-—Y, (8.125)
since N = (0, 0, N3) on I, this implies:

c(t)
Dg(m)-N+«[Dg(n)-N] = T,

and thus by integration, and taking into account that Dp(0) = DY (0),

1 [Te@s) s
Dg(n)(t,-) - N = —/ — e« ds,
2 0o kK

which is indeed a function depending only on time, which we denote k(¢). By
integrating the previous relation over I", we finally obtain that on I":

1
Dg(m)(t, ) - N = k(1) = E/qum)(t’ ) - NdS. (8.126)

Step 3 We now apply div,, to (8.113a), and compare the resulting equation with
(8.5a). Using (8.111a) and the fact that X (0) = po div ug, we have that

X = poJ 2 div, v. (8.127)
This leads us to:
divy[Dg(n) + k Dg:(n) + «u;(n)(Dq),; (n)] =0 in £2. (8.128)
This is equivalent in [0, T'] x §2 to:
Aq(n) + K Aqi(n) + kui (0) Ag.i () + Afv.% g1 (n) =0,
or equivalently,
Aq(n) + k[Aq(); + Al v q.ii (n) = 0. (8.129)
Now, since pg = Y (0), we have that
Aq(0) =0 in £2. (8.130)
Also, from (8.126), we have the perturbed Neumann boundary condition

q,3 (N3 =k(t), onT. (8.131)
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By (8.111d), (8.113), we obtain that fora = 1, 2,

/ G (D)X + i / e ()rdx =
2 2

or equivalently, [ ¢.o (1)dx 4+ «9; [ q.« (1)dx = 0, which together with the
initial condition [, ¢, (0)dx = 0 implies that

/ qsq (m)dx = 0. (8.132)
2

Therefore, by setting f = Ag, we have for all ¢ € [0, T'] the system:

Ag = finn(£2), (8.133a)

/ J'qqdx =0, (8.133b)
n(£2)

q,3(m) N3 =k()on I, (8.133c)

Dgq is 1-periodic in the directions ej and e . (8.133d)

Note that because of the periodicity of v, the domain 7n(§2) is such that
n(1, x2, x3) = (0, x2, x3) + (1, 0,0), and n(x1, 1, x3) = n(x1,0,x3) + (0, 1, 0),
which explains why condition (8.133d) holds.

We now take the vertical derivative 93 of (8.133a), multiply the resulting equa-
tion by ¢,3 and integrate by parts in 1(§2), using the condition (8.133d). This
yields:

/ |Dq,3|2dx—/ q,i3q,3ni(t) dS(1)
n(82) n(I")

= fq,33dx —/ fq,3n3(t) dS(1),
n(£2) n(I")

where the notation dS(r) denotes the naturally induced surface measure on n(t, I').
Note that due to the fact that (¢, I") is no longer necessarily horizontal for r > 0,
integration by parts in purely horizontal directions also produces boundary contri-
butions. Therefore, with (8.133c) we obtain:

Dq,3 |2d —k/ ds
/77(9)| q,317dx — k(1) (r)N3( )n(t) ()

f
= ,33dx — k _ dS@). 8.134
/n o f 4=k ) | a0 dS() (8.134)

We now denote by ¢ a smooth function in 7(£2) such that ¢ = m on n(I).
An integration by parts with respect to the variable x; provides for the boundary

integral on the left-hand side of (8.134):

[ aEEemmaso=[ agasdvr [ qagsd 6139
ey N3(n=) n(2) n(2)
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Similarly, an integration by parts with respect to the variable x3 provides for the
boundary integral on the right-hand side of (8.134):

/ L_lnz(t) ds@t) = fi3¢ dx—l—/ fo,3 dx.  (8.136)
nary Na(m™) n(2) (%)

The use of (8.135), (8.136), (8.133a) in (8.134) then yields:
/ |Dg.3 |*dx =/ f q.33dx + k(1) q,i3¢,i dx
n(£2) n(£2) n(£2)

—k(1) fé.3 dx,

n(£2)
which provides us with the estimate
1D.3 1152y < CILFIG ) + C k@), (8.137)

where we are using the notation || - [|5.,2) = || - | #s((2)). From (8.126), we have
by the divergence theorem:

1 1 )
k() = 5/ lg.; (], dx = 5/ lq.i; (mIn,; dx,
2 I?)

and thus since |n/,; (f) — 81./| < Ct, we obtain,

k@] £ CllAqllo.n@) + CtlID*qllone),
which inserted in (8.137) provides:
1D4.3 15,2y = CI 5.2y + CHID* GG 2 - (8.138)
We now write (8.133a) under the form
q.11+q.20= g where g := —q,33 + f. (8.139)

It follows from (8.139) that
/ (q,u+q,zz)(q,u+q,zz>dx=/ |gl*dx.
n(82) n(82)

Integration by parts on the left-hand side of this equation, together with the peri-
odicity of Dqg and its derivatives, shows that

/ q,aﬁ q,aﬁ d-x+2/ q,11q72n2(f)d5(t)
n(£2) n(I)

—2/ q,124,2n1(£)dS(1) =/ gl*dx.  (8.140)
n(") n(£2)

‘We now notice that

/ 61,1161,2n2(t)d5(l)=/ 6]»1161,2”2—(t)n3(t)d5(l),
n(I) n(I") n3 ()
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where division by n3(¢) is bounded since for ¢ taken sufficiently small, |n3(?)] is
very close to 1 on n(I").

Next, fori = 1, 2, 3, we smoothly extend n; (¢, -) into 7 (¢, §2) and denote by ¢
a smooth extension into n(¢, £2) of % and note the integration-by-parts (with
respect to x3) identity

/ 4,11%2”20)‘150):/ q,113 q,2 n2(t)pdx
n(r) n(£2)

+/ g1 3[gamaeldr.  (8.141)
n($2)

An integration by parts with respect to the variable x; for the first integral on
the right-hand side of (8.141) then yields:

/ q,114,2n2()dS(1) = —/ q.1301[q,2 n2(1)g]dx
n(l") 1n(82)

+ / 4013 42 2 (D1 (DAS(1)
n(I")

+ / g1 B[gam@eld.  (8.142)
n(£2)

Similarly, by integrating by parts first with respect to x3 and then with respect to
X7, we see that the third integral on the left-hand side of (8.140) can be written as

/ q:12q,2n1(1)dS(t) = —/ q.1302[q.2n1(1)g]dx
n(l") n($2)

+ / 0213 .2 11 (D2 (HAS (1)
n(I")

+/ q.12 93[q.2n1(1)e]dx, (8.143)
n(£2)

which shows that the boundary integrals over 1(I”") cancel each other when we
substitute (8.143) and (8.142) into (8.140); thus, (8.140) takes the following form:

/ 4,08 4-ap dx
n(£2)

=/ lgl?dx + 2/ q.1391[q.2n2(t)p]dx — 2/ q.11 53[q.2n2(0)¢]
n(£2) n(82) n(82)
—2/ q.13 32[q,2n1(l)<ﬂ]dx+2/ q.1233[q.2n1(0)g]dx,
n(£2) n($2)

which thanks to the estimate (8.138) and the relations [nq (1) |y1.00 (o) < Ct,implies
that

/ LR dx £ CI£ 15,0 + CHID*qIG )
n

+ Ct1D*qllo.n2) 1 P llo.ne)- (8.144)
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Combining this estimate with (8.138), we obtain that
ID*q15 02y = CUFIG p2) + CHID* GG ) + CEID?qllo.nes2) 1 Dgllo.nc) -
(8.145)
Now, we notice that the conditions (8.133c),(8.133d), and (8.132) yield Poincaré
inequalities for ¢,, and ¢,3, so that
llg.3 llo.n2) = ClIDq.3 o2y + k()] = ClIDgq.3 llo.n2) + ClAgllon2)
+ Ct|D*qllo.n @) (8.146a)
1g:e llo.n2) = ClIDG,e o), @ =1,2, (8.146b)

where we also used our estimate for k() obtained just before (8.138). Therefore,
(8.145) and (8.146) provide us with

IDG1T ) < CIF G + CHIDGIT iy
which, by taking 7" > 0 small enough, yields:
1DgI3 2y < CllAGIR ) (8.147)
We thus have proved that
q.1i () = F'(t, Aq (), (8.148)

where F'i(z,-) denotes a linear and continuous operator from L2(£2) into itself,
whose norm depends in a smooth manner on v in L2(0, T; H*(£2)).
Therefore, the ODE

Aq () + k[Ag()]; + Al Fli(r, Ag(n) = 0, (8.149)

with the initial condition (8.130) allow us to conclude by the Gronwall inequality
thaton [0, T'] x £2,

Aq(n) = 0. (8.150)
From (8.150) and (8.147), we infer that
Dg =0 in[0,T] x £2,
which finally proves that DY = Dp, and therefore that Z = Dp. Therefore
c(t) =0,

which finally establishes that v is a solution (with the regularity of the functional
framework Z7) of the «-problem (7.2) on a time interval [0, 7,.]. This concludes
the proof of Theorem 2.

By considering more time-derivatives in our analysis, it is easy to see that as
long as the initial data are smooth, we can construct solutions which are arbitrarily
smooth in both space and time. We state this as the following

Theorem 3. (Smooth solutions to the k-problem) Given smooth initial data with
po satisfying po(x) > 0 for x € §2 and verifying the physical vacuum condition
(1.5) near I, for T, > O sufficiently small, there exists a unique smooth solution
to the degenerate parabolic k-problem (7.2).
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9. k-Independent Estimates for (7.2) and Solutions
to the Compressible Euler Equations (1.9)

In this section, we obtain estimates for the smooth solutions to (7.2), provided
by Theorem 3, whose bounds and time interval of existence are independent of
the artificial viscosity parameter «. This permits us to consider the limit of this
sequence of solutions as x — (0. We prove that this limit exists, and that it is the
unique solution of (1.9).

Notation. For the remainder of Section 9, n(¢) denotes the solution of the x-prob-
lem (7.2) on the time interval [0, 7 ]. In particular, () is an element of a sequence
of solutions parameterized by > 0, but in order to reduce the number of subscripts
and superscripts that appear, we will not make this sequential dependence explicit.
The reader should bear in mind that 7 is really n (k).

9.1. A Continuous-in-Time Energy Function Appropriate
for the Asymptotic Process k — 0

Definition 6. We set on [0, 7]
4
E@0) =1+ D> [17*n®)3_, + oo 970 “Dn(1) 3]
a=0

4 4
+3 a0 O+ S /0 [1Vko0 97484~ Du(s) 3] ds
a=0

a=0
+ |l curl, v(®) |13 + [lp0 8* curl, v(r) 3. ©.1)

The function E(r) is the higher-order energy function appropriate for obtaining
k-independent estimates for the degenerate parabolic approximation (7.2).

According to Theorem 3, solutions to our approximate k -problem (7.2) are smooth,
and hence T' +> sup,[o.77 E(?) is a continuous function on [0, 7] to which the
polynomial-type inequality of Section 5.6 can be applied.

Definition 7. For the remainder of the paper, we will use the constant M to be a
polynomial function of E(0) so that

My = P(E(0)). 9.2)

Remark 7. Note the presence of x-dependent coefficients in E () that indeed arise
as a necessity for our asymptotic study. The corresponding terms, without the «,
would of course not be asymptotically controlled.

Remark 8. The 1 is added to the norm to ensure that E(7) > 1, which will some-
times be convenient, though not necessary.
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Remark 9. Among all the terms on the right-hand side of (9.1), the sum
zizo[uaf“n(r)ni o 18 the fundamental contribution, providing the basic regu-
larity for the solution. Notice that only the even time derivatives of n(¢) appear in
this norm. While it is possible to also obtain estimates for the odd time derivatives
of n(¢), we will instead rely on the following interpolation estimate: For k = 1,
given a vector field r € L>([0, T1; HX(£2)) with r;, € L®([0, TT; H*1(£2)), it
follows that r, € L2(0, T; Hk_%(.Q)) and
T
I,y 2 (Ol 0l
L2(0,T; H* 2(2))
+ Cllrueli 20,7 51 @) 171220, 7: HE (2))
< P(rO) k. 7 O)llk-1) +8 sup [Ir(@)llz

t€[0,T]

+C7 sup (Ir + lIre®I_y).
te[0,T]

Thus, with L2-in-time control, we see that the odd time derivatives of n verify the

estimate

2a
Z 19701720, 7. 350y S Mo(®) + 8 Sup E()+CT P( sup E(D).

See the interpolation inequality (9.27) below for further details.

9.2. Assumptions on a Priori Bounds on [0, T ]

For the remainder of this section, we assume that we have solutions (1) € X7,
on a time interval [0, T, ], and that for all such solutions, the time 7, > O is taken
sufficiently small so that for 7 € [0, T}.] and £ € R3,

I<ym<l, MR < af ale k&, ]
det g(n(1)~1/2 < 2det g(no) =12 = 2, [T LALAS — 8188 102 <

=

(9.3)

We further assume that our solutions satisfy the bounds

IIn(t)IIst(_Q) < 2leli5 + 1,
[EIGY o < < 20187 v(O)135-ap (g, + 1 for a=0.1,....6,
103 (134502 ) = 2llP00" 7)(0)||H4‘57a/2(9) +1 fora=0,1,....7,
VK 0@ s ) S 20001750 + 1 for a=0,1,2,3.
9.4)

The right-hand sides appearing in the inequalities (9.4) shall be denoted by a
generic constant C in the estimates appearing below. In what follows, we will prove
that this can be achieved in a time interval independent of «.

We continue to assume that pg is smooth coming from our approximation (7.1).
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9.3. Curl Estimates
Proposition 3. Forall t € (0, T), where we take T € (0, T,),
3 4
> lleurd 87015, + D llpo 8 curl 97 n (1) 5
a=0 [=0

4
- Z/ IV pocurl, 382 v(s)II3ds < Mo+ C T P( sup E(r)). (9.5)
=70 1€[0,7]

Proof. Using the definition of the Lagrangian curl operator curl, given by (4.1),
we let curl, act on (7.2a’) to obtain the identity

(curly v)* = —kegjiv” . A5[(pod ) ALl AT 9.6)
As described above, in the absence of the artificial viscosity term, the right-hand
side is identically zero; we will have to make additional estimates to control error
terms arising from «-right-hand side forcing.

It follows from (9.6) that
3 (curl, v)* = EkjiAz;vi,s —KekjivV s A;[(pOJ_l),l ALl AT
Defining the kth-component of the vector field B(A, Dv) by
B*(A, Dv) = —ekji AV, Aljvi,s

and defining the k-component of the vector field F by

F* = —kejiv” s AS[(pod 1) AL]m AT

we may write
1
curly, v(r) = curl ug +/ [B(A(t), Dv(t")) + F(t)]dt’. 9.7)
0
Computing the gradient of this relation yields
X 1
curl, Dv(t) = Dcurlug — €. DAV 5 +/ [DB(A(t"), Dv(t")) + DF(¢")]dt’.
0
Applying the fundamental theorem of calculus once again, shows that
t . .
curly, Dn(t) =t curl Dug + €. j; / [Atj.Dn' " _DAS/. v, de
0 ;

t pt
+/ / [DB(A(I//), Dv(t//)) + DF([”)]dl”dZ/,
0 Jo
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and finally that

t
D curl n(t) =tD curl ug — s.ji/ A,i(t/)dt/ Dn' g
0
t . .
+8-ji/ [Atj'Dnlas _DAi'Ulas Jdt’
0 .

t ot
+/ / [DB(A(t"), Dv(t")) + DF(t")]dt"d¢’ . (9.8)
0 JO

Step 1. Estimate for curly. To obtain an estimate for || curln(t)||%, we let
D? act on (9.8). With 3, A% = —Ajv',, AT and DAY = —A]Dr',, A, we
see that the first three terms on the right-hand side of (9.8) are bounded by
Mo+ CT P(Sup;eio. 77 E (7)), where we remind the reader that My = P(E(0))

is a polynomial function of E at time ¢ = 0. Since
DBi(A, Dv)=—¢;i[Dv' s Ajv!,, AT+ s AT DV, AT 407 0, D(ATAD),

the highest-order term arising from the action of D> on DB(A, Dv) is written as
t pt ] )
—ékji / / (D5 Ajv,, AT 0! ATDM, , ATdi"dr.
0 Jo

Both summands in the integrand scale like D*v Dv A A. The precise structure of
this summand is not very important; rather, the derivative count is the focus. Inte-
grating by parts in time,

t ot t ot
/ / D*v DvAAdt"dl = —/ / D*) (Dv A A),dt"dt’
0 Jo 0 Jo

t
+/ D*nDvAAd,
0
from which it follows that

t ot
H / / D3BAG"). Du"de"de’|” < T P( sup E@)),
0 JO

0 1€[0,T]

We next estimate the term associated to F. Since

0 Po
DF* = — &i[ DV, A5 ALl A" 0" ASD[()00 ALl AT

+ Ur,s [(,00]71)91 Ai]’m D(A;Alm)]’
the highest-order term arising from the action of D on DF is written as

t ot
; £0 £0
Keji / / (D05 AS[(S0) Al AT+ 0,0 AT DY [(0),0 A AT dE
0 Jo
The first summand in the integrand scales like D*v D%(ppJ ') A A, and can be
estimated by integrating by parts in time in a similar way as for the terms associated
to D3B(A, Dv).
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The a priori more problematic term is the second one, as it seems to call for
five space derivatives on fot n that we do not have at our disposal. We first notice
that since (poJ ~1),; Alr = p,ron = [Dp]; o n, this integral is under the form
K f(; fot D*(Dp o n) Dv A Adt"dr’. Integrating by parts in time (in the integral
from 0 to ¢'),

t ot
K/ / D*(Dp on) Dv A Adr"dr’
0 JO
t t/ t”
= —« / / (Dv A A),D* / Dp(n) di”"di"dr’
0 Jo 0

t t
+K/ DvAAD4/ Dp(n)di” dr’.
0 0

‘We now explain why we have control of four space derivatives of the antiderivative
(with respect to time) of Dp (7). By definition of the «-problem (7.2a’), we have

v, +2Dp on+2«[Dponl; =0, 9.9

which implies by integrating (9.9) in time twice that

t ot t
2/ / D4(D,oon)dt”dt'+2/c/ D*(Dp o n)dt’ = —D*n(r) + t D*uy,
0 JO 0
(9.10)

where we have used the fact that D4n(0) = 0 since 11(0) = e. We can now use our
Lemma 2 which first yields, independently of «,

t ot
” / / D*(Dp o n)di"dr’
0 Jo

and then by using (9.10),

2 ~ ~
o < My +CE(1),

t 2 - ~
H/ kD Dpondr| < Mo+ CEW. ©.11)
0

Thanks to (9.11), we get the estimate
t ot
H/ / D3Fdt"dr’
o Jo

sup | curl n()||3 £ Mo+ CT P( sup E(1)).
1€10,T] 1€10,T]

2 -
SCTP(sup E1)),
0 1€[0,T]

and hence

Step 2. Estimate for curl v;. From (9.6),

t
curl v, = —s.j,-/ A,Aji(t’)dt’ vy,s +F. (9.12)
0
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Since
2k0;[Dpon]l+2Dpon=—uv,
by Lemma 2, we see that
IDp o @113 < Mo + llvi(0)]13, (9.13)

from which it immediately follows that || F||3 < Mo+ C T P (sup, o 71 E(t)). For
later use, we note from equation (7.2a) that together with (9.13), we have that

I8 [Dp o nI(OIIF < Mo + llu: (D)3 (9.14)

Since the higllest-order term in D2~B(A, Dv) is D3v, we then see that
IB(A, Dv)||% SMy+CT P (sup, 9,71 E (1)) so that

I curlv, ()3 < Mo+ CTP| sup Et) ). (9.15)
t€[0,T]

Step 3. Estimates for curl v and curl 3t5v. By time-differentiating (9.12), esti-
mating in the same way as Step 2, we find that

| curl vy (D13 < Mo+ C T P( sup E(r)),
t€l0,T]

and

[ curl 3>v(t)||3 < Mo+ CT P sup Et) ).
1€[0,T]

Step 4. Estimate for ,0054 curl . To prove this weighted estimate, we write (9.7)
as

' 1 1
curl v(1) = g v’ ,s/ A,j(t/)dt/ + curl ug +/ [B(A, Dv) + F1(tdt',
0 0

and integrate in time to find that

’

t t
curl n(t) =t curl ug + / Ejkiv' s / Ar (t"dr"dt’
0 0

7
t ot t pt
+// B(A,Dv)(t”)dt”dt’+// F@dt"dt’ .  (9.16)
o Jo 0 Jo
Iz I}

It follows that

,0054 curl n(t) = t,0054 curl ug + p054I1 + ,005412 + ,005413. 9.17)
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Notice that by definition, ||£,0054 curl yOH% < My, so we must estimate the
L?(82)-norm of pgd*Z| + pod*Zr + pod*Zs. We first estimate pyd*7Z,. We write

t pt t ot
0001 (1) = exji A podtv,t dr"dt’ + ekjipodt Alv, L dr"dr
0 JO J 0 JO J
K

ICl 2

+R,

where R denotes remainder terms which are lower-order in the derivative count;
in particular the terms with the highest derivative count in R scale like 3> Dv or
pd*n, and hence satisfy the inequality ||R(t)||(% <My+CT P(sup,¢po.7) E(1)).
We focus on the integral Ky; integrating by parts in time, we find that

t ot t
Ki@t) = —/ / Ekjia,zAjpoa4n’,sdt/’dt/+/ skj,-A,jpoa“n‘,sdt/
0 Jo 0

and hence
IG5 < Mo+ C T p( sup E(r)).
1€[0,T]
Using the identity 9, A% = —A;vf Al]’., we see that 0 (¢) can be estimated in the
same fashion to yield the inequality
=4 2 ~ ~
Hpoa IQ(z)H <mo+CcTP| sup E)). (9.18)
0 1€[0,T]

Using the same integration-by-parts argument, we have similarly that

_ 2 - -
Hpoa“zl ) H < Mo+CT P( sup E(t)). (9.19)
0 1€[0,T]

It thus remains to estimate pyd*Z3 in (9.16). Now

t ot
00015 = / / 00d* F(t")dt"dr’,
o Jo
which can be written under the form

t ot t ot
K / / 000*DvD[Dp(n)]Ads"dt’ + k / / 000*D[Dp(n)1ADvds"dt’ +R,
0 JO 0 JoO

T T

where R once again denotes a lower-order remainder term which satisfies
IRMIF < Mo+ C T P(sup,eqo 71 E(0)).
Since

2k3, D[Dp o 1] + 2D[Dp o n] = —Dvy,
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by Lemma 2, we see that independently of «,
IDIDp o nl(1)]15 < Mo + [[v;()II3 < Mo+ CE() ,
and that
lcd: DIDp o n](®)II3 < Mo + CE ).
Thus, the Sobolev embedding theorem shows that
llcd; DIDp o nI(t) || oe () = Mo + CE(t).

Hence, by using the same integration-by-parts in-time argument that we used to
estimate the integral C; above, we immediately obtain the inequality

ITi)I3 < Mo+ CT P( sup E(;)).
tel0,T

In order to estimate the integral 75, we must rely on the structure of the Euler
equations (9.9) once again. Integrating in time twice, we see that

t ot t
2 / / pod* D(Dp o n)+2« / pod* D(Dp o n)=—pod* D1(t)+1pod* Duy.

0 JO 0
(9.20)

According to Lemma 2, independently of «,

t ot
I / / p03* D(Dp o M7 (0.7:12) = Mo+ Cllpod* Dn()I5 < Mo + CE(0),
0 JO e

and then by using (9.20),

2

t
5*D(Dp o )| < Mo+ CEQ). 9.21
e [ mitpwpon] . <o+ cEw ©:21)

Returning to the estimate of 75, we integrate-by-parts in time (with respect to the
integral from O to ') to find that

t t "
T =/ / K/ 003*D[Dp()1(s)ds [A Dv],(¢") dt”dt’
0 JO 0

t t
+ / K / 000*D[Dp(M1(t")dt” A Dv(t') dr’.
0 0

Inequality (9.21) then shows that

ITOIE < My+CT p( sup E(z)),
1€[0,T]
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so that [|p0d*Z3(1) [} < Mo + C T P(sup,o 71 E(1)). and with (9.18) and (9.19),
we see that (9.17) shows that

lpod* curl n()||I3 < Mo+ CT P( sup E(z)). (9.22)
t€[0,7T]

Step 5. Estimate for p053 curl v;. From (9.12),

_ - 4 . 2 -
108 curl v, (1) < | e.ji08° ( | aswar. <t)) |+ lo03* F) I

<CT P( sup E(I)) + lpod* F ()15
t€l0,T]
and using (9.4),

009> F(0)Ig = Cllpod> Dv®)I[5llc DIDp I e (2) + Cllkpod” DIDp (]Il

+CTP| sup E@) ).
t€[0,T]
First,

Ik DO (7 ) < ClleDP OO < Chlo+C T sup E),
tel0,T]

where we have used (9.14) and the fundamental theorem of calculus. Once again
employing the fundamental theorem of calculus,

lp0d> Du(D)||I3 £ Mo+ CT sup E(r),
tel0,T]

and hence || 009 Dv() I3 DIDo (M () Mo + C T P(sup,jo ) E(0)).
On the other hand, since

2kp0;9° D[Dp o 1] + 2p0d> D[Dp o n] = —pod° Dvy,
by Lemma 2, we see that independently of «,
009> DIDp o n1(1)1I5 < Mo + 11p0d Dv, () [I§ < Mo + CE(1),
and, in turn,
llxpod” Dd,[Dp o nl(1)1I5 < Mo + [1p0d° Dv, (1) |[§ < Mo + CE(1).

By the fundamental theorem of calculus, we thus see that

lcpod> DIDp (MG < Mo +C T p( sup E(r)),
te[0,T]

which shows that [|,0093 curl v, (1)[|I3 < Mo + C T P (sup,cjo.71 E(®).
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Step 6. Estimates for p052 curl vy, poi_) curl a;'v, and pg curl 3t7 v. By time-dif-
ferentiating (9.12) and estimating as in Step 5, we immediately obtain the inequality

110082 curl vy, (DIF + 11p0d curl 32 v(D)IZ + Il o curl 8] v(r) 13

< M0+CTP( sup E(t)).
1€[0,T]
Step 7. Estimate for ./k py curl, 3%v. From (9.7)
Vicpo curly, 3*v(t) = /i pod* curl ug + /i pos.ijv’,, 54A; @)
S S,

t t
+/ ﬁpoé4B(A,Dv)dz’+/ Vipod* Fdr' +R (1),
0 0

53 34

where R(¢) is a lower-order remainder term satisfying an inequality of the type
Jy IR@Pdt £ C T P(sup,jo.7) E(1)). We see that

t
/ IS11l5de" < 1 Mo,
0
and since || pgd* D1 (t) ||(% is contained in the energy function E(),

t
/ IS213de’ < cT P sup E@) ).
0 t€(0,T]

Jensen’s inequality shows that

t
/ I1S312de’ < cT P sup E) ).
0 t€[0,T]

The highest-order terms in S4 can be written under the form

t t
/ K> pod*Dv A D[Dp(n)] Adt’ +/ K2 p0d* DIDp ()] A Dv Adt,
0 0

S4a Sap

with all other terms being lower-order and easily estimated. By Jensen’s inequality
and using (9.4),

t t t
[ 1suwiar < ce [0 [ ivemat by iarar sc1oswp E,
0 0 0 t€[0,T]

In order to estimate the term Sy, we use the identity

t
2 k7 pod* DIDP()1(1) + 2/ /0 pod* D[ Dp (m)1dr’

= —kpod* Dv(t) + /i pod* Dug + ZK%,0054D2,00,
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which follows from differentiating the Euler equations. Taking the L?(£2)-inner-
product of this equation with K%p054D[Dp(17)](l‘) and integrating in time, we
deduce that

C ek o NPdr < T -
llc2 pod™ DIDp(m1(t)llgde" = Mo + sup E(1),
0 te[0,T]

from which it follows, using Jensen’s inequality, that

t
/ ISapsI3de’ < CT P sup E() |,
0 t€l0,T]

and thus [ |/ po curl, a*v (") 3dt’ < C T P(sup, 0.1y E(1)).
Step 8. Estimates for ./k pg curl, 34! 33’ vforl =1, 2, 3, 4. Following the iden-
tical methodology as we used for Step 7, we obtain the desired inequality

4 t
Z/ I/ po curl, 3+ 90X v 13de’ < C T P\ sup E@) ).
=179 1€[0,T]

9.4. k-Independent Energy Estimates for Horizontal and Time Derivatives

We take T € (0, T,). In the estimates below, we will show how derivatives of
the cofactor matrix 54a{‘ combine with derivatives of the velocity gradient 3%v?,;
to produce energy terms. We provide a detailed explanation as to how this energy
is formed and how the error terms that arise in the process are controlled by the
higher-order energy function. We will show that all of the estimates do not depend
on the parameter «.

9.4.1. The 3*-Problem

Proposition 4. For § > 0 and letting the constant My depend on 1/8,

t
SUP;(0,7] (II«/_P034U(1)||(2) + lpod* Dn(0) |13 + /O II«/E10034DU(S)|I%dS)
< Mo+ sup,ejo.r) E()+C VT P (suptem] E(r)) . (9.23)

l_)ro_of. Letting 9% act on (7.2a), and taking the L2(£2)-inner product of this with
a*v! yields

—— ,00|54v|2dx +/ 54a{‘(p§J_2),k d*vidx —|—/ af(p§541_2),k d*vidx
2.dt Q Q Q

Zo A e

+,</ é4a,af(p§r2),ké4vidx+x/ ak(p3d*9,J72),x 0%’ dx
2 2

I3 Ts
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+K/ 84ak(p 8 J72), k84v’dx+lc/ B,al{‘(pgé“J_z),k d%vidx

IS s
3
:ch/ 3*lak (p2da' T 0t i ch/ 3 dak (pgd' T 3t
=1 7% =1 7%
Rl RZ
+xzq/ 0+ lak (0389, 072 3% +/ ak (3*p3 T72). 0% +Rs.
Rs Ra
(9.24)
The integrals Z,, a = 1, ..., 6 denote the highest-order terms, while the inte-
grals R,, a = 1,...,5 denote lower-order remainder terms, which throughout

the paper will consist of integrals which can be shown, via elementary inequalities
together with our basic assumptions (9.4), to satisfy the following estimate:

T
/ Ra()dt < Mo +38 sup E(r)+cﬁp( sup E(:)). (9.25)
0

te[0,T] 1€[0,T]

The remainder integral Rs is comprised of the lower-order terms that are obtained
when at most three horizontal derivatives are distributed onto pg, and although we
do not explicitly write this term, we will explain its bound directly after the analysis
of the remainder term R4, below.

We proceed to systematically estimate each of these integrals, and we begin
with the lower-order remainder terms.
Analysis of fOT Ri1(t)dt. We integrate by parts with respect to x; and then with
respect to the time derivative d;, and use (5.5) to obtain that

c,/ /34’ pad! I3 8% ¢ dxdr,

and thus

3 T
R = ZCI/O /9,00 (84_161;{8[./_2)[,0034771,]( dxdr
I=1
3 _ - .. T
—ch/ p08471a5‘81172p034n’,kdx’o.
2
=1

Notice that when/ = 3, the integrand in the spacetime integral on the right-hand
side scales like £ [5Dn ,00538,1_2 +dDv ,0053J_2] ,0054017 where £ denotes an
L*°(£2) function. Since for any ¢t € [0, T], ||,008t21_2(t)||% and ||,006_)4Dr](t)||(2)
are contained in the energy function E (t) and ||éDT](t)||LOO(_Q) is bounded by
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CldDn ()|, with ||5Dn(t)||% being part of the energy function E(r) as well,
the first summand is estimated by an L>°—L?~L? Holder’s inequality, leading to a
majorationby aterm C T sup, (o 1y E(1) > , which indeed leads to the type indicated
in (9.25). Similarly, for the second spacetime summand, we use that ||,09J ~2(¢) ||£
is contained in E (1) together with an L*~L*~L? Holder’s inequality.

When [ = 1, the integrand in the spacetime integral on the right-hand side
scales like £ [0 D ,0083a,l +9dDv ppdia k] 00d*n’ k. Since || pod> D, (1) ”0 is con-
tained in the energy function E (t) and since 3D77 € L°°(£2), the first summand is
estimated using an L>°—L?—L? Holder’s inequality. We write the second summand

as dDv ,005361;3 p0d*n’ g +3Dv pgdia’ pyd*n’,3. We estimate
T - - - .
/ / E)Dv,o()83af ,008477’,5 dxdr
0 Je
T —_ _ - . - —_ —_ .
= —/0 /Q[E)Dv ,0()8351;3,,3 p0d*n! +0dDv,p ,008351;S 000*n'1dxdr

T
<cC / (18Dv(@) | 13y lle0d*a®) o 1p0d* ()1l L6 (e
0

+ 182 Dv@) | 13y llL0d* 1 () L5 (2 197 allo) dt.,

and thus
T -_ - —_ .
/ / 8Dvp083a;3 ,008417’,,3 dxdr
0 Je

T
<c /O (13 Dv(@)l o3yl 003 *a®lo o0d*n (@)1

+ 119> D)l gos ) 08 n (@)1 119°allo)ds

T
<c /O @) [l 52562 (11008 * DG + 100d* D) ll0lIn(D)]l4) d

T
+C/0 W@ 352y (IMO1F + 11p08* D@ lloln () l14) dz,  (9.26)

where we have used Holder’s inequality, followed by the Sobolev embeddings
H%3(2) — L3(£2) and H'(2) < L(£2). We also rely on the interpolation
estimate

2

vl 7
L2(0.T:H2 ()

0
= C(||U(f)||3||77||4)‘T + Cllvell20,7; 532 1Ml L20,7: 14 (2))

< Mo+ sup 9l +CT sup (Inl +w 1), ©:27)
[0.T] [0,7]

where the last inequality follows from Young’s and Jensen’s inequalities. Using this
together with the Cauchy—Schwarz inequality, (9.26) is bounded by CT P(sup;¢po. 17
E (1)). Next, since (5.6) shows that each component of a is quadratic in 817, we
see that the same analysis shows the spacetime integral of dDv p083a 000%n 3
has the same bound, and so we have estimated the case [ = 1.
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For the case that / = 2, the integrand in the spacetime integral on the right-
hand side of the expression for R scales like £ 3°Dn d>Dv pod*Dn, so that an
L% — L? — L? Holder’s inequality, followed by the same analysis as for the case
[ = 1 provides the same bound as for the case [ = 1.

To deal with the space integral on the right-hand side of the expression for R,
the integral at time ¢t = 0 is equal to zero since 1(x, 0) = x, whereas the integral
evaluated at r = T is written, using the fundamental theorem of calculus, as

3
—Zcz/0054_laf51J_2p054ni,kdX‘
2 t=T
=1
3 T
== Sa [ [ @ it
=1 2 0

which can be estimated in the identical fashion as the corresponding spacetime
integral. As such, we have shown that R has the claimed bound (9.25).

Analysis of fOT Ra(t)dt. Using (5.5), we integrate by parts, to find that

T 3 T
/ Ro(t)dr = —ch/ / k3l ak p3dl s 9% dxdr
0 - Jo Je

[IA

3
> avkT sup 19%af pod' T llollvk pod*v" ok Il 120,75 12(2)
I=1 0.77]

A

CﬁP( sup E(t)),

tel0,T]

2
L2(0,T;L2($2))

tained in the energy function and that for/ = 1, 2, 3, 94! al]f ,0051 J~2 contains at
most four space derivatives of 7(¢), and is controlled L*°-in-time.

Analysis of fOT R3(t)dz. This remainder integral is estimated in the same way as

i Ranydr.
Analysis of fOT TRa(t)dt. Integration by parts using (5.5) shows that

the last inequality following from the fact that ||/k| 003*Dv| is con-

T T
/ R4(t)dt=/ /af(é“pg J72)  a%vidxdr
0 0 2
r -42‘11{ a4 i -42ak-4'
= B 4,01, dxdt—/a —L9"n" ,r dx
/0/9 /Oojz)tnk o P a0k

T
:/ / 54,05 (szaf),éétn’,kdxdt—/ 54,03 3* div n(T)dx
0o Je I?)

t=T

T
- / 3*pg / 0i(J 2af)di 3%’k (T)dx,
2 0
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so that by the Cauchy—Schwarz inequality and Young’s inequality,

T
Ra(t)dt S My+68 sup E@)+CT P| sup E() ).
0 te[0,T] t€[0,T]

Analysis of fOT Rs5(t)dt. The highest-order term is

T
/ / al{‘(53p3 5]72),1( a*vidxde,
0o Je

which can be estimated directly using the Cauchy—Schwarz inequality to yield

T
Rs(t)dt S My+68 sup E¥)+CT P| sup E() ).
0 t€l0,T] t€[0,T]

Analysis of the integral fOT To(t)dt. Integrating Zy from O to T, we see that

T 1 B B
/ To()dt = -/ pold*v(T) 2 dx — M.
0 2 Ja

Analysis of the integral fOT T (t)dz. To estimate Z7, we first integrate by parts
using (5.5), to obtain

I = —/ 5451;‘,08]72 54vi,k dx.
Q
We then use the formula (5.3) for horizontally differentiating the cofactor matrix:
k_

7 =/ 002 2 9% [afak aﬁaf‘] 3t dx + R,
2

where the remainder R satisfies (9.25). We decompose the highest-order term in
71 as the sum of the following two integrals:

Tia =/ po> I (@ s @) (@ af)dx,
2
Iy = — / 02T (B4 s a2) (34 i ab)dx.
2

Since v = n¢, Z1, is an exact derivative modulo an antisymmetric commutation
with respect to the free indices i and r; namely,

3 s alat ak = 8%y at v rak + (0% s al — 3% a®)dt  ak.
(9.28)
and
541’ sé4i k 11541' ré4i 3_154}' 54[ s k
n',sayd*v' ka (0*n'.r a; 9*n' s a}) St s 3%k (@a,

rT2dr
(9.29)
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so the first term on the right-hand side of (9.28) produces an exact time derivative
of a positive energy contribution.
For the second term on the right-hand side of (9.28), note the identity

@0 s af =% s a) 3 sk af =—Teijpd ", A% imn "5 A5, (9.30)

We have used the permutation symbol ¢ to encode the anti-symmetry in this rela-
tion, and the basic fact that the trace of the product of symmetric and antisymmetric
matrices is equal to zero.

Recalling our notation [curl, F 1 =g ik k. A; for a vector-field F, (9.30) can
be written as

(5477r,s a; — é477l‘,s af)é4vi,k af =—J? curl, 5477 - curl, 541), 9.31)
which can also be written as an exact derivative in time:
- - 1d _ _ _
curly 9% - curly §%v = = curly 8*n|* — %0, 80", (A%A7),
+ot 0% s (AT A (9.32)

The terms in (9.29) and (9.32) which are not the exact time derivatives are qua-
dratic in ,0084Dr] with coefficients in L°°([0, T'] x £2) and can thus be absorbed
into remainder integrals R satisfying the inequality (9.25). Letting

Dn54n = 54Dn A (matrix multiplication of a* Dn with A),

we have that

1d

Ilu Zd

pozl 1D, d3%nPdx — -—/ po* J 7 curl, 3*p*dx + R.
where, once again, the remainder R satisfies (9.25).

With the notation div, F = A{ Fi, j» the differentiation formula (5.1) shows
that 7, can be written as

1d _
Tip=——— RS 277 div, 3*n2dx + R.

It follows that

1d _ _ _
e (1,8 = [eurl, 8% = [div, 5*n?) dx + R
1d _ _ _
=53 02 (|D84n|2 —J Y eurl, 3*n? — 77 div, a4n|2) dx + R,

where we have used the fundamental theorem of calculus for the second equality
on the term D,784r] as well as the fact that T, was chosen sufficiently small so that
% < J() < %; in particular, we write

t
D,3*n=3*Dn A =3*Dnld+3*Dy / Ay (s)ds.
0
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It is thus clear that [, p3J ' D,d*n|*dx differs from [, p5|D3*n|*dx by R.
Hence,

r 1 2 - _
/ Ti(nds = 5 / po” | 21D n(T)* = J =" curl, 3*n(T)|* ) dx
0 2 /o 3

1 _ 5 T
——/ 002 (J—1|div,, 84r;(T)|2) dx—Mo+/ R(t)dt.
2 Jo 0

Analysis of the integral fOT Tr(r)dt. 94T 2 = —2J739*J plus lower-order terms,
which have at most three horizontal derivatives acting on J. For such lower-order
terms, we integrate by parts with respect to d;, and estimate the resulting integrals
in the same manner as we estimated the remainder term R, and obtain the same
bound.

Thus,

T = 2/ ,ogJ_3a§54ns,r af54vi,k dx +R
Q

d ,02 - - atak\ o
=a /s ]—%a?34ns,r ako*n’ g dx — /Q pg( }3’ )[ 3t 3t edx + R

d _
:-/ ,o%]fl|div,7 8417|2dx+R
dt Q

so that [ To(r)dt = [, p3J =" div, 3*n(T)1>dx — Mo + [ R(r)dr.
Analysis of the integral fOT Z5(t)dt. This follows closely our analysis of the inte-
gral 7;. We first integrate by parts, using (5.5), to obtain
I3 = —« / 548,af,081_2 54vi,k dx.
2
We then use the formula (5.4) for horizontally differentiating the cofactor matrix:

Iy = /c/ 002 39t [al-saf — aﬁaf‘] 3t dx + R,
I7)

where the remainder R satisfies (9.25). We decompose the highest-order term in
T3 as the sum of the following two integrals:

I3, = K/.Q ,03]73 @, af)(54vi,k af)dx,
I3, = —K/onzrl | div, 3*v|*dx.
Since
I3, =k /Q ng_3 [541)1"3 a554vi,k af + (@M a; — PR aﬁ)54vi,k af] dx

=K/ poJ7154vi,sAf54vi,kAlr‘dx—K/ pglfllcurln54v|2dx,
2 2
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and letting D,754v =3*Dv A (matrix multiplication of 9*Dv withA), we thus
have that

T R T o2 ~
/ Ig(t)dt:/(/ /—O|Dn84v|2dxdt—/</ /—°|cur1,7 d%v|>dxdr
0 0o Jo J 0o Jo J
T _ T
—K/ / po*J ! | div, a4v|2dxdz+/ Rdt.
0 2 0

Analysis of the integral fOT T4(t)dz. Integrating by parts, and using (5.2),

/ Tu(r)dt _2/</ / pad 2al 3%, akdtv ’,kdxdt+/ Rdt
0
—2K/ /pon 1 div, 84v|2dxdt+/ Rt

Analysis of the integral fOT T5(t)dt. Integrating by parts, and using the Cauchy—
Schwarz inequality, we see that

T T
/ Zsdt = —« / / 038,72 8%k 5%’y dxdr
0 0 2

< VAT sup (13, =@ lovdaf o) IRV s 2o 7ia2c@

<cVTP| sup E() ),
t€[0.T]

the last inequality following from the Sobolev embedding theorem and the
L>(0, T) control of || pgd*ak (1) 0.

Analysis of the integral fOT Te(t)dt. Estimating in the same fashion as for Z5 shows
that f| Ze(r)dt < C /T P(sup,co.r) E(0)).

The sum >°°_ |/ Z,(1)dr. By considering the sum of all the integrals [ Z, (r)d
fora =0, ..., 6, we obtain the inequality

1 _ 02 T2
sup — /,00|34v|2dx+/ 29134Dny|?dx +;</ /—O|Dn84v(t)|2dxdt
0712 \Joe oJ 0o Jo J

< Mo+38 sup E(t)+CﬁP( sup E(t))

1€[0,T] 1€[0,T]

N

p2 _ T pz _
+sup/ —0|84curln|2dx+/c/ / 29 curl,, 9*v|*dxds.
071/ J 0o Jo J
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Next we notice that,

/ / 201D, a%v(r)|*dxdr _K/ / poa“ AT ASdxdr
=K/ / p354vi,k 54vi,k dxdr

AT A g
—I—K/ / [ A 5,25;} a*v,1 8%, dxdr.
It thus follows from (9.3) that

1 542 :0(% 34,12 w [T 21 ad. 2
sup — / pol07 V| dx+/ — 10" Dn|“dx +—/ / Py Do v|"dxdr
[0.71 2 o J 2)o Jo

< My+38 sup E(r)+C\/7P( sup E(t))

te[0,T] 1€[0,T]

2 T
+SUP/ p—0|54curln|2dx+;</ / pgJ | curl, 8*v[*dxdr.
071/ J 0o Je

The curl estimates (9.5) provide the bound for the last two integrals from which
the desired result is obtained and the proof of the proposition is completed. O

Corollary 1. (Estimates for the trace of the tangential components of n(t)) For
a=1,2,and s > 0,

sup %135 < Mo+8 sup E + CﬁP( sup E(r)).
tel0,T] t€l0,T] t€l0,T]

Proof. The weighted embedding estimate (3.2) shows that

13012 < C/Q P2 (130 + 3*DnP)dx

t
/ a*vdr’
0

Now

21942 2
sup /pola n|"dx = sup /Po
1€[0,T1J 2 1€[0,T1J 2

It follows from Proposition 4 that

2

dx £ 72 sup [l/pod*vl3.
tel0,T]

sup ||34fl(f)||o<Mo+C\/_P( sup E(t)).

te[0,T] t€[0,T]

According to our curl estimates (9.5), supyg, 7 || curl TI||3 < Mo+CT P (suppg 7y E),
from which it follows that

sup ||9* curln(t)||H1(Q), <My+CT P( sup E(r)),
t€l0,T] 1€[0,T]
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since 9 is a horizontal derivative, and integration by parts with respect to d does
not produce any boundary contributions. From the tangential trace inequality (6.2),
we find that

sup |Z_)4n°‘(t)|2_0_5 < My + C\/TP( sup E(t)),

te[0,T] te[0,T]

from which it follows that

sup %0135 < Mo+ C ﬁp( sup E(r)).

1€[0,T] 1€[0,T]
O
9.5. The 33-Problem
Proposition 5. For § > 0 and letting the constant My depend on 1/8,
2 7 2 ' 2
sup (Ilvpoafv(t)llo + llpod; Du(®) Iy +/ ||ﬁp0D8§v(s)||Ods)
1€[0,T]
< My+68sup E+C~T P(sup E). (9.33)

[0,T] [0,T]
Pro_of. Letting Btg act on (7.2a), and taking the L2(.Q)-inner product of this with
380! yields

T po|88v| dx—l—/ a8ak (3T 7)1 a,sv"dx+/ ak(pdadJ %), 88v dx

Ty A e

K/ 38dak (03I ™)k afv"dx+/</ a¥(pgaa, 072, 0¥v'dx
2 2

I3 Iy

+/</ af‘af(pga,rz),k 8t8vidx+/(/ 8ta{‘(p38t8]_2),k818vidx
2 2

Is e
7
Z / a8 ak (p2al T2 881)’—1—/(201/ a8 o,ak (p3al 12k a8V
=1

Rl RZ

7
+KZC]/ 08 ak (030" 0, J 7).k 080! dx . (9.34)
2

Rs3

The integrals Z,, a = 1, ..., 6 denote the highest-order terms, while the integrals
Ra, a = 1,2, 3 denote lower-order remainder terms, which we will once again
prove satisfy
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T ~ ~ ~
/ Ra()dt S Mo +68 sup E@)+CNTP| sup E)). (9.35)
0 1€[0,7] 1€[0,7]
The analysis of the lower-order remainder term R () differs slightly from the
corresponding remainder term in the 3* energy estimates, so we proceed with the

details of this analysis.

Analysis of fOT R1(t)dz. Using (5.5), we integrate by parts with respect to x; and
then with respect to the time derivative d; to obtain that

7 T
Ri=-3a / / 98 ~ak p20l 2 %0 ddt
=1 70 /£
7 T
ch/ / 00 (af—’a{‘a,’rz) po8t7v’,k dxdr
= Jo Je '

7
_ . T
— E c;/ poaf_lafalf_zpoazvt,kdx‘o.
2
=1

Notice that when [ = 7, the integrand in the spacetime integral on the right-
hand side scales like £ [Dv, pod® Dv + Dv pod, Dv] pod, Dv, where £ denotes an
L°°(£2) function. Since ||,003t7 Dv(t)||% is contained in the energy function E (1),
and || Dv; ()| Lo (2) £ Cl| D (1) |2, with || Dv, (¢) ||% being a part of E"(t), and since
we can write pd® Dv(t) = pod® Dv(0) + fot 003, Dv(t")dt', the first and second
summands are both estimated using an L°>°—L?—L? Holder’s inequality, leading to
a bound similar to (9.35).

The case [ = 6 is estimated exactly the same way as the case / = 3 in the proof
of Proposition 4. For the case [ = 5, the integrand in the spacetime integral scales
like K[Dv,t,ooaf’J_z + Dv,t,poth,,t]pOE)ZDv. Both summands can be estimated
using an L3-L°—L? Holder’s inequality. The case [ = 4 is treated as the case [ = 5.
The case / = 3 is also treated in the same way as / = 5. The case [ = 2 is estimated
exactly the same way as the case / = 1 in the proof of Proposition 4. The case l = 1
is treated in the same way as the case [ = 7.

To deal with the space integral on the right-hand side of the expression for R,
the integral at time ¢t = 0 is bounded by My, whereas the integral evaluated att = T
is written, using the fundamental theorem of calculus, as

7
ZC[/ poBf_lalkatlJ_zpanvl,k dx
= Q t=T
7 .
:ch/ 0002 ak (0)8! T 72(0)pod] v’ i (T)dx
2
=1

7 T
+ch/ ,00/ @8 aka! 772),dt" pod] v i (T)dx.
=1 7% 0
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The first integral on the right-hand side is estimated using Young’s inequality, and
is bounded by My + & SUP;¢[0.7] E(t), while the second integral can be estimated
in the identical fashion as the corresponding spacetime integral. As such, we have
shown that R has the claimed bound (9.35).

Analysis of fOT Ra(t)dt. Using (5.5), we integrate by parts, to find that

T 7 T
/ mmdt:_zq / / a8 ak 20012 98’ dxds
0 — 0 2
7
< Z kT sup 195" af pod] T llollv/k podfv.i 1 r200. 7 1202))
<cJTP sup E(1) ),
+€[0,T]

the last inequality following from the fact that ||/k, ,0088DU|| and

1003/ Dol

L20,T:12(2)) &

Lo (0 122y A€ both contained in the energy function.

Analysis of fo R3(t)dz. This remainder integral is estimated in the same way as
T

Jo Ra(n)de.

Analysis of the integral fOT Zo(t)dt. Integrating Zy from O to 7', we see that

T 1 B
/ To(1)dt = -/ 00l83v(T) > dx — M.
0 2Ja

Analysis of the integral fOT T1(t)dz. To estimate 71, we again integrate by parts
using (5.5), to obtain

7 = / 98k o202 3801 1 dx.

Using the differentiation identity (5.4), the same anti-symmetric commutation that
we used for the 9*-differentiated problem can be employed once again to yield

; 1d 1d
PGO/V" s A (00" k A7) = 510 Dy v = Sl pocurly 3] v (o)
+2p 070 0¥, 0] 075 (AT A3 (80,85 — 87851,

and

1 .
=050/ v.5 8/ v,k (ASAD),.

. 1d
2,q7 3 8 k s a7 2
—p5 (0 v, AY) (8 v, A) = —§£|,O()dlv,,3t v+ 2

Hence,

1d
T, = EE/ 00> (|Daju|2 — J 7 eurl, 8] v)? — J 7 div, 8,7v|2) dx + R,
2
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and

T 2 1 87 T 2 d a7 T 2
|, o= %(IDaiz)(T)F— [curly & VDI _ 19tV & w(D)) )dx
0 2

J J
5 T
—M0+/ R(t)dt, (9.36)
0

where the remainder integral R satisfies (9.35).

Analysis of the integral fOT Tr(t)dt. 98772 = —2J 7338 J plus lower-order terms,

which have at most seven time derivatives acting on J. For such lower-order terms,

we integrate by parts with respect to d;, and estimate the resulting integrals in the

same manner as we estimated the remainder term R, and obtain the same bound.
Thus,

T = 2/ p(%]_3a§8§ns,r afalgvi,kdx—l-R
2

d 2 . ara{c ‘
=3/, %q?afv,i akolv,i dx —/Q pg( }31 ) 90,0 0] vl dx + R
t

=— | p3J " div, 8] v|?dx + R,
dr Jo

so that
T _ T
/ Iz(t)dtz/ o5 J 1 div, aZv(T)|2dx—Mo+/ R(t)dr.
0 2 0

Analysis of the integral fOT Z3(t)dz. This closely follows our analysis of the inte-
gral 7;. We first integrate by parts, using (5.5), to obtain

T3 = —« / dak p5 a2 88v’ i dx.
2
We then use the formula (5.4) for horizontally differentiating the cofactor matrix:
;= K/ p02173 3t8vr,5 [afaf — aﬁaf‘] 8,8vi,k dx +R,
2

where the remainder R satisfies (9.25). We decompose the highest-order term in
73 as the sum of the following two integrals:

Ts, =« / pgd 7 OV al) (9 v af)dx,
2
I3y = —/c/ ponfl | divy, 8,8v|2dx.
2
Since
05 : : : :
I3, = K/ J—% [Btgv,’s asddv,t ak + @%v,ral — 8%v, a¥)adv,} af] dx
PVE

=/</ polflalgv",sAﬁafvi,kA’fdx—K/ pgJ "t curl, 83v|*dx,
2 2
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and letting D,,d8v = 88Dv A (matrix multiplication of 38 Dv withA), we thus
have that

/ Ig(t)dt_ic/ / 2D, 08v)? dxdr — / /—|curl 38v|*dxdr
0
—K/ /,002.]_1 | div,, a,8v|2dxdt+/ R(t)dr.
0 2 0

Analysis of the integral fOT Z4(t)dt. Integrating by parts, and using (5.2),

T T
/ Tu(r)dt :2/(/ / pad 2ala8v,, akalvl ; dxdt~|—/ R(t)dt
0 0 2

T
=2/{/ / po>J 1| div, a§v|2dxdr+/ R(t)dr.
0 2 0

Analysis of the integral fOT T5(t)dt. Integrating by parts, and using the Cauchy—
Schwarz inequality, we see that

T T
/ Isdt = —K/ / pga,J—2 Btgal{‘ 8[8vl,k dxdt
0 o Je

VT sup (131 i@ lloodfaf o) IVikpodfo' s o rivace

< CNT P(sup E()),
tel0,T]

A

the last inequality following from the Sobolev embedding theorem and the
L>(0, T) control of [|podak (1)l

Analysis of the integral fOT Te(t)dz. Estimating in the same fashion as for Z5 shows
that f| Ze(r)dt < C /T P(sup,co.r) E(0)).

The sum ZS:O fOT Z.(1)dt. By considering the sum of all the integrals fOT T, ()dt
fora =0, ..., 6, we obtain the inequality

1 02 T 02
sup — /p0|a§v|2dx+/ 29157 Du(r)|*dx +/</ /—0|D,78t8v|2dxdt
0,712 \\J/e o J 0o Jo J

< My+48 sup E(t)—l—CﬁP( sup E(t))

te[0,T] te[0,T]

p2 T pz
+ sup/ —0|8Zcurlv|2dx+/c/ / —O|curl,, Btgv|2dxdt.
0.71/e2 J 0o Jo J
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‘We next have
T p2 T . .

K/ /—O|Dn8,8v|2dxdt=16/ /pér‘a,gv’,rA,’(a,Sv’,sAidxdt
0o Jo J 0o Jo

T
= K/ / pgatsv,}( va,}( dxdr
0 2

T AT AS ) )
+/</ /pg[ Kk —a,@s;} 38v,7 880, dxd.
0o Je J

It thus follows from (9.3) that

1 2 T
sup = / p0|a§u|2dx+/ 20157 Du|Pdx +f/ / o3| D33 v Pdxdr
0,712\ 2 J 2J)o Ja

< Mo+ 6 supE—}-CﬁP sup E(r)
[0,T] te[0,T]

,02 T p2
+ sup/ —0|3,70ur1v|2dx+/</ / 29 curl, 9¥v|*dxds.
.11/e J 0o Jo J

The curl estimates (9.5) provide the bound for the last two integrals from which
the desired result is obtained and the proof of the proposition is completed. O

Corollary 2. (Estimates for 3/ v(t))
sup ||3,7v(t)||(2) <My+38 sup E+ CVTP sup E(1) ).
te[0,T] te[0,T] tel0,T]

Proof. The weighted embedding estimate (3.2) shows that
18 v(r)|13 < C/ o (187v* + |Dd/v|?)dx.
Q

Now

2

dx £ Mo+ T2 sup |l/podtvl3.

| sbialoras < mo+ [ o
o 2 tel0,T]

1
/ 88vde’
0

Thus, Proposition 5 shows that

sup [|8/v(t)15 < Mo+ sup E+C ﬁP( sup E(z)).
t€l0,T] tel0,T] tel0,T]



Free-boundary Three-Dimensional Compressible Euler Equations 601

9.6. The 3233, 392, and 3 Problems

Since we have provided detailed proofs of the energy estimates for the two
end-point cases of all space derivatives, the 3* problem, and all time derivatives,
the 8,8 problem, we have covered all of the estimation strategies for all possible
error terms in the three remaining intermediate problems. Meanwhile, the energy
contributions for the three intermediate are found in the identical fashion as for the
3* and 98 problems. As such we have the additional estimate

Proposition 6. For § > 0 and letting the constant My depend on 1/3, fora = 1,2,

sup Z[|82“n“<z>|35 o+ 100 07V + 11p0d* ™ 87 Dn(1)|15
1€[0,T1

+K/ | pod* 83“Dv(s)||%ds] <Mo+8sup E+C «/_P(sup E).
0 [0,7] [0,T]

9.7. Additional Elliptic-Type Estimates for Normal Derivatives

Our energy estimates provide a priori control of horizontal and time derivatives
of n; it remains to gain a priori control of the normal (or vertical) derivatives of
n. This is accomplished via a bootstrapping procedure relying on having 8t7 v(t)
bounded in L2(£2).

Proposition 7. Fort € [0, T1, 3v(t) € H'(2), pod®J~2(t) € H'(2) and

sup (||a VI + [lp0dtJ ||1) < Mo+ 8sup E + C /T P(sup E).
[0,7] [0,T]

Proof. We begin by taking six time-derivatives of (7.2a’) to obtain
23] [A¥ (pod 1)k | + 200 [AF (pod Dk | = =9/ v".

According to Lemma 2, and the bound on || 3t7 v(t) ||% given by Corollary 2,

[ZAk(—O),k]” < Mo +35 sup E(t)~|—C«/—P( sup E(z)).

[0,T] 1€[0,T] 1€[0.T]

(9.37)
Forg =1,2,
245000 ™1k = poat T2k +2p0,k ak 2

= poaff_2,3 +200,3 ai3f_2 + poalﬁ.]_z,ﬂ +2p00,8 alﬁJ_Z_

(9.38)
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Letting 8t6 act on equation (9.38), we have that

p0ai38J 72 3 42p0,3 a0 T 2
= 20°[A¥ (oo )k ] = podf(al 172, p) = 2p0.p 80 (al 172

T N T3
5

— (@Pa))pod 2.3 +2p0.3 21+ D cadfa;df " Ipod 2.3 +2p0.3 721
=1
NA Z

Js

Bounds for J1(t). The inequality (9.37) establishes the L?(£2) bound for 7, ().
Bounds for J>(t). According to Proposition 6,

sup (||4/—a%||0 + ||p08D85v||0) < Mo+ 6 [%uYP]E e «/_P([%u% B),
(9.39)

so that with (9.4), we see that the differentiation identity (5.2) shows that
1€[0,T] 1€[0,T] 1€[0,T]

sup |25 < Mo+ 8 sup E(t)—i-C«/TP( sup E(t)).

Bounds for J3(t). The estimate for J3(¢) follows from the inequality for 8 = 1, 2

where the first inequality follows from the Sobolev embedding theorem, and the sec-
ond from the higher-order Hardy inequality Lemma 1 since pg, € H 32)N H& (£2)

£0,8
£0

£0,8
£0

gc‘

< Cllpog I3

L (£2) 2

forp=1,2.
Thus,
£0,
1200, 88’ 772112 = 1120000 (a’ 772 Oﬁ 13
po.p |
< 120008 @’ 7723 | BL
PO llLee(2)

<My+8 sup E(r)+cﬁP( sup E(;)), (9.40)

tel0,T] t€[0,T]

thanks to (9.39) and (9.4), and the fact that || pg||4 is bounded by assumption, from
which it follows that

1€[0,T] t€[0,T] 1€[0,T]

sup | T3(0)llg < Mo +8 sup E<z>+cﬁP( sup E(r)).
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Bounds for J4(t). Identity (5.6) shows that a? is quadratic in 5r), and in particular,
depends only on horizontal derivatives. From the estimate (9.39) and the weighted
embedding (3.2), we may infer that

sup ||53,5v(t)||(2) <My+38 sup E(t)+ CﬁP( sup E(t)).
tel0,T] tel0,T] te[0,T]

Thus sup, cgo.7) 1715 £ Mo + 8 sup,cjo 71 E() + C /T P(sup,jo 71 E(0)).
Bounds for [J5(t). Each summand in [J5(¢) is a lower-order term, such that the time-
derivative of each summand is controlled by the energy function E(1); as such, the
fundamental theorem of calculus shows that

sup [|T5(D13 < Mo+6 sup E(r) + C«/TP( sup E(t)).
1€[0,T] 1e[0,T] 1€[0,T]
‘We have therefore shown that for all r € [0, T'],

2 - ~
Hpoafafrz,g+2po,3a§a,6r2H < Mo+ sup E)
0 1€[0,T]

+C\/7P( sup E(t)),

t€l0,T]

and our objective is to infer that the L?(§2)-norm of each summand on the right-
hand side is uniformly bounded on [0, T].
To this end, we expand the L?(§2)-norm to obtain the inequality

lola®188J 72,3 ()13 + 4llla® o3 1 98T 2 (1) 13
+4/ £000,3 |a?|28,6]_28,6J_2,3 dx < Mo+ 8 sup E + CﬁP(sup E).
2 [0,T] [0,T]
9.41)

For each k > 0, solutions to our degenerate parabolic approximation (7.2) have
sufficient regularity to ensure that ,oo|8t6] =225 is integrable. As such, we inte-
grate-by-parts with respect to x3 to find that

4 / p0p03 |a 1700 T 7200 T 7% 3 dx
2
2
=2l 8820 =2 [ polonaladPra @R dx.
22
(9.42)
Substitution of (9.42) into (9.41) yields

lloola?188 7725 OIF + 21l 1a? po.3 1 88T 2 ()11

< Mo+ 38supE + C~T P(supE) + C/ poldJ 722 dx.  (9.43)
[0,T] [0,T] 2



604 DANIEL COUTAND & STEVE SHKOLLER

Using (9.3), we see that |a?|? has a strictly positive lower-bound. By the physical
vacuum condition (1.5), for € > 0 taken sufficiently small, there are constants
01, 6> > 0 such that |pg,3 (x)| = 6 whenever ] —¢ < x3 <land0 < x < ¢, and
po(x) > 6> whenever ¢ < x < 1 — ¢; hence, by readjusting the constants on the
right-hand side of (9.43), we find that

008 T 2,53 (OIF + 2188 T 2011}
< Mo+ 8supE(t) + C~T P(sup E(t)) + c/ 018872 |* dx.
[0,7] [0,T] 2
(9.44)
By Proposition 6, for g =1, 2,
sup [lpod®J 2,5 ()| £ Mo +8 sup E(r) + CﬁP( sup E(z)),

tel0,T] te[0,T] te[0,T]

and by the fundamental theorem of calculus and Proposition 5,

sup ||,008t°J_2|| < Mo+ 38supE + CﬁP( sup E(t)).
[0,T] [0,T] 1€[0,T]

These two inequalities, combined with (9.44), show that
lpod? T2 )11F + 1197 (1) 5

§A710+<SsupE+C«/7P(supE)+C/ ,00|3t6.]_2|2dx.
[0,T] [0,T] 2

We use Young’s inequality and the fundamental theorem of calculus (with
respect to ¢) for the last integral to find that for 6 > 0

2 2
to0f st 0]

/ 0090729072 dx £ 6
2

6 2 2 5 2
<o ats2q) HO G Hpoa, Du(t) HO

2 ~ - ~
<6 H afJ—z(t)HO + Mo+ 6 sup E + C~T P(sup E),
[0,T] [0,T]

where we have used the fact that || o9 8,7 Du(r) ||(2) is contained in the energy function

E (t). We choose 6 < 1 and once again readjust the constants; as a result, we see
that on [0, T']

lp0d2 T 2 (1) 117+

2 - - -
000720 < Mo+s sup E+CVT P sup E ).
0 1€[0,7) t€[0,T]

(9.45)
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With J; = al.j v', ;, we see that
. . 4 .
al v, ;=307 — ', 8al — anafa{af*“v’,,- , (9.46)

so that using (9.45) together with the fundamental theorem of calculus for the last
two terms on the right-hand side of (9.46), we see that

|

from which it follows that

; , 2 - ~ ~
aijafv’,j (I)HO§M0+6 sup E(t)+C\/TP( sup E(t)),

1€[0,T) t€[0,T]

Hdivafv(z)Hz < Mo+8 sup E(r)+C«/TP( sup E(z)).

t€[0,T] 1€[0,7]

Proposition 3 provides the estimate

I curl 3>v(1)[13 < Mo+ 68 sup E(t) +C~T P| sup E@) |,
tel0,T] t€[0,T]

and Proposition 6 shows that foro = 1, 2,
107V ()35 < Mo+8 sup Et) +C~T P| sup E@) ).
’ te[0,T] te[0,T]

We thus conclude from Proposition 1 that

sup
1€[0,T]

2 . - -
1§Mo—|—8 sup E(t)—{—CﬁP( sup E(t)).

t€[0,T] 1€[0,T]

O

Having a good bound for 8z5 v(t) in H'(£2) we proceed with our bootstrapping.

Proposition 8. For t € [0, T1, vy (t) € H*(2), podiJ ~2(t) € H*(2) and

sup (||vm(t)||2 + llp0dts _2(t)||2) < Mo +8sup E + C T P(sup E).
t€[0,7T] [0,T] [0,T]

Proof. We take four time-derivatives of (7.2a”) to obtain
k07 [AK(ood )k ] + 207 AR (oo T Dk ] = —970'.
According to Lemma 2, and the bound on || Bf v(t) ||% given by Proposition 7,

sup Ha;‘[zAf(poJ—l),k]H < Mo+ sup E(t)—l—Cx/_P( sup E(t)).
t€[0,T] te[0,T] t€[0,T]

(9.47)
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For 8 =1, 2,
245 (pod ™ok = poaf Tk +2p0. af T
= poa; J 23 4+2p0,3a7 T 2 + ,Ooa,ﬁsz,ﬁ +200.p a,ﬁJ*Z,
(9.48)
Letting 8,4 act on equation (9.48), we have that
poafaff_za +200,3 ai38,4J_2
=20} [AF (o ok ] = podt (@l T2, 5) = 20, 07 (0 T2

i

Ji ) T3
3

— @a}) ol 23 +2p0.3 21+ D cadfa}d} " Tpod 23 +2p0.3 7]
=1
T4 g

Js
(9.49)

In order to estimate 3,4 J72(¢) in H'(£2), we first estimate horizontal derivatives
of BfJ’z(t) in L2(£2). As such, we consider for « = 1, 2,

,Ooa,33,41_2,3a +200,3 afaff_z,a

5

= Jia —(p0a})a 0} T 213 =2(p0.307).0 07 T2 (9.50)
=1

Bounds for J1,q. The estimate (9.47) shows that
1Tt O3 < Mo+ 8 sup E(t) 4+ C ﬁP( sup E(:)).
t€l0,T] t€[0,T]

Bounds for [J>,,. Proposition 6 provides the estimate

sup (11320120 (I + 11008 D (0)13) < Mo + 8 sup E + C /T P(sup E).
1€[0,T] [0, 7] [0.7]

9.51)

We write
I — 34 B ‘172 ﬁJ*Z 34 .BJ72
25a = L0 z(a,‘ o . 1a; sBa )+ 00 t(a,‘ )

Using (9.4), for @ = 1, 2, the highest-order term in ,008,4 (a
inequality

,Ba ) satisfies the

lpoal 3772, 54 13 < Cllpod* Dvr I3,

which has the bound (9.51), and the lower-order terms have the same bound using
the fundamental theorem of calculus; for example
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lpod 2, pa 9tal T2, g 12 < 1009 2 ap logo 197l 1 3 )
< Cllpod 2ap 1 10%a 105 < Mo,

where we have used Holder’s inequality, the Sobolev embedding theorem, and (9.4)
for the final inequality. On the other hand, pg,q 8t4 (a}s J2, g ) is estimated in the
same manner as (9.40), which shows that

| J20a (D113 < Mo + 8 sup E(r)+cﬁp( sup E(z)).

te[0,T] te[0,T]

Bounds for J3,q. Using the fact that [|9; 73,4 ||g can be bounded by the energy
function, the fundamental theorem of calculus shows that

| T30 (D115 < Mo +8 sup E(t) + Cﬁp( sup E(r)).
tel0,T] te[0,T]

Bounds for Ju,,. Again, using the fact that the vector al?’ only contains horizontal
derivatives of ni, (9.4) shows that fora = 1, 2,

1(8/a? Tood =23 +200,3 T 1) sa 15 < ClIB* 041 + Mo

< My +8supE + CﬁP(supE),
[0,7] [0,7]

the last inequality following from (9.51), and thus

| Tase N5 < Mo+ 8 sup E(t) + C«/TP( sup E(t)).
t€[0,T] 1€[0,T1]
Bounds for [Js,q. These are lower-order terms, estimated with the fundamental
theorem of calculus and (9.4), yielding

| T5s0 (D15 < Mo+ 8 sup E(t)+C«/TP( sup E(r)).

1€[0,T] 1€[0,T]

Bounds for —(,ooaf),a 8;‘]‘2,3 —2(p0,3 a?),a 8,4.1_2. The bounds for these terms
follows in the same fashion as for J>,, and show that

(0060 8T 72,3 42(00,3 @), 83 72113 < Mo+ 8sup E + C /T P(sup E).
[0,T] [0,7]

VYe have hence bgunded the Lz(.Q)-norm~ of the right-hand side of (9.50) by
Mo + Ssup,co.rE() + CT P(sup,po,71E(7)). Using the same integration-by-
parts argument just given above in the proof of Proposition 7, we conclude that for
a=1,2,

sup (||8,4J_2,a 134 110t T 72,4 |I%) < Mo+ 8supE + Cv/T P(supE).
[0,T] [0,7] [0,T]

(9.52)
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From the inequality (9.52), we may infer that for ¢ = 1, 2,

sup || div vyy,q (t)||0 Mo+38 sup E(t)+C\/_P sup E® ), (9.53)
tel0,T] tel0,T] tel0,T]

and according to Proposition 3, fora = 1, 2,

sup | curl vyyy.q (D12 < Mo+8 sup E(1)+C~T P sup E1)). (9.54)
tel0,T] tel0,7T] t€l0,T]

The boundary regularity of v,y , @ = 1, 2, follows from Proposition 6:

Sup |vsrr,q (I35 < Mo+ 8 sup E(t) +Cﬁp( sup E(r)). (9.55)
te[0,T] t€[0,T] te[0,T]

Thus, the inequalities (9.53), (9.54), and (9.55) together with (6.4) and (9.52) show
that
sup (||vm,a (t)II% + ||,008,4]_2,a (t)||1) < My+38supE +C «/_P(sup E).
t€[0,T] [0,T] [0,T]
(9.56)

In order to estimate || 8t4 J725() ||(2), we next differentiate (9.49) in the vertical
direction x3 to obtain
5
p0a; 971 33 4+3p0.3 0707 T 23 = ZJM —p0a} 3070 2,3
=1
—2(p0,36;),3 0, J 2. (9.57)

Following our estimates for the horizontal derivatives, inequality (9.56) together
with Propositions 6 and 7 show that the right-hand side of (9.57) is bounded in
L*(£2) by Mo + 8sup, i, 1 E (1) + C VT P(supeqo 1 E (1))
It follows that for k = 1, 2, 3,
lpoa; 8772, k3 430,360, %k Il < Mo+ 8sup E + C /T P(sup E).
[0,7] [0,T]

Note that the coefficient in front of pg,3 a384J ,k has changed from 2 to 3, but
the identical integration-by-parts argument that we used in the proof of Proposition
7 is employed, once again, and shows that

008 T 2@ 13 + 19} 20113 £ Mo+ 68 sup E(r) 4+ C ﬁp( sup E(z)).
1€[0,T] 1€[0,T]

Thus || div v ()17 £ Mo + 8sup,ejo 71 E (1) + C /T P(sup,jo 71 E(1)). From

Proposition 3, || curl vm(t)lﬁ < My + Ssup[O’T]E + CT P(suppo.riE) and with

the bound on vf, given by Proposition 6, Proposition 1 provides the estimate

te[0,7T] t€[0,T]

lvre (OII3 < Mo + 8 sup E(r)+cﬁp( sup E(r)).
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Proposition 9. For ¢ € [0, T1, v,(t) € H*(2), pod>J ~2(t) € H>(2) and

sup (1013 + 10097/ 2 OI) £ Mo +8sup £+ C /T P(sup E).
1€[0,T] [0,7] [0,T]

Proof. We take two time-derivatives of (7.2a’) to obtain
K [AK (0 ™1k ]+ 202[AK (oo TNk ] = =0,
According to Lemma 2, and the bound on || 8t3v(t) ||% given by Proposition 8,
sup H 02[24%(poJ 1) i | H < Mo+ sup E(t)+C~TP ( sup E(r)).
1€[0,T] 1€[0,T] 1€[0,T]
(9.58)
Letting 83 act on equation (9.48), we have that
poa?83172,3 +200,3 al-3 8,2172
= 202[A (o )k ] = podF @l T72.5) = 2p0.5 92(al 172
— @2a)pod 23 4+2p0,3 T 21+ cadradlpod "3 +2p0,3 I 2.

The bound (9.58) allows us to proceed by using the same argument that we used in
the proof of Proposition 8, and this leads to the desired inequality. O

Proposition 10. Fort € [0, T], n(t) € H*(£2), poJ ~2(t) € H*(2) and

sup (||n(t)||i + ||p0r2(t)||i) < Mo+38 sup E(r)+cﬁp( sup E(;)).
t€[0,T] t€[0,7T] tel0,T]
Proof. From (7.2a’), we see that

k0 [Af (pod ™Dk ]+ 2[Af (pod Tk ] = =i

According to Lemma 2, and the bound on ||v,(¢) ||§ given by Proposition 9,
1 < f r
sup HZA (poJ ~ )kH Mo+ 6 sup E(t)+CNTP sup E() }.
tel0,T] tel0,T] tel0,T]
(9.59)
Since
poa; J 2,3 +2po, 3a3] 7 = [Ak(poJ D]

we can use the bound (9.59) and proceed by using the same argument that we used
in the proof of Proposition 8 to conclude the proof. O

We now just have to estimate the two last terms of E (1).
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Proposition 11.

sup ([l curl, v]13 + [1p0d* curl, v[I3) < Mo + 8 sup E + C /T P(sup E).
[0,7T] [0,7T] [0,7]

Proof. Letting D3 act on the identity (9.7) for curl, v, we see that the highest-order
term scales like

t
D3curluo+/ D*v Dv A Adr'.
0

Integration by parts shows that the highest-order contribution to the term
D3 curl,, v(¢) can be written as

t
D3 curl ug —/ D*n[Dv A Al,df’ + D*n(t) Du(t) A(r) A1),
0

which, according to Proposition 10, has Lz(.Q)—norm bounded by

Moy + 6§ sup E(t)—f—CﬁP( sup E(t)),

t€[0,T] t€[0,T]
after readjusting the constants; thus, the inequality for the H 3(§2)-norm of curl, v(r)
is proved
The same type of analysis works for the weighted estimate. After integration

by parts in time, the highest-order term in the expression for pyd* curl,, v(t) scales
like

t
00d” curl ug —/ 000*Dn [Dv A Al,df’ + pod* Dn(t) Du(t) A(t) A(1).
0

Hence, the inequality (9.23) shows that the weighted estimate holds as well. O

10. Proof of Theorem 1 (The Main Result)

10.1. Time of Existence and Bounds Independent of k and Existence
of Solutions to (1.9)

Combining the estimates from Propositions 3, 4, 5, 6, 7, 8, 9, 10, 11 and
Corollary 2, we obtain the following inequality on (0, 7;):

sup E(1) < Mo+ 68 sup Et)+C~NTP sup E(t) ).
tel0,T] tel0,T] te[0,T]
By choosing § sufficiently small, we have that

t€[0,T] 1€[0,T]

sup E(1) < M0+CﬁP( sup E(t)).
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Using our continuation argument, presented in Section 9 of [8], this provides us
with a time of existence 77 independent of ¥ and an estimate on (0, 77) independent
of k of the type:

sup E(r) < 2Mo,
tel0,T1]

as long as conditions (9.3) and (9.4) of Subsection 9.2 hold. These conditions can
now be verified by using the fundamental theorem of calculus and further shrinking
the time-interval, if necessary. For example, since

1
In®l3.s = 2llellss +2/ (@) ll3.5dr’,
0

we see that for ¢ taken sufficiently small, ||)7(t)||§45 < 2|82| + 1. The other condi-
tions in Subsection 9.2 are satisfied with similar arguments. This leads us to a time
of existence 7> > 0 independent of « for which we have the estimate on (0, 73)

sup E(1) < 2M,. (10.1)
t€[0,T3]

In particular, our sequence of solutions {n*},~¢ to our approximate «-problem (7.2)
satisfy the k-independent bound (10.1) on the x-independent time-interval (0, 7).
10.2. The Limit as k — 0

By the k-independent estimate (10.1), standard compactness arguments provide
the existence of a strongly convergent subsequences for € > 0

N — nin L2((0, T2); H3(£2))
v = v in L2((0, T»); H2(2)).
Consider the variational form of (7.2a): for all ¢ € L*(0, T»; H'(£2)),

3 P , , .
/ [/ o), ¢ dx—/ Py ) 2@ ¢l da
0 2 2
—k / P3O 2@ Tk dx]dr =00
2

The strong convergence of the sequences (n’(/, vy /) show that the limit (), v;) sat-

isfies
T o .
/ [/ Pov; ¢ dx—/ pgl_zafgo’,k]dxdt:O,
0 2 Q

which shows that 7 is a solution to (1.9) on the x-independent time interval (0, 73).
A standard argument shows that v(0) = ug and n(0) = e.
10.3. Uniqueness of Solutions to the Compressible Euler Equations (1.9)

Suppose that (1, v) and (77, v) are both solutions of (1.9) with the same initial
data that satisfy the estimate (1.13). Let
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Sv=v—v, dn=n—n da=a—a, 8J_2=J_2—J__2, etc.
Then dv satisfies

podv! + 8aX (03T 2)k +ak (287 2),k = 0in (0, T] x £2,
sv=0on{r=0} x 2.

Consider the energy function

4
£y =D 18780013,

a=0
3
+ > [11003* =02 Don ()1 + /a5 50(1) ]
a=0

3

+ D 10978 (D) 113_q + lp0d] DSV G + lpodfsv() 15
a=0

Given the transport-type structure for the curl of §n and its space and time
derivatives, together with the assumed smoothness of n and 7, we can proceed in
the same fashion as our estimates in Section 9, and using that v(0) = 0, we obtain

sup E(t) < CﬁP( sup S(t)),

t€[0,T] 1€[0,T]

which shows that §v(t) = 0 on [0, T']. The extra regularity assumption on the initial
data is being used in a way similar as in our proof for uniqueness, on page 887 in
[9], in order to estimate forcing terms which do not form an exact in time derivative
and would otherwise be of order too high.

10.4. Optimal Regularity for Initial Data

For the purposes of constructing solutions to our degenerate parabolic x-prob-
lem (7.2),1in Section 7.1, we smoothed our initial data so that both our initial velocity
field ug is smooth, and and our initial density function pg is smooth, positive in
the interior, and vanishing on the boundary I" with the physical vacuum condition
(1.5).

Our a priori estimates then allow us to pass to the limit limy_, ¢ ug = ugp and
limy pg = pp. By construction, py € H*(£2), satisfies pg > 0 in £2, and the
physical vacuum condition (1.5) near the boundary I". Similarly, the initial velocity
field need only satisfy E(0) < oo.

11. The Case of General y > 1
We denote by ag the integer satisfying the inequality

1
l<l4+———ap=2.
y —1
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The general higher-order energy function is given by

4 4
Ey(t) = D 11070015, + D_[le0d* 97 Dn() |5 + lIlv/p0d* 87 v(1) 5]

a=0 a=0
3
+ D 110007 T2 (0154 + Il curly ()13 + [l008* curly v() |5
a=0
agp |
14— —a o T4ap—
+3 I/ T O Dy 3,
a=0

and we set M())/ = P(E,(0)).

Notice the last sum in £, appears whenever y < 2, and the number of time-dif-
ferentiated problems increases as y approaches 1. We explain this last summation
of norms in E,, with a particular example. Consider the case in which y = % Then,
00 ~ d* near I, ap = 1, and the last summation is written as

ap |
1+-—=—=- — 3 1

DA T D, IR = [1d 20 Du)[F + 1d29] Du(0)13,

a=0

which is equivalent to
318 2 3147 2
/onz|8, Dv(1)] dx—i—/Q log 19/ Du(1)|dx. (11.1)

The Euler equations with y = % are written as

, k 3 3
povi +a (o3 )= 0. (11.2)

Energy estimates on the ninth time-differentiated problem produce the first integral
in (11.1), while the second integral is obtained using our elliptic-type estimates on
the seventh time-differentiated version of (11.2). (Notice that the value of y does
not play a role in our elliptic-type estimates.) Having control on the two integrals
in (11.1) then shows that we are back in the situation for the case in which y = 2,
that is, we see that 817 v(t) is even better than L2(£2), which allows us to proceed
as before. In particular, for y < 2 the power on pg in the first integral in (11.1) is
greater than one, and by weighted embedding estimates, this means that the embed-
ding occurs into a less regular Sobolev space; this accounts for the need to have
more time-differentiated problems when y < 2.

Using this energy function, the same methodology as we used for the case
y = 2, shows that sup, (o 7| Ey (¢) remains bounded for 7' > 0 taken sufficiently
small.

Theorem 4. (Existence and uniqueness for the case y > 1) Suppose that
po € H*(82), po(x) > 0forx € 2, po = 0on I, and py satisfies (1.5). Further-
more, suppose that ug is given such that My < oo. Then there exists a solution to
(1.9) (and hence (1.1)) on [0, T] for T > O taken sufficiently small, such that

sup E, (1) = 2My.
tel0,T]
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Moreover if the initial data are such that

5

> [1820O) 3, + 100823°~* D1 ()3 + 11 /203" “02* v (O) ]
a=0

ao
_ 1 _
+ || curl, v(O) [ + [108° curl, vO)[F + D llv/po' 718, " Du(r)|13
a=0

is finite, then the solution is unique.
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