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WELL-POSEDNESS OF THE FREE BOUNDARY PROBLEM IN

INCOMPRESSIBLE MHD WITH SURFACE TENSION

CHANGYAN LI AND HUI LI

Abstract. In this paper, we study the two phase flow problem with surface tension in the
ideal incompressible magnetohydrodynamics. We first prove the local well-posedness of the
two phase flow problem with surface tension, then demonstrate that as surface tension tends
to zero, the solution of the two phase flow problem with surface tension converges to the
solution of the two phase flow problem without surface tension.

1. Introduction

1.1. Presentation of the problem. In this paper, we consider the two phase flow problem
with surface tension in the ideal incompressible MHD. The incompressible MHD system can
be written as

(1.1)





ρ∂tu+ ρu · ∇u− h · ∇h+∇p = 0 in QT ,

divu = 0, divh = 0 in QT ,

∂th+ u · ∇h− h · ∇u = 0 in QT ,

where u is the fluids velocity, h is the magnetic field, p denotes the pressure. We study the
solution of (1.1) which are smooth on each side of a smooth interface Γ(t) in a domain Ω.
More precisely, we let

Ω = T
2 × [−1, 1], Γ(t) = {x ∈ Ω|x3 = f(t, x′), x′ = (x1, x2) ∈ T

2},

Ω±
t = {x ∈ Ω|x3 ≷ f(t, x′), x′ ∈ T

2}, Q±
T =

⋃

t∈(0,T )

{t} ×Ω±
t .

For simplicity of notation we write ρΩ±

t
= ρ±, where ρ± are two constants that represent the

density of the fluids on each side of the free boundary. We also define

u± := u|Ω±

t
, h± := h|Ω±

t
, p± := p|Ω±

t
,

which are smooth in QT and satisfy

(1.2)





ρ±∂tu
± + ρ±u± · ∇u± − h · ∇h± +∇p± = 0 in Q±

T ,

divu± = 0, divh± = 0 in Q±
T ,

∂th
± + u± · ∇h± − h± · ∇u± = 0 in Q±

T .

On the moving interface Γt, we impose the following boundary conditions:

[p] := p+ − p− = σH(f) = σ∇x′ · (
∇x′f√

1 + |∇x′f |2
),(1.3)

u± ·N = ∂tf, h± ·N = 0 on Γt,(1.4)

1
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where σ is the surface tension coefficient, H(f) is the mean curvature of the surface, N =
(−∂1f,−∂2f, 1) is the normal vector of the surface. Condition (1.3) means that there is
surface tension acting on the free boundary. Condition (1.4) means that the free boundary
is moving with the fluid, and the magnetic will not pass through the free boundary.

On the artificial boundary Γ± = T
2 × {±1}, we also assume that

u±3 = 0, h±3 = 0 on Γ±.(1.5)

The system (1.2) is supplement with the initial data:

u±(0, x) = u±
0 (x), h±(0, x) = h±

0 (x) in Ω±
0 ,(1.6)

which satisfies

(1.7)





divu±
0 = 0,divh±

0 = 0 in Ω±
0 ,

u+
0 ·N0 = u−

0 ·N0,h
+
0 ·N0 = h−

0 ·N0 = 0 on Γ0,

u±03 = 0, h±03 = 0 on Γ±.

The system (1.2)-(1.7) is called the two-phase flow problem for incompressible MHD. One
of main goals in this paper is to study the local well-posedness and the zero surface tension
limit of this system.

We remark that the divergence-free restriction on h± is a compatibility condition. Applying
the divergence operator to the third equation of (1.2), we have

∂tdivh
± + u± · ∇divh± = 0.

Therefore, if divh±
0 = 0, the solution of (1.2)-(1.3) will satisfies divh± = 0 for ∀t > 0. A

similar argument can be applied to yield that h± ·N = 0 if h±
0 ·N0 = 0.

1.2. Background and related works. In inviscid flow, a surface across which there is
a discontinuity in fluid velocity is called a vortex sheet. In the absence of surface tension
and magnetic field, it is well known that the vortex sheet problem of incompressible fluids
is ill-posed due to the Kelvin-Helmholtz instability [25]. During the past several decades,
researches have found that such instability can be stabilized by surface tension. For irrota-
tional flow, Ambrose [5] and Ambrose-Masmoudi [6] proved the local well-posedness of vortex
sheets with surface tension for in two and three dimensions respectively. For general prob-
lem with vorticity, Shatah-Zeng [32] established a priori estimates in a geometric approach,
and Cheng-Coutand-Shkoller [12,13] proved the local well-posedness of the three dimensional
problems. For other results about the vortex sheet problems, we refer the readers to [8,10,42].

In the mid-twentieth century, Syrovatskij [30] and Axford [1] found that the magnetic
field has a stabilization effect on the Kelvin-Helmholtz instability. The Syrovatskij stability
condition can be expressed as:

|[u]|2 ≤ 2(|h+|2 + |h−|2), on Γt,(1.8)

|[u]× h+|2 + |[u]× h−|2 ≤ 2|h+ × h−|2, on Γt,

where [u] = (u+ − u−).
In the recent decades, great progress has been made in studying the stabilizing effect of

the Syrovatskij condition (1.8). Morando-Trakhinin-Trebeschi [28] proved a priori estimates
with a loss of derivatives for the linearized system. Furthermore, under a strong stability
condition

max(|[u]× h+, [u]× h−|) < |h+ × h−|, on Γt,(1.9)
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Trakhinin [35] proved an a priori estimate for the linearized problem without loss of derivative.
For the nonlinear current-vortex sheet problem, Coulombel-Morando-Secchi-Trebeschi [15]
proved an a priori estimate under the strong stability condition (1.9). Recently, Sun-Wang-
Zhang [31] gave the first rigorous confirmation of the stabilizing effect of the magnetic field
on Kelvin-Helmholtz instability under the Syrovatskij stability condition (1.9). We also refer
to some related works [11,36,37,39] on the compressible problem and works [17,19,20,29,38]
on the plasma-vacuum problem.

The aim of this paper is to show the local well-posednss for the current-vortex sheet problem
with surface tension. That is to say, the magnetic field do not destroy the stabilization effect
of surface tension. Under additional assumption that the Syrovatskij condition holds, we
also show that, as surface tension tends to zero, the solution of the two phase flow problem
with surface tension converges to the solution of the two phase flow problem without surface
tension. The framework we used in this paper is developed in [31]. The basic idea is study
the evolution equation of the free surface where the surface tension leads to a third-order
term. Inspired by Alazard-Burq-Zuliy [2], we use paraproduct decomposition to analysis the
most nontrivial third-order term, and find that the evolution equation is strictly hyperbolic.

In the free boundary problem of inviscid flow where there is only one fluid, the Rayleigh-
Taylor instability, instead of the Kelvin-Helmholtz instability, may occur. There are a lot of
remarkable literatures studying such problems [3,14,16,23,33,40,41,43]. From a mathematical
point of view, the elastodynamics have similar structures to the magnetohydrodynamics.
In a very recent work, Gu-Lei [18] proved the local well-posedness of the free-boundary in
incompressible elastodynamics with surface tension.

1.3. Main results. Now, let us state our main results.

Theorem 1.1. Assume s ≥ 6 is an integer and f0 ∈ Hs+1(T2),u±
0 ,h

±
0 ∈ Hs(Ω±

0 ), σ > 0,
ρ+ = ρ− = 1, moreover we assume that there exists c0 ∈ (0, 12 ) so that

−(1− 2c0) ≤ f0 ≤ (1− 2c0).

Then there exists a time T > 0 such that system (1.2)-(1.7) admits a unique solution (f,u,h)
in [0, T ] satisfying

1. f ∈ L∞([0, T ),Hs+1(T2)),
2. u±,h± ∈ L∞([0, T ),Hs(Ω±

t )),
3. −(1− c0) ≤ f ≤ (1− c0).

Before state the result of zero surface tension limit, we introduce a Syrovatskij type stability
condition:

Λ(h±, [u])
def
= inf

x∈Γt

inf
ϕ2
1+ϕ

2
2=1

1

ρ+ + ρ−
(h+1 ϕ1 + h+2 ϕ2)

2 +
1

ρ+ + ρ−
(h−1 ϕ1 + h−2 ϕ2)

2(1.10)

− (v1ϕ1 + v2ϕ2)
2 ≥ c0 > 0,

where vi =

√
ρ+ρ−

ρ++ρ− [ui].

With such stability condition, Sun-Wang-Zhang [31] prove the local well-posedness of
current-vortex sheet problem without surface tension for the case ρ+ = ρ− = 1 and we [24]
get the similar results for the general case ρ+, ρ− > 0.

Under the assumption that the initial data satisfies the stability condition (1.10), we prove
that as σ tends to 0, the solution of the two-phase flow problem got in [31] is the limit of the
solutions got in Theorem 1.1. Indeed, we have the following result.
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Theorem 1.2. Assume s ≥ 6 is an integer and f0 ∈ Hs+1(T2),u±
0 ,h

±
0 ∈ Hs(Ω±

0 ), σ > 0,
ρ+ = ρ− = 1, moreover we assume that there exists c0 ∈ (0, 12 ) so that

1. −(1− 2c0) ≤ f0 ≤ (1− 2c0),
2. Λ(h±

0 , [u0]) ≥ 2c0.

Then there exist T > 0 independent of σ such that system (1.2)-(1.7) admits a unique solution
(fσ,uσ,hσ) in [0, T ] satisfying

1. fσ ∈ L∞([0, T ),Hs+1(T2)),
2. uσ±,hσ± ∈ L∞([0, T ),Hs(Ω±

t )),
3. −(1− c0) ≤ fσ ≤ (1− c0),
4. Λ(h±, [u]) ≥ c0.

Moreover, as σ tends to 0, the solution (fσ,uσ,hσ) converges to the solution (f,u,h) of the
system (1.2)-(1.7) with σ = 0.

Remark 1.3. Our method is also applicable to the general case ρ+, ρ− > 0. In this case,
the surface tension term is a little more complex, however the evolution equation of the free
surface is also strictly hyperbolic. As surface tension goes to 0, the limit of solutions to this
problem is the solution got in [24]. For the one fluid problem that there is no fluid and no
magnetic in the upper domain, we can also prove local well-posedness by using the method
developed herein. The key steps to prove these results can be found in Section 7.

The rest of this paper is organized as follows. In Section 2, we will introduce the reference
domain, harmonic coordinate, and the Dirichlet-Neumann operator. In Section 3, we refor-
mulate the system into a new formulation. Section 4 provides the uniform estimates for the
linearized system. In Section 5 and Section 6, we construct an iteration map and prove the
existence and uniqueness of the solution. Section 7 shows that the approach developed in
this paper can be applied to some other cases.

2. Reference domain, harmonic coordinate and Dirichlet-Neumann Operator

In this section, we recall some fundamental lemmas on the harmonic coordinate and
Dirichlet-Neumann operators.

We first introduce some notations used throughout this paper. We denote by C(·, ·) a
positive constant or a positive nondecreasing function depending only on its variables which
may be different from line to line. We use x = (x1, x2, x3) to denote the coordinates in the
fluid region, and use x′ = (x1, x2) to denote the natural coordinates on the interface or on the
top/bottom boundary Γ±. In addition, we will use the Einstein summation notation where
a summation from 1 to 2 is implied over repeated index (i.e. aibi = a1b1 + a2b2).

For a function g : Ω±
f → R, we denote ∇g = (∂1g, ∂2g, ∂3g), and for a function η : T2 → R,

∇η = (∂1η, ∂2η). For a function g : Ω±
f → R, we can define its trace on Γf , which are denoted

by g(x′). Thus, for i = 1, 2,

∂ig(x
′) = ∂ig(x

′, f(x′)) + ∂3g(x
′, f(x′))∂if(x

′).

We denote by || · ||Hs(Ω±

f ), || · ||Hs the Sobolev norm on Ω±
f and T

2 respectively. Moreover,

for operator P defined on Hs(T2), we denote its operator norm by

‖P‖Hs→Hk = sup
||f ||Hs≤1

||Pf ||Hk .
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To solve the free boundary problem, we introduce a fixed reference domain. Let Γ∗ be a
fixed graph given by

Γ∗ = {(y1, y2, y3) : y3 = f∗(y1, y2)},
where f∗ satisfies

∫
T2 f∗(y

′)dy′ = 0. The reference domain is given by

Ω∗ = T
2 × (−1, 1), Ω±

∗ = {y ∈ Ω∗|y3 ≷ f∗(y1, y2), y
′ ∈ T

2}.
We will look for a free boundary that lies close to the reference domain. For this purpose, we
define

Υ(δ, k) := {f ∈ Hk(T2) : ‖f − f∗‖Hk(T2) ≤ δ}.
For f ∈ Υ(δ, k), we define Γf ,Ω

+
f ,Ω

−
f by

Γf := {x ∈ Ωt|x3 = f(t, x′), x′ ∈ T
2}, Ω±

f = {x ∈ Ωt|x3 ≷ f(t, x′), x′ ∈ T
2}.

We denote by Nf := (−∂1f,−∂2f, 1) the outward normal vector of Ω−
f on Γf , and nf :=

Nf/
√

1 + |∇f |2. Then we need to introduce the harmonic coordinate. For given f ∈ Υ(δ, k),

we define a map Φ±
f : Ω±

∗ → Ω±
f by the harmonic extension:

(2.1)





∆yΦ
±
f = 0 y ∈ Ω±

∗ ,

Φ±
f (y

′, f∗(y
′)) = (y′, f(y′)) y′ ∈ T

2,

Φ±
f (y

′,±1) = (y′,±1) y′ ∈ T
2.

For each Γ∗, there exists δ0 = δ0(‖f∗‖W 1,∞) > 0 so that Φ±
f is a bijection whenever δ ≤ δ0.

Then, there exists an inverse map Φ±−1
f : Ω±

f → Ω±
∗ such that

Φ±−1
f ◦ Φ±

f = Φ±
f ◦Φ±−1

f = Id.

We list some properties of the harmonic coordinate (see [31] for example):

Lemma 2.1. Let f ∈ Υ(δ0, s− 1
2) for s ≥ 3. Then there exists a constant C depending only

on δ0 and ‖f∗‖
Hs− 1

2
so that

1. If u ∈ Hσ(Ω±
f ) for σ ∈ [0, s], then

‖u ◦ Φ±
f ‖Hσ(Ω±

∗ ) ≤ C‖u‖Hσ(Ω±

f ).

2. If u ∈ Hσ(Ω±
∗ ) for σ ∈ [0, s], then

‖u ◦ Φ±−1
f ‖Hσ(Ω±

f ) ≤ C‖u‖Hσ(Ω±
∗ ).

3. If u, v ∈ Hσ(Ω±
∗ ) for σ ∈ [2, s], then

‖uv‖Hσ(Ω±

f ) ≤ C‖u‖Hσ(Ω±

f )‖v‖Hσ(Ω±

f ).

Now we introduce the Dirichlet-Neumann operator which maps the Dirichlet boundary
value of a harmonic function to its Neumann boundary value. For any g(x′) ∈ Hk(T2), we
denote by H±

f g the harmonic extension from Γf to Ω±
f :

(2.2)





∆H±
f g = 0 x ∈ Ω±

∗ ,

(H±
f g)(x

′, f(x′)) = g(x′) x′ ∈ T
2,

∂3H±
f g(x

′,±1) = 0 x′ ∈ T
2.
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Then we define the Dirichlet-Neumann operator:

N±
f g

def
= ∓Nf · (∇H±

f g) |Γf
.

We will use the following properties from [3,31].

Lemma 2.2. It holds that
1. N±

f is a self-adjoint operator:

(N±
f ψ, φ) = (ψ,N±

f φ), ∀φ,ψ ∈ H
1
2 (T2);

2. N±
f is a positive operator:

(N±
f φ, φ) = ‖∇H±

f φ‖2L2(Ω±

f )
≥ 0, ∀φ ∈ H

1
2 (T2);

Especially, if
∫
T2 φ(x

′)dx′ = 0, there exists c > 0 depending on c0, ‖f‖W 1,∞ such that

(N±
f φ, φ) ≥ c‖H±

f φ‖2H1(Ω±

f )
≥ c‖φ‖2

H
1
2
, ∀φ ∈ H

1
2 (T2).

3. N±
f is a bijection from Hk+1

0 (T2) to Hk
0 (T

2) for k ≥ 0, where

Hk
0 (T

2) := Hk(T2)
⋂

{φ ∈ L2(T2) :

∫

T2

φ(x′)dx′ = 0}.

3. Reformulation of the problem

In this section, we derive a new system that is equivalent to the original system (1.2)-(1.5).
The new system consists of the following quantities:

• The height function of the interface: f ;
• The scaled normal velocity on the interface: θ = u± ·Nf ;
• The vorticity and current in the fluid region: ω = ∇× u, ξ = ∇× h;
• The average of the tangential part of the velocity and the magnetic field on the top
and bottom fixed boundary:

a±i (t) =

∫

T2

u±i (t, x
′,±1)dx′, b±i (t) =

∫

T2

h±i (t, x
′,±1)dx′(i = 1, 2).

3.1. Evolution of the Scaled Normal Velocity. Let

(3.1) θ(t, x′)
def
= u±(t, x′, f(t, x′)) ·Nf (t, x

′),

we have

(3.2) ∂tf(t, x
′) = θ(t, x′).

In this subsection, we will derive the evolution equation of θ. To this end, we need the
following elementary lemma, which can be proved by direct calculation.

Lemma 3.1. [31] For u = u±,h±, we have

(3.3) (u ·∇u) ·Nf −∂3ujNj(u ·Nf )|x3=f(t,x′) = u1∂1(ujNj)+u2∂2(ujNj)+
∑

i,j=1,2

uiuj∂i∂jf.
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With the help of Lemma 3.1, we deduce from (1.2) that

∂tθ = (∂tu
+ + ∂3u

+∂tf) ·Nf + u+ · ∂tNf |x3=f(t,x′)
=(−u+ · ∇u+ +

1

ρ+
h+ · ∇h+ − 1

ρ+
∇p+ + ∂3u

+∂tf) ·Nf − u+ · (∂1∂tf, ∂2∂tf, 0)|x3=f(t,x′)

=((−u+ · ∇)u+ + ∂3u
+(u+ ·Nf )) ·Nf +

1

ρ+
(h+ · ∇)h+ ·Nf

− 1

ρ+
Nf · ∇p+ − u+ · (∂1θ, ∂2θ, 0)|x3=f(t,x′)

=− 2(u+1 ∂1θ + u+2 ∂2θ)−
1

ρ+
Nf · ∇p+ −

∑

i,j=1,2

u+i u
+
j ∂i∂jf +

1

ρ+

∑

i,j=1,2

h+i h
+
j ∂i∂jf,

and similarly,

∂tθ = −2(u−1 ∂1θ + u−2 ∂2θ)−
1

ρ−
Nf · ∇p− −

∑

i,j=1,2

u−i u
−
j ∂i∂jf +

1

ρ−

∑

i,j=1,2

h−i h
−
j ∂i∂jf.

Therefore, it holds that

(3.4)

2(u+1 ∂1θ + u+2 ∂2θ) +
1

ρ+
Nf · ∇p+ +

∑

i,j=1,2

u+i u
+
j ∂i∂jf − 1

ρ+

∑

i,j=1,2

h+i h
+
j ∂i∂jf

=2(u−1 ∂1θ + u−2 ∂2θ) +
1

ρ−
Nf · ∇p− +

∑

i,j=1,2

u−i u
−
j ∂i∂jf − 1

ρ−

∑

i,j=1,2

h−i h
−
j ∂i∂jf.

From the first equation of (1.2) and the boundary condition (1.5), we get

∆p± = tr(∇h±)2 − ρ±tr(∇u±)2 in Ω±
f ,

and

∂3p
± = 0 on Γ±.

Recalling the definition of harmonic extension H±
f , we have the following representation for

the pressure p±:

p± = H±
f p

± + ρ±pu±,u± − p
h
±,h± ,

where pv±,v± denotes the solution of the elliptic equation

(3.5)





∆pv±,v± = −tr(∇v±∇v±) in Ω±
f ,

pv±,v± = 0 on Γf ,

e3 · ∇pv±,v± = 0 on Γ±.

Thus, we infer from (3.4) that

1

ρ+
Nf · ∇H+

f p
+ − 1

ρ−
Nf · ∇H−

f p
−

=−
[
2(u+1 ∂1θ + u+2 ∂2θ) +Nf · ∇(pu+,u+ − 1

ρ+
p
h
+,h+) +

∑

i,j=1,2

(u+i u
+
j − 1

ρ+
h+i h

+
j )∂i∂jf

]

+
[
2(u−1 ∂1θ + u−2 ∂2θ) +Nf · ∇(pu−,u− − 1

ρ−
p
h
−,h−) +

∑

i,j=1,2

(u−i u
−
j − 1

ρ−
h−i h

−
j )∂i∂jf

]

∆
=− g+ + g−.
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Recalling the definition of Dirichlet-Neumann operator, we rewrite the above equality as

− 1

ρ+
N+
f p

+ − 1

ρ−
N−
f p

− = −g+ + g−.

As p+ − p− = σH(f) on Γf , we have

p± = Ñf
−1(

g+ − g− ± 1

ρ∓
N∓
f σH(f)

)

where

Ñf
def
=

1

ρ+
N+
f +

1

ρ−
N−
f .

Moreover, it’s easy to see

N+
f =

( 1

ρ+
+

1

ρ−
)−1(Ñf +

1

ρ−
(N+

f −N−
f )

)
,

N−
f =

( 1

ρ+
+

1

ρ−
)−1(Ñf −

1

ρ+
(N+

f −N−
f )

)
,

and

1

ρ+
N+
f Ñf

−1
g− +

1

ρ−
N−
f Ñf

−1
g+ =

ρ+g+ + ρ−g−

ρ+ + ρ−
− 1

ρ+ + ρ−
(N+

f −N−
f )Ñf

−1
(g+ − g−),

N+
f Ñf

−1N−
f =

ρ+ρ−

(ρ+ + ρ−)2
(ρ+N+

f + ρ−N−
f )− ρ+ρ−

(ρ+ + ρ−)2
(N+

f −N−
f )Ñf

−1
(N+

f −N−
f ).
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Accordingly, we obtain that
(3.6)

∂tθ =
1

ρ+
N+
f p

+ − g+ =
1

ρ+
N+
f Ñf

−1(
g+ − g− +

1

ρ−
N−
f σH(f)

)
− g+

=− 1

ρ+
N+
f Ñf

−1
g− − 1

ρ−
N−
f Ñf

−1
g+ +

σ

ρ+ρ−
N+
f Ñf

−1N−
f H(f)

=− ρ+g+ + ρ−g−

ρ+ + ρ−
+

1

ρ+ + ρ−
(N+ −N−)Ñf

−1
(g+ − g−)

+
σ

(ρ+ + ρ−)2
(ρ+N+

f + ρ−N−
f )H(f)− σ

(ρ+ + ρ−)2
(N+

f −N−
f )Ñf

−1
(N+

f −N−
f )H(f)

=
σ

(ρ+ + ρ−)2
(ρ+N+

f + ρ−N−
f )H(f)

− 2

ρ+ + ρ−
((ρ+u+1 + ρ−u−1 )∂1θ + (ρ+u+2 + ρ−u−2 )∂2θ)

− 1

ρ+ + ρ−

∑

i,j=1,2

(ρ+u+i u
+
j − h+i h

+
j + ρ−u−i u

−
j − h−i h

−
j )∂i∂jf

− σ

(ρ+ + ρ−)2
(N+

f −N−
f )Ñf

−1
(N+

f −N−
f )H(f)

+
2

ρ+ + ρ−
(N+

f −N−
f )Ñf

−1P((u+1 − u−1 )∂1θ + (u+2 − u−2 )∂2θ)

+
1

ρ+ + ρ−
(N+

f −N−
f )Ñf

−1P(
∑

i,j=1,2

(u+i u
+
j − 1

ρ+
h+i h

+
j − u−i u

−
j +

1

ρ−
h−i h

−
j )∂i∂jf)

− 1

ρ+ + ρ−
Nf ·

(
∇(ρ+pu+,u+ − p

h
+,h+) +∇(ρ−pu−,u− − p

h
−,h−)

)

+
1

ρ+ + ρ−
(N+

f −N−
f )Ñf

−1PNf ·
(
∇(ρ+pu+,u+ − p

h
+,h+)−∇(ρ−pu−,u− − p

h
−,h−)

)
.

Here P : L2(T2) → L2(T2) denotes the projection operator such that

Pg = g − 〈g〉,

where 〈g〉 :=
∫
T2 gdx

′. We can apply the operator P to some of the terms in (3.6) for the
same reason as in [31], since it does not change the formulation of this system by the fact
that Pg± = g±.

From now on until Section 7, we will only discuss the case ρ+ = ρ− = 1 for simplicity, and
there is no essential difference between this case and the general case.

3.2. Equations for the Vorticity and Current. Now we derive the equations for

(3.7) ω± = ∇× u±, ξ± = ∇× h±.

It follows from (1.2) by direct calculation that (ω±, ξ±) satisfies
(3.8){

∂tω
± + u± · ∇ω± − h± · ∇ξ± = ω± · ∇u± − ξ± · ∇h± in Ω±

f ,

∂tξ
± + u± · ∇ξ± − h± · ∇ω± = ξ± · ∇u± − ω± · ∇h± − 2

∑3
i=1∇u±i ×∇h±i in Ω±

f .
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3.3. Tangential velocity and magnetic field on Γ±. As in [31], we need to derive the
evolution equations of the following quantities:

(3.9) a±i (t) =

∫

T2

u±i (t, x
′,±1)dx′, b±i (t) =

∫

T2

h±i (t, x
′,±1)dx′.

From the fact that u±3 (t, x
′,±1) ≡ 0, we deduce that for i = 1, 2

∂tu
±
i + u±j ∂ju

±
i − h±j ∂jh

±
i − ∂ip

± = 0 on Γ±.

As a result, it holds that

∂ta
±
i +

∫

Γ±

(u±j ∂ju
±
i − h±j ∂jh

±
i )dx

′ = 0,

or equivalently

(3.10) a±i (t) = a±i (0)−
∫ t

0

∫

Γ±

(u±j ∂ju
±
i − h±j ∂jh

±
i )(x

′, t′)dx′dt′.

Similarly, we have

(3.11) b±i (t) = b±i (0)−
∫ t

0

∫

Γ±

(u±j ∂jh
±
i − h±j ∂ju

±
i )(x

′, t′)dx′dt′.

3.4. Solvability Conditions for the Div-Curl System. In order to recover the divergence-
free velocity field or magnetic field from its curled part, we need to solve the following div-curl
system:

(3.12)





curlu± = ω±, divu± = g± in Ω±
f ,

u± ·Nf = θ on Γf ,

u± · e3 = 0,

∫

Γ±

uidx
′ = a±i (i = 1, 2) on Γ±.

The solvability of the above system was obtained by [31] under the following compatibility
conditions:

C1. divω± = 0 in Ω±
f ,

C2.
∫
Γ± ω

±
3 dx

′ = 0,

C3.
∫
T2 θdx

′ = ∓
∫
Ω±

f
g±dx.

4. Energy Estimates for the Linearized System

In this section, we linearize the equivalent system derived in Section 3 around given func-
tions (f,u±,h±) and give the energy estimates for the linearized system. We assume that
there exists T > 0 such that for any t ∈ [0, T ], there holds

‖(u±,h±)‖W 1,∞(t) + ‖f‖W 2,∞(t) ≤ L0,

σ
1
2‖f‖Hs+1(t) + ‖f‖

Hs+1
2
(t) + ‖∂tf‖

Hs− 1
2
(t) + ‖u±‖Hs(Ω±

f )(t) + ‖h±‖Hs(Ω±

f )(t) ≤ L1,

‖(∂tu±, ∂th
±)‖W 1,∞(t) ≤ L2,

‖f − f∗‖
Hs+1

2
(t) ≤ δ0,

− (1− c0) ≤ f(t, x′) ≤ (1− c0),
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and 



divu± = divh± = 0 in Ω±
f ,

h± ·Nf = 0, u± ·Nf = ∂tf on Γf ,

u±3 = h±3 = 0 on Γ±.

Here s ≥ 6 is a integer and L0, L1, L2, c0, δ0 are positive constants.

4.1. Paralinearization of N±
f and H. The third order term σ

4 (N+
f H(f) + N−

f H(f)) in

(3.6) is a fully nonlinear term of f , and is difficult to linearize by conventional methods. To
overcome this difficulty, we use the paralinearization approach developed in [2, 4]. Here we
follow the presentation by Métivier in [26].

Definition 4.1. ∀m ∈ R, we say that a symbol a ∈ Σm if and only if a has the form

a = a(m) + a(m−1)

with

a(m)(t, x, ξ) = F (∇f(t, x), ξ),

a(m−1)(t, x, ξ) =
∑

|α|=2

Gα(∇f(t, x), ξ)∂αx f(t, x),

such that:

• Ta maps real-valued functions to real-valued functions;
• F ∈ C∞ is a real-valued function of (ζ, ξ) ∈ R

d × (Rd\0), and homogeneous of order
m in ξ, with a continuous function C = C(ζ) > 0 such that F (ζ, ξ) ≥ C(ζ)|ξ|m for
∀(ζ, ξ) ∈ R

d × (Rd\0);
• Gα is a C∞ complex-valued function of (ζ, ξ) ∈ R

d × (Rd\0), homogeneous of order
m− 1 in ξ.

Let m ∈ R and A,B is two operator of order m, we say A ∼ B if A−B is of order m− 2.
We first list some important properties.

Proposition 4.2. [2]Let m,m′ ∈ R. Then

(1) If a ∈ Σm and b ∈ Σm
′

, then TaTb ∼ Ta♯b where a♯b ∈ Σm+m′

is given by

a♯b = a(m)b(m
′) + a(m−1)b(m

′) + a(m)b(m
′−1) +

1

i
∂ξa

(m) · ∂xb(m
′).

(2) If a ∈ Σm, then (Ta)
∗ ∼ Tb where b ∈ Σm is given by

b = a(m) + a(m−1) +
1

i
(∂x · ∂ξ)a(m).

Proof. From (A.2), we can see that for ρ = 2

‖Ta(m)Tb(m′) − Ta(m)b(m;)+ 1
i
∂ξa(m)·∂xbm

′‖Hµ→Hµ−m−m′+2 ≤ C(‖∇f‖W 2,∞).

Also, for ρ = 1, it holds that

‖Ta(m)Tb(m′−1) − Ta(m)b(m
′−1)‖Hµ→Hµ−m−m′+2 ≤ C(‖∇f‖W 2,∞),

‖Ta(m−1)Tb(m′) − Ta(m−1)b(m
′)‖Hµ→Hµ−m−m′+2 ≤ C(‖∇f‖W 2,∞).

Moreover, (A.1) implies that

‖Ta(m−1)Tb(m′−1)‖Hµ→Hµ−m−m′+2 ≤ C(‖∇f‖W 2,∞).
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The desired conclusion of the first point comes from the Sobolev embeddong Hs+1 ⊂W 3,∞.
Furthermore, it also shows that a♯b ∈ Σm+m′

.
Similarly, the second point follows from (A.3). �

Next, we show the paralinearization of the Dirichlet-Neumann operator and the mean
curvature operator.

Lemma 4.3. [2] Assume that (f, ψ) ∈ Hs+1(T2)×Hs+ 1
2 (T2), then

N+
f ψ = Tλ+ψ +R+

1 (f, ψ) + r+1 (f, ψ), N−
f ψ = Tλ−ψ +R−

1 (f, ψ) + r−1 (f, ψ).

Here the symbols λ± = λ±(1) + λ±(0) are given by

(4.1)

λ−(1) = λ+(1) =
√

(1 + |∇f |2)|ξ|2 − (∇f · ξ)2,

λ−(0) = −λ+(0) =
1 + |f |2
2λ−(1)

{div(α(1)∇f) + i∂ξλ
−(1) · ∇α(1)}.

with

α(1) =
1

1 + |∇f |2 (λ
−(1) + i∇f · ξ).

Moreover, we have the estimates

‖R+
1 (f, ψ)‖Hs− 1

2
+ ‖R−

1 (f, ψ)‖Hs− 1
2
≤ C(‖f‖H3 , ‖ψ‖H3)‖f‖

Hs+1
2
,

‖r+1 (f, ψ)‖Hs− 1
2
+ ‖r−1 (f, ψ)‖Hs− 1

2
≤ C(‖f‖

Hs− 1
2
)‖∇ψ‖Hs−2 .

Proof. It is well known that the Dirichlet-Neumann operator is an elliptic operator of order
1, and the expression of its principal symbol λ(1) and its subprincipal symbol λ(0) is given
in [22]. We claim that the Dirichlet-Neumann operator N−

f can be reformulated as

N−
f ψ = Tλ−(ψ − TBf)− TV · ∇f + r−1 (f, ψ),

which satisfies

‖r−1 (f, ψ)‖Hs− 1
2
≤ C(‖f‖

Hs− 1
2
)‖∇ψ‖Hs−2 .

Here

B :=
∇f · ∇ψ +N−

f ψ

1 + |∇f |2 , V := ∇ψ − B∇f.

For the proofs of the above claim, we refer the readers to [2].
Then, we let R−

1 (f, ψ) = −Tλ−TBf − TV · ∇f . By using Proposition A.2 with m = 0, 1,
one can see that

‖TλTBf‖
Hs− 1

2
≤ C(‖f‖H3)‖TBf‖

Hs+1
2
≤ C(‖f‖H3 , ‖ψ‖H3)‖f‖

Hs+1
2
,

‖TV · ∇f‖
Hs− 1

2
≤ C(‖f‖H3)‖∇f‖

Hs− 1
2
≤ C(‖f‖H3 , ‖ψ‖H3)‖f‖

Hs+1
2
,

which means that ‖R−
1 (f, ψ)‖Hs− 1

2
≤ C(‖f‖H3 , ‖ψ‖H3)‖f‖

Hs+1
2
.

The proof for N+
f is similar. �
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Lemma 4.4. [2]Assume that f ∈ Hs+1(T2), we shall paralinearize the H(f) = div( ∇f√
1+|∇f |2

)

as H(f) = −Tlf + r2, where l = l(2) + l(1) is given by

(4.2)
l(2) = (1 + |∇f |2)− 1

2 (|ξ|2 − (∇f · ξ)2
1 + |∇f |2 ),

l(1) = − i

2
(∂x · ∂ξ)l(2),

and r2 ∈ L∞(0, T ;H2s−5/2) satisfying

(4.3) ‖r2‖L∞(0,T ;H2s−5/2) ≤ C(‖f‖L∞(0,T ;Hs+1)).

Remark 4.5. From the expression of λ± and l, one can see that λ± ∈ Σ1 and l ∈ Σ2, and
they are both elliptic symbols.

Based on the above results, we have

(4.4)
N+
f H(f) = −Tλ+Tlf + Tλ+r2 +R+

1 (f,H(f)) + r+1 (f,H(f)),

N−
f H(f) = −Tλ−Tlf + Tλ−r2 +R−

1 (f,H(f)) + r−1 (f,H(f)).

By using Lemma 4.3 and Lemma 4.4, one can see that

‖Tλ+r2‖Hs− 1
2
+ ‖Tλ−r2‖Hs− 1

2
≤ C(‖f‖H3)‖r2‖

Hs− 1
2
≤ C(‖f‖

Hs+1
2
),

‖R+
1 (f,H(f))‖

Hs− 1
2
+ ‖R−

1 (f,H(f))‖
Hs− 1

2
≤ C(‖f‖H5)‖f‖

Hs+1
2
,

‖r+1 (f,H(f))‖
Hs− 1

2
+ ‖r−1 (f,H(f))‖

Hs− 1
2
≤ C(‖f‖

Hs− 1
2
)‖f‖Hs+1 .

Accordingly, we rewrite the three order term as
σ

4
(N+

f H(f) +N−
f H(f)) = −σ

2
TλTlf +

σ

4
R,(4.5)

where

λ =
λ+(1) + λ−(1)

2︸ ︷︷ ︸
λ(1)

+
λ+(0) + λ−(0)

2︸ ︷︷ ︸
λ(0)

,

and R = Tλ+r2+R
+
1 (f,H(f))+ r+1 (f,H(f))+Tλ−r2+R

−
1 (f,H(f))+ r−1 (f,H(f)) satisfying

‖R‖
Hs− 1

2
≤ C(‖f‖

Hs+1
2
)‖f‖Hs+1 .(4.6)

Next, we symmetrize the above paradifferential operator TλTl.

Proposition 4.6. [2]Let q ∈ Σ0 and γ ∈ Σ
3
2 be defined by

q = (1 + |∇f |2)(− 1
2
),

γ =
√
l(2)λ(1)︸ ︷︷ ︸
γ(

3
2 )

+
1

2i
(∂ξ · ∂x)

√
l(2)λ(1)

︸ ︷︷ ︸
γ(

1
2 )

,

then TqTλTl ∼ TγTγTq and Tγ ∼ (Tγ)
∗.

Proof. From Proposition 4.2, one can see that proving TqTλTl ∼ TγTγTq and Tγ ∼ (Tγ)
∗ is

equivalent to showing that

q(λ♯l) +
1

i
∂ξq · ∂x(l(2)λ(1)) = (γ♯γ)q +

1

i
∂ξ(γ

3
2 γ

3
2 ) · ∂xq,
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and

Imγ(
1
2
) = −1

2
(∂ξ · ∂x)γ(

3
2
),

where

λ♯l = l(2)λ(1) + l(1)λ(1) + l(2)λ(0) +
1

i
∂ξλ

(1) · ∂xl(2),

γ♯γ = (γ(
3
2
))2 + 2γ(

1
2
)γ(

3
2
) +

1

i
∂ξγ

( 3
2
) · ∂xγ(

3
2
).

The above equalities can be easily verified by direct symbolic calculation. �

We introduce the paradifferential operator Tβ with the symbol

β := (γ(
3
2
))

2s−1
3 ∈ Σs−1/2.

Lemma 4.7. For all µ ∈ R, there exists an non-decreasing function C, such that

‖[Tβ , Tγ ]‖Hµ+s−1→Hµ ≤ C(L1).

Proof. From the definition, we have

∂ξβ · ∂xγ(
3
2
) = ∂ξγ

( 3
2
) · ∂xβ.

Thus, one can arrive at the result of this lemma by using Proposition 4.2. �

It is clear that Tβ is an elliptic operator, whose commutator with Tγ is better than 〈∇〉s−1,
and we will use it to obtain estimates in Sobolev spaces. This is the reason we introduce such
operator.

At the end of this subsection, we present some properties that will be useful in proving
energy estimates.

Lemma 4.8. For all µ ∈ R, it holds that

‖T∂tq‖Hµ→Hµ + ‖T∂tβ‖Hµ→Hµ−s+1
2
+ ‖T∂tγ‖Hµ→Hµ− 3

2
≤ C(L1),(4.7)

‖T∂2t q‖Hµ→Hµ + ‖T∂2t β‖Hµ→Hµ−s+1
2
+ ‖T∂2t γ‖Hµ→Hµ− 3

2
≤ C(L1, L2),(4.8)

‖T∂iq‖Hµ→Hµ + ‖T∂iβ‖Hµ→Hµ−s+1
2
+ ‖T∂iγ‖Hµ→Hµ− 3

2
≤ C(L1).(4.9)

Proof. Recalling the expression of q, β, γ, one can easily verify that ∂tq ∈ Γ0
0, ∂tβ ∈ Γ

s− 1
2

0 and

∂tγ ∈ Γ
3
2
0 . The definition of Γmρ is given in Appendix A. Then, with the help of Proposition

A.2 and Sobolev embedding, we deduce that

‖T∂tq‖Hµ→Hµ + ‖T∂tβ‖Hµ→Hµ−s+1
2
+ ‖T∂tγ‖Hµ→Hµ− 3

2
≤ C(M0

0 (∂tq),M
s− 1

2
0 (∂tβ),M

3
2
0 (∂tγ))

≤ C(‖f‖W 2,∞ , ‖∂tf‖W 2,∞) ≤ C(‖f‖H4 , ‖∂tf‖H4) ≤ C(L1).

The other estimates can be obtained in the same way. �

Lemma 4.9. For all function a ∈ Hs− 1
2 and ψ ∈ Hs− 3

2 , it holds that

‖Tβ [Tq, a]ψ‖L2 ≤ C(L1)‖a‖
Hs− 1

2
‖ψ‖

Hs− 3
2
,

‖[Tβ , a]Tqψ‖L2 ≤ C(L1)‖a‖
Hs− 1

2
‖ψ‖

Hs− 3
2
,

‖[Tγ , a]ψ‖L2 ≤ C(L1)‖a‖
Hs− 1

2
‖ψ‖

H
1
2
.
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Proof. From Lemma A.6, we have

‖Tβ [Tq, a]ψ‖L2 ≤ C(L1)‖[Tq, a]ψ‖
Hs− 1

2
.

By using Bony’s decomposition, we rewrite [Tq, a]ψ as

[Tq, a]ψ =Tq(aψ)− aTqψ = TqTaψ + TqTψa+ TqRB(a, ψ) − TaTqψ − TTqψa−RB(a, Tqψ)

=[Tq, Ta]ψ + TqTψa− TTqψa+ TqRB(a, ψ) −RB(a, Tqψ).

With the help of Lemma A.3, Propositon A.5, Lemma A.6, and Proposition A.7, one can
deduce that

‖[Tq, Ta]ψ‖
Hs− 1

2
≤ C(‖f‖W 2,∞)‖a‖W 1,∞‖ψ‖

Hs− 3
2
≤ C(L1)‖a‖

Hs− 1
2
‖ψ‖

Hs− 3
2
,

‖TqTψa‖
Hs− 1

2
≤ C(‖f‖W 1,∞)‖ψ‖L∞‖a‖

Hs− 1
2
≤ C(L1)‖a‖

Hs− 1
2
‖ψ‖

Hs− 3
2
,

‖TTqψa‖Hs− 1
2
≤ C‖Tqψ‖L∞‖a‖

Hs− 1
2
≤ C‖Tqψ‖H2‖a‖

Hs− 1
2
≤ C(L1)‖a‖

Hs− 1
2
‖ψ‖

Hs− 3
2
,

‖TqRB(a, ψ)‖
Hs− 1

2
≤ C(‖f‖W 1,∞)‖RB(a, ψ)‖

Hs− 1
2
≤ C(L1)‖a‖

Hs− 1
2
‖ψ‖

Hs− 3
2
,

‖RB(a, Tqψ)‖
Hs− 1

2
≤ C‖a‖

Hs− 1
2
‖Tqψ‖

Hs− 3
2
≤ C(L1)‖a‖

Hs− 1
2
‖ψ‖

Hs− 3
2
.

Combining the above estimates yields

‖T∂tq‖Hµ→Hµ + ‖T∂tβ‖Hµ→Hµ−s+1
2
+ ‖T∂tγ‖Hµ→Hµ− 3

2
≤ C(L1).

The other two inequalities of this lemma can be proved in a similar way. �

4.2. Linearized System of (f, θ). In this subsection, we linearize the system of (f, θ), and
give it’s energy estimates. From (3.6) and (4.5), we derive the following linearized system

(4.10)

∂tf̄ =θ̄

∂tθ̄ =− σ

2
(TλTlf̄)− ((u+1 + u−1 )∂1θ̄ + (u+2 + u−2 )∂2θ̄)

− 1

2

∑

i,j=1,2

(u+i u
+
j − h+i h

+
j + u−i u

−
j − h−i h

−
j )∂i∂j f̄ + g+

σ

4
R,

where

(4.11)

g =
1

2
(N+

f −N−
f )Ñf

−1P(
∑

i,j=1,2

(u+i u
+
j − h+i h

+
j − u−i u

−
j + h−i h

−
j )∂i∂jf)

+ (N+
f −N−

f )Ñf
−1P((u+1 − u−1 )∂1θ + (u+2 − u−2 )∂2θ)

− 1

2
Nf · ∇(pu+,u+ − p

h
+,h+)− 1

2
Nf · ∇(pu−,u− − p

h
−,h−)

+
1

2
(N+

f −N−
f )Ñf

−1PNf · ∇(pu+,u+ − p
h
+,h+ − pu−,u− + p

h
−,h−)

− σ

4
(N+

f −N−
f )Ñf

−1
(N+

f H(f)−N−
f H(f))

def
=g1 + g2 + g3 + g4 + g5,

and

R =Tλ+r2 +R+
1 (f,H(f)) + r+1 (f,H(f)) + Tλ−r2 +R−

1 (f,H(f)) + r−1 (f,H(f)).

We emphasize that all the paradifferential operators Tλ± , Tl, and the remainders r±1 , R
±
1 , r2

here are defined by the given function f .



16 CHANGYAN LI AND HUI LI

Defining wi =
1
2 (u

+
i + u−i ), and vi =

1
2 (u

+
i − u−i ), we rewrite the linearized system as:

(4.12)

∂2t f̄ =− σ

2
(TλTlf̄)− 2

∑

i,j=1,2

wi∂i∂tf̄

+
1

2

∑

i,j=1,2

(−2wiwj − 2vivj + h+i h
+
j + h−i h

−
j )∂i∂j f̄ + g+

σ

4
R.

We remark that
∫
T2 ∂tf̄dx

′ may not vanish since we have performed the linearization. For
this linear system, we have the following energy estimate.

Proposition 4.10. Assume s ≥ 6, given initial data (θ̄0, f̄0) ∈ Hs− 1
2 ×Hs+1(T2), there exists

a unique solution (θ̄, f̄) ∈ C
(
[0, T ];Hs− 1

2 ×Hs+1(T2)
)
to the system (4.10) from (θ̄0, f̄0) so

that

sup
t∈[0,T ]

(‖∂tf̄‖2
Hs− 1

2
+ ‖f̄‖2

Hs+1
2
+ σ‖f̄‖2Hs+1)

≤C(σ,L0)(‖θ̄0‖2
Hs− 1

2
+ ‖f̄0‖2

Hs+1
2
+ σ‖f̄0‖2Hs+1 +

∫ T

0
‖g‖2

Hs− 1
2
+ σ2‖R‖2

Hs− 1
2
dτ)eC(c0,L1,L2)T .

Proof. We only present the uniform estimates, which ensure the existence and uniqueness of
the solution. For convenience, we put all the terms can be bounded by C(L0, L1, L2)‖f̄‖2Hs+1

in R1, and terms that can be bounded by C(L0, L1, L2)(‖f̄‖2
Hs+1

2
+ ‖∂tf̄‖2

Hs− 1
2
) in R2. We

start the energy estimates from 1
2∂t〈(∂t + wi∂i)TβTqf̄ , (∂t +wi∂i)TβTqf̄〉.

1

2
∂t〈(∂t + wi∂i)TβTqf̄ , (∂t + wi∂i)TβTqf̄〉 =〈∂2t TβTqf̄ , (∂t + wi∂i)TβTqf̄〉

+ 〈wi∂t∂iTβTqf̄ , (∂t + wi∂i)TβTqf̄〉
+ 〈(∂twi)∂iTβTq f̄ , (∂t + wi∂i)TβTqf̄〉

def
= I + II + III.

It follows from Proposition A.2 and Lemma A.6 that

III ≤ C(L1, L2)(‖f̄‖2
Hs+1

2
+ ‖∂tf̄‖2

Hs− 1
2
).

From (4.12), we deduce by using Lemma 4.8 that

I =〈TβTq∂2t f̄ , (∂t + wi∂i)TβTqf̄〉+ 〈T∂2t βTq f̄ + TβT∂2t qf̄ , (∂t + wi∂i)TβTq f̄〉
+ 2〈TβT∂tq∂tf̄ + T∂tβTq∂tf̄ + T∂tβT∂tqf̄ , (∂t +wi∂i)TβTqf̄〉

=〈TβTq∂2t f̄ , (∂t + wi∂i)TβTqf̄〉+R2

=− σ

2
〈TβTqTλTlf̄ , (∂t + wi∂i)TβTqf̄〉

+ 〈TβTq(−2wi∂i∂tf̄), (∂t + wi∂i)TβTqf̄〉

+ 〈TβTq[(−wiwj − vivj +
1

2
h+i h

+
j +

1

2
h−i h

−
j )∂i∂j f̄ ], (∂t + wi∂i)TβTq f̄〉

+ 〈TβTq(g+
σ

4
R), (∂t + wi∂i)TβTqf̄〉+R2

def
= I1 + I2 + I3 + I4 +R2.
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With the help of Proposition 4.6, Lemma 4.7, and Lemma 4.9, we have

I1 =− σ

2
〈TβTqTλTlf̄ , (∂t + wi∂i)TβTqf̄〉

=− σ

2
〈(Tγ)∗TγTβTqf̄ , (∂t + wi∂i)TβTqf̄〉

− σ

2
〈
(
((Tγ)

∗ − Tγ)TγTβ + Tγ [Tβ, Tγ ] + [Tβ, Tγ ]Tγ
)
Tqf̄ , (∂t + wi∂i)TβTqf̄〉

− σ

2
〈Tβ(TqTλTl − TγTγTq)f̄ , (∂t + wi∂i)TβTqf̄〉

=− σ

2
〈TγTβTqf̄ , Tγ(∂t + wi∂i)TβTq f̄〉+R2

=− σ

2
〈TγTβTqf̄ , ∂tTγTβTqf̄〉

+
σ

4
〈TγTβTqf̄ , (∂iwi)TγTβTq f̄〉+

σ

2
〈TγTβTqf̄ ,

(
T∂tγ + wiT∂iγ − [Tγ , wi]∂i

)
TβTq f̄〉+R2

=− σ

4
∂t〈TγTβTqf̄ , TγTβTqf̄〉+ (σ2 + σ)R1 +R2.

Similarly, it follows from Proposition 4.6 and Lemma 4.9 that

I2 = −2〈TβTqwi∂i∂tf̄ , (∂t + wi∂i)TβTqf̄〉 = −2〈wi∂i∂tTβTqf̄ , (∂t + wi∂i)TβTqf̄〉+R2.

Therefore, we have

I2 + II =− 〈wi∂i∂tTβTqf̄ , (∂t + wi∂i)TβTqf̄〉+R2,

=− 〈wi∂i∂tTβTqf̄ , wi∂iTβTqf̄〉 − 〈wi∂i∂tTβTqf̄ , ∂tTβTqf̄〉+R2

=− 〈∂t(wi∂iTβTq f̄), wi∂iTβTqf̄〉+ 〈1
2
(∂iwi)∂tTβTqf̄ + (∂twi)∂i∂tTβTqf̄ , ∂tTβTqf̄〉+R2

=− 1

2

d

dt
‖wi∂iTβTqf̄‖2L2 +R2.

For the same reason, let ai = wi, vi, h
+
i , h

−
i , one can deduce that

〈TβTqaiaj∂i∂j f̄ , (∂t +wk∂k)TβTqf̄〉
=〈aiaj∂i∂jTβTqf̄ , (∂t +wk∂k)TβTqf̄〉+R2

=− 〈aj∂jTβTqf̄ , ai∂i(∂t + wk∂k)TβTqf̄〉+R2

=− 〈aj∂jTβTqf̄ , ∂t(ai∂iTβTqf̄)〉 − 〈aj∂jTβTqf̄ , wk∂k(ai∂iTβTqf̄)〉+R2

=− 1

2

d

dt
‖ai∂iTβTqf̄‖2L2 +R2.

It follows that

I3 =
1

2

d

dt
‖wi∂iTβTqf̄‖2L2 +

1

2

d

dt
‖vi∂iTβTqf̄‖2L2 − 1

4

d

dt
‖h+i ∂iTβTqf̄‖2L2 − 1

4

d

dt
‖h−i ∂iTβTqf̄‖2L2 +R2.

And obviously, it holds that

I4 ≤ ‖g‖2
Hs− 1

2
+ σ2‖R‖2

Hs− 1
2
+ C(L1, L2)(‖f̄‖2

Hs+1
2
+ ‖∂tf̄‖2

Hs− 1
2
).

Putting the above estimates together, we arrive at

d

dt
(σE1(t) + E2(t)) ≤ C(L1, L2)(σE1(t) + E2(t)) + ‖g‖2

Hs− 1
2
+ σ2‖R‖2

Hs− 1
2
.(4.13)
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Here E1, E2, E1, and E2 are energy functionals

E1 =
1

4
‖TγTβTqf̄‖2L2 ,

E2 = ‖(∂t + wi∂i)TβTqf̄‖2L2 −
1

2
‖vi∂iTβTqf̄‖2L2 +

1

4
‖h+i ∂iTβTqf̄‖2L2 +

1

4
‖h−i ∂iTβTqf̄‖2L2 ,

and

E1(t) = ‖f̄‖2Hs+1 , E2(t) = ‖f̄‖2
Hs+1

2
+ ‖∂tf̄‖2

Hs− 1
2
.

By Proposition A.2 and Lemma 4.9, one can easily seen that

E1 =
1

4
‖TγTβTqf̄‖2L2 ≤ C(L0)‖TβTq f̄‖2

H
3
2
≤ C(L0)‖Tq f̄‖Hs+1 ≤ C(L0)‖f̄‖2Hs+1 ,

‖(∂t + wi∂i)TβTqf̄‖2L2

≤C(‖T∂tβTq f̄‖L2 + ‖TβT∂tqf̄‖L2 + ‖TβTq∂tf̄‖L2 + ‖wi‖L∞‖∂iTβTqf̄‖L2)

≤C(L0)(‖f̄‖
Hs+1

2
+ ‖∂tf̄‖

Hs− 1
2
),

− 1

2
‖vi∂iTβTqf̄‖L2 +

1

4
‖h+i ∂iTβTq f̄‖L2 +

1

4
‖h−i ∂iTβTqf̄‖L2 ≤ C(L0)‖f̄‖

Hs+1
2
,

which means that

σE1 + E2 ≤ C(L0)(σE1 + E2).
On the other hand, as Tγ , Tβ, and Tq are all elliptic operators, σE1+E2 could also be controlled

by σE1 + E2. Indeed, γ ∈ Σ
3
2 ,

γ
3
2 (x, ξ) =

√
λ1l2(x, ξ) = (

|ξ|2 + |∇f |2|ξ|2 − (∇f · ξ)2
1 + |∇f |2 )

3
4 ≥ (1 + C(L0))

− 3
4 |ξ| 32 ,(4.14)

which have positive lower bound in x. We also have β ∈ Σs−
1
2 , and q ∈ Σ0. As a result, it

holds that

σ‖f̄‖2Hs+1 ≤C(L0)σ(‖Tq f̄‖2Hs+1 + ‖f̄‖2L2)

≤C(L0)σ(‖TβTqf̄‖2
H

3
2
+ ‖f̄‖2L2) ≤ C(L0)σ(‖TγTβTqf̄‖2

H
3
2
+ ‖f̄‖2L2),

‖f̄‖2
Hs+1

2
≤(σ‖f̄‖2Hs+1 + C(σ)‖f̄‖2L2) ≤ C(L0)

(
σ‖TγTβTqf̄‖

H
3
2
+ C(σ)‖f̄‖L2

)
,

‖∂tf̄‖2
Hs− 1

2
≤C(L0)(‖TβTq∂tf̄‖2L2 + ‖∂tf̄‖2L2)

≤C(L0)
(
‖(∂t + wi∂i)TβTqf̄‖2L2 + ‖f̄‖2

Hs+1
2
+ ‖∂tf̄‖L2

)

≤C(L0)
(
‖(∂t + wi∂i)TβTqf̄‖2L2 + σ‖TγTβTqf̄‖

H
3
2
+ C(σ)‖f̄‖L2 + ‖∂tf̄‖2L2

)
.

Here we use Proposition A.8, Proposition A.9, and the Gagliardo-Nirenberg interpolation

inequality, and C(σ) is determined by σ and (1 + C(L0))
− 3

4 . As a conclusion, we have

σE1 + E2(t) ≤ C(L0)(σE1 + E2 + C(σ)‖f̄‖2L2 + ‖∂tf̄‖2L2).(4.15)

It is easily seen that

d

dt

(
C(σ)‖f̄‖2L2 + ‖∂tf̄‖2L2

)
≤ C(σ,L0)(‖f̄‖2

Hs+1
2
+ ‖∂tf̄‖2

Hs− 1
2
) + ‖g‖2L2 + σ2‖R‖2L2 .
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Thus we get by (4.13) that

sup
t∈[0,T ]

{σE1(t) + E2(t)} ≤C(σ,L0)
{
σ‖f̄0‖2Hs+1 + ‖f̄0‖2

Hs+1
2
+ ‖θ̄0‖2

Hs− 1
2

+

∫ T

0
‖g‖2

Hs− 1
2
+ σ2‖R‖2

Hs− 1
2
dτ + C(L1, L2)

∫ T

0
σE1(τ) + E2(τ)dτ

}
.

One can get the desired estimates by Gronwall’s inequality. �

Remark 4.11. Notice that −1
2‖vi∂iTβTqf̄‖2L2+

1
4‖h+i ∂iTβTqf̄‖2L2 +

1
4‖h−i ∂iTβTqf̄‖2L2 may not

be positive. We add an extra C(σ)‖f̄‖2L2 to ensure that

σ‖TγTβTqf̄‖2L2 −
1

2
‖vi∂iTβTq f̄‖2L2 +

1

4
‖h+i ∂iTβTqf̄‖2L2 +

1

4
‖h−i ∂iTβTqf̄‖2L2 + C(σ)‖f̄‖2L2

≥ ‖f̄‖2
Hs+1

2
.

Here C(σ) will get bigger as σ gets smaller, and this leads to the above estimates depending
on σ. If the stability condition (1.10) holds, we no longer need to introduce C(σ)‖f̄‖2L2 , and
the energy estimate will not depend on σ. We will discuss this kind of problems in Section 6.

Lemma 4.12. It holds that

‖g‖2
Hs− 1

2
+ σ2‖R‖2

Hs− 1
2
≤ C(L1).

Proof. The estimate of ‖R‖
Hs− 1

2
is given in (4.6). By using Proposition A.12 and Proposition

A.13, we have

‖g1‖
Hs− 1

2
≤ C(L1)‖(u+i u+j − u−i u

−
j − h+i h

+
j + h−i h

−
j )∂i∂jf‖Hs− 3

2

≤ C(L1)‖(u±,h±)‖
Hs− 3

2
‖f‖

Hs+1
2
≤ C(L1),

‖g2‖
Hs− 1

2
≤ C(L1)‖u±‖

Hs− 3
2
‖θ‖

Hs− 1
2
≤ C(L1),

‖(g3, g4)‖
Hs− 1

2
≤ C(L1)(‖∇(pu+,u+ − p

h
+,h+)‖

Hs− 1
2
+ ‖∇(pu−,u− − p

h
−,h−)‖

Hs− 1
2
)

≤ C(L1)(‖∇(pu+,u+ − p
h
+,h+)‖Hs(Ω+

f ) + ‖∇(pu−,u− − p
h
−,h−)‖Hs(Ω−

f ))

≤ C(L1)‖(u±,h±)‖Hs(Ω±

f ) ≤ C(L1),

σ‖R‖
Hs− 1

2
≤ C(L1)σ‖f‖Hs+1 ≤ C(L1).

This end the proof. �

4.3. The Linearized System of (ω, ξ). From (3.8), we introduce the following linearized
system:

(4.16)

{
∂tω̄

± + u± · ∇ω̄± − h± · ∇ξ̄
±
= ω̄± · ∇u± − ξ̄

± · ∇h±,

∂tξ̄
±
+ u± · ∇ξ̄

± − h± · ∇ω̄± = ξ̄
± · ∇u± − ω̄± · ∇h± − 2

∑3
i=1∇u±i ×∇h±i ,

which gives

∂t(ω̄
± + ξ̄

±
) + u± · ∇(ω̄± + ξ̄

±
)− h± · ∇(ω̄± + ξ̄

±
)

=(ω̄± + ξ̄
±
) · ∇u± − (ω̄± + ξ̄

±
) · ∇h± − 2

3∑

i=1

∇u±i ×∇h±i .

Therefore, we introduce ̟± = ω̄± + ξ̄
±
which satisfies

(4.17) ∂t̟
± + (u± − h±) · ∇̟± = ̟± · ∇(u± − h±)− 2∇u±i ×∇h±i .
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We define

dX±(t, x)

dt
= (u− h)±

(
t,X±(t, x)

)
, x ∈ Ω±

f0
.

X±(0, x) = Id. x ∈ Ω±
f0
,

where the Id means the identity map. Recalling that h± ·Nf = 0, one can see that X±(t, ·)
is a flow map from Ω±

f0
to Ω±

f(t)
. Then we have

d̟±
(
t,X±(t, x)

)

dt
=

(
̟± · ∇(u± − h±)− 2∇u±i ×∇h±i

)(
t,X±(t, x)

)
, x ∈ Ω±

f0
.

This is a linear ODE system, and the existence of ω̄± + ξ̄
±

follows immediately. So do

ω̄± − ξ̄
±
. Next, we give the energy estimates for (ω̄±, ξ̄

±
).

Proposition 4.13. It holds that

sup
t∈[0,T ]

(‖ω̄±(t)‖2
Hs−1(Ω±

f )
+ ‖ξ̄±(t)‖2

Hs−1(Ω±

f )
) ≤ (1 + ‖ω̄±

0 ‖2Hs−1(Ω±

f0
)
+ ‖ξ̄±0 |2Hs−1(Ω±

f0
)
)eC(L1)T .

Proof. Using the fact that u± ·Nf = ∂tf and h± ·Nf = 0, we deduce from (4.17) that

1

2

d

dt

∫

Ω±

f

|∇s−1̟±(t, x)|2dx

=

∫

Ω±

f

∇s−1̟± · ∇s−1∂t̟
±dx+

1

2

∫

Γf

|∇s−1̟±|2(u± · n)dσ

≤
∫

Ω±

f

∇s−1̟± · ∇s−1[(u± − h±) · ∇̟±]dx+
1

2

∫

Γf

|∇s−1̟±|2(u± · n)dσ

+C(L1)(1 + ‖ω̄±(t)‖2
Hs−1(Ω±

f )
+ ‖ξ̄±(t)‖2

Hs−1(Ω±

f )
)

≤ 1

2

∫

Ω±

f

(u± − h±) · ∇(|∇s−1̟±|2)dx+
1

2

∫

Γf

|∇s−1̟±|2(u± · n)dσ

+C(L1)(1 + ‖ω̄±(t)‖2
Hs−1(Ω±

f )
+ ‖ξ̄±(t)‖2

Hs−1(Ω±

f )
)

= −1

2

∫

Ω±

f

div(u± − h±)|∇s−1̟±|2dx+ C(L1)(1 + ‖ω̄±(t)‖2
Hs−1(Ω±

f )
+ ‖ξ̄±(t)‖2

Hs−1(Ω±

f )
)

≤ C(L1)(1 + ‖ω̄±(t)‖2
Hs−1(Ω±

f )
+ ‖ξ̄±(t)‖2

Hs−1(Ω±

f )
).

Similarly, we have

1

2

d

dt

∫

Ω±

f

|∇s−1(ω̄± − ξ̄
±
)|2dx ≤ C(L1)(1 + ‖ω̄±(t)‖2

Hs−1(Ω±

f )
+ ‖ξ̄±(t)‖2

Hs−1(Ω±

f )
).

The desired estimate follows from the Gronwall’s inequality. �

To solve velocity and magnetic field from the vorticity and current (ω̄±, ξ̄
±
), we need to

verify the following compatibility conditions.

Lemma 4.14. It holds that
d

dt

∫

Γ±

ω̄3
±dx′ = 0,

d

dt

∫

Γ±

ξ̄3
±
dx′ = 0.

Proof. The proof is straightforward, we refer the readers to [31]. �
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5. Construction and contraction of the Iteration Map

Assume that

f0 ∈ Hs+1(T2), u±
0 ,h

±
0 ∈ Hs(Ω±

f0
),

which satisfy

− (1− 2c0) ≤ f(x′) ≤ (1− 2c0);

for some constant c0 ∈ (0, 12).

Let f∗ = f0, and Ω±
∗ = Ω±

f0
be the reference region. The initial data

(
fI , (∂tf)I ,ω

±
∗I , ξ

±
∗I , a

±
iI , b

±
iI

)

for the equivalent system is defined as follows:

fI = f0, (∂tf)I = u±
0

(
x′.f0(x

′)
)
· (−∂1f0,−∂2f0, 1);

ω±
∗I = curlu±

0 , ξ±∗I = curlh±
0 ;

a±iI =

∫

T2

u±0i(x
′,±1)dx′, b±iI =

∫

T2

h±0i(x
′,±1)dx′,

which satisfy

σ1/2‖fI‖Hs+1 + ‖fI‖
Hs+1

2
+ ‖(ω±

∗I , ξ
±
∗I)‖Hs−1(Ω±

∗ ) + ‖(∂tf)I‖
Hs− 1

2
+ |a±iI |+ |b±iI | ≤M0,

for some constant M0 > 0. Then we define the following functional space.

Definition 5.1. Let s ≥ 6 be a integer. Given two constant M1,M2 > 0 with M1 > 2M0, we
define the space Xσ = Xσ(T,M1,M2) be the collection of (f,ω±

∗ , ξ
±
∗ , a

±
i , b

±
i ) that satisfies(

f(0), ∂tf(0),ω
±
∗ (0), ξ

±
∗ (0), a

±
i (0), b

±
i (0)

)
=

(
fI , (∂tf)I ,ω

±
∗I , ξ

±
∗I , a

±
iI , b

±
iI

)
,

‖f(t, ·)− f∗‖
Hs− 1

2
≤ δ0,

sup
t∈[0,T ]

(
σ1/2‖f‖Hs+1(t) + ‖f‖

Hs+1
2
(t)

+ ‖(ω±
∗ , ξ

±
∗ )‖Hs−1(Ω±

∗ )(t) + ‖∂tf‖
Hs−1

2
(t) + |a±i |(t) + |b±i |(t)

)
≤M1,

sup
t∈[0,T ]

(
‖(∂tω±

∗ , ∂tξ
±
∗ )‖Hs−2(Ω±

∗ )(t) + ‖∂2t f‖Hs−2(t) + |∂ta±i |(t) + |∂tb±i |(t)
)
≤M2,

∫

T2

∂tf(t, x
′)dx′ = 0.

Next, we will construct an iteration map

Fσ : Xσ(T,M1,M2) → Xσ(T,M1,M2),

Fσ(f,ω±
∗ , ξ

±
∗ , a

±
i , b

±
i )

def
= (f̄ , ω̄±

∗ , ξ̄
±
∗ , ā

±
i , b̄

±
i ),

with suitable constants T,M1,M2.

5.1. Recover the bulk region, velocity and magnetic field. We define

ω̃± def
= P div

f (ω±
∗ ◦ Φ−1

f ), ξ̃
± def

= P div
f (ξ±∗ ◦ Φ−1

f ),

where Φ±
f : Ω±

∗ → Ω±
f is the harmonic coordinate map, and P div

f ω± = ω± −∇φ± with




∆φ± = divω± in Ω±
f ,

∂3φ
± = 0 on Γ±,

φ± = 0 on Γf .
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We introduce the projection operator P div
f to ensure that (ω̃±, ξ̃

±
) satisfy conditions (C1)

and (C2) defined in Section 3.3. It is obvious that

‖(ω̃±, ξ̃
±
)(t)‖Hs−1(Ω±

f ) ≤ C(M1),

‖(∂tω̃±, ∂tξ̃
±
)(t)‖Hs−2(Ω±

f ) ≤ C(M1,M2).

Then, we define u± and h± as the solution of




curlu± = ω̃±, divu± = 0 in Ω±
f ,

u± ·Nf = ∂tf on Γf ,

u± · e3 = 0,

∫

Γ±

uidx
′ = a±i (i = 1, 2) on Γ±,





curlh± = ξ̃
±
, divh± = 0 in Ω±

f ,

h± ·Nf = 0 on Γf ,

h± · e3 = 0,

∫

Γ±

hidx
′ = b±i (i = 1, 2) on Γ±,

with initial data

u±(0) = u±
0 , h±(0) = h±

0 .

It follows from Proposition A.10 that

‖u±‖Hs(Ω±

f ) ≤ C(M1)(‖ω̃±‖Hs−1(Ω±

f ) + ‖∂tf‖
Hs− 1

2
+ |a±1 (t)|+ |a±2 (t)|) ≤ C(M1),

‖h±‖Hs(Ω±

f ) ≤ C(M1)(‖ξ̃
±‖Hs−1(Ω±

f ) + |b±1 (t)|+ |b±2 (t)|) ≤ C(M1).

Using the same argument to treat ∂tu
± and ∂th

±, we deduce that

‖∂tu±‖Hs−1(Ω±

f ) ≤ C(M1,M2), ‖∂th±‖Hs−1(Ω±

f ) ≤ C(M1,M2),

which implies

‖u±‖W 1,∞(t) ≤ ‖u±
0 ‖W 1,∞ +

∫ t

0
‖∂tu±‖W 1,∞(t′)dt′ ≤ M0

2
+ TC(M1,M2),

‖h±‖W 1,∞(t) ≤ M0

2
+ TC(M1,M2).

Similar argument shows that

‖f‖W 2,∞ ≤ M0

2
+ TC(M1).

Besides, it holds that

‖f(t)− f0‖L∞ ≤ ‖f(t)− f0‖
Hs− 1

2
≤ T‖∂tf‖

Hs− 1
2
≤ TM1.

By choosing T small enough, we have

TM1 ≤ min{δ0, c0}, TC(M1) + TC(M1,M2) ≤
M0

2
, TC(M1,M2) ≤ c0.
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Taking L0 =M0, L1 =M1, L2 = C(M1,M2), we conclude that for ∀t ∈ [0, T ]:

1.− (1− c0) ≤ f(t, x′) ≤ (1− c0),

2.‖(u±,h±)‖W 1,∞(t) + ‖f‖W 2,∞(t) ≤ L0,

3.‖f(t)− f∗‖
Hs− 1

2
≤ δ0,

4.σ1/2‖f‖Hs+1(t) + ‖f‖
Hs+1

2
(t) + ‖∂tf‖

Hs−1
2
(t) + ‖u±‖Hs(Ω±

f )(t) + ‖h±‖Hs(Ω±

f )(t) ≤ L1,

5.‖(∂tu±, ∂th
±)‖W 1,∞(t) ≤ L2.

5.2. Defining the IterationMap. Given (f,u±,h±) which is constructed from (f,ω±
∗ , ξ

±
∗ , a

±
i , b

±
i ).

Let f̄1 and (ω̄±, ξ̄
±
) be the solutions of the linearized systems (4.10) and (4.16) with initial

data (
f̄1(0), θ̄(0), ω̄

±(0), ξ̄
±
(0)

)
=

(
f0, (∂tf)I ,ω

±
∗I , ξ

±
∗I

)
.

We define
ω̄±

∗ = ω̄± ◦ Φ±
f , ξ̄

±
∗ = ξ̄

± ◦ Φ±
f ,

āi
±(t) = ai

±(0) −
∫ t

0

∫

Γ±

3∑

j=1

(u±j ∂ju
±
i − h±j ∂jh

±
i )(x

′, t′)dx′dt′,

b̄i
±
(t) = bi

±(0)−
∫ t

0

∫

Γ±

3∑

j=1

(u±j ∂jh
±
i − h±j ∂ju

±
i )(x

′, t′)dx′dt′.

Then we have the iteration map Fσ as follows

Fσ(f,ω±
∗ , ξ

±
∗ , a

±
i , b

±
i )

def
= (f̄ , ω̄±

∗ , ξ̄
±
∗ , ā

±
i , b̄

±
i ),

where f̄(t, x′) = P f̄1(t, x′) + 〈f0〉. Hence, 〈f̄〉 = 〈f0〉 and
∫
T2 ∂tf̄(t, x

′)dx′ = 0 for t ∈ [0, T ].

Proposition 5.2. There exists M1,M2, T > 0 depending on δ0,M0, σ so that Fσ is a map
from Xσ(T,M1,M2) to itself.

Proof. According to Definition 5.1, the initial conditions are automatically satisfied. It follows
from Proposition 4.10 and Proposition 4.13 that

sup
t∈[0,T ]

(
σ

1
2‖f̄‖Hs+1(t) + ‖f̄‖

Hs+1
2
(t) + ‖ω̄±

∗ ‖Hs−1(Ω±
∗ )(t)

+ ‖ξ̄±∗ ‖Hs−1(Ω±
∗ )(t) + ‖∂tf̄‖

Hs− 1
2
(t)

)
≤ C(c0, σ,M0)e

C(σ,M1,M2)T .

We first take M1 large enough such that C(c0, σ,M0) <
M1
2 , then let T = 1

10C(σ,M1,M2)
which is till to be determined. Thus, it is straightforward to derive from (4.10), (4.16) and
the above estimate that

sup
t∈[0,T ]

(
‖∂2t f̄‖Hs−2(t) + ‖∂tω̄±

∗ ‖Hs−2(Ω±
∗ )(t) + ‖∂tξ̄±∗ ‖Hs−2(Ω±

∗ )(t)
)
≤ C(M1).

It is clear that
|āi±(t)|+ |b̄i±(t)| ≤M0 + TC(M1),

|∂tāi±(t)|+ |∂tb̄i±(t)| ≤ C(M1),

‖f̄(t)− f∗‖
Hs− 1

2
≤

∫ t

0
‖(∂tf̄)(t′)‖

Hs− 1
2
dt′.

At last we take M2 = C(M1) and meanwhile T is determined. One can see that all the
conditions in Definition 5.1 are satisfied. This complete the proof. �
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5.3. Contraction of the iteration map. Now, we show that Fσ is contract in Xσ(T,M1,M2).

Suppose (fA,ω±A
∗ , ξ±A∗ , a±Ai , b±Ai ) and (fB ,ω±B

∗ , ξ±B∗ , a±Bi , b±Bi ) are two elements in Xσ(T,M1,M2)
and

(f̄C, ω̄±C
∗ , ξ̄

±C
∗ , ā±C

i , b̄±C
i ) = F(fC ,ω±C

∗ , ξ±C
∗ , a±C

i , b±C
i )

for C = A,B. We denote by gD the difference gA − gB .

Proposition 5.3. There exists T = T (c0, σ, δ0,M0) > 0 so that

ĒD
def
= sup

t∈[0,T ]

(
σ

1
2‖f̄D‖Hs−1(t) + ‖f̄D‖

Hs− 3
2
(t) + ‖ω̄±D

∗ ‖Hs−3(Ω±
∗ )(t) + ‖ξ̄±D∗ ‖Hs−3(Ω±

∗ )(t)

+ ‖(∂tf̄D)‖
Hs− 5

2
(t) + |āi±D|(t) + |b̄i±D|(t)

)

≤1

2
sup
t∈[0,T ]

(
σ

1
2 ‖fD‖Hs−1(t) + ‖fD‖

Hs− 3
2
(t) + ‖ω±D

∗ ‖Hs−3(Ω±
∗ )(t) + ‖ξ±D∗ ‖Hs−3(Ω±

∗ )(t)

+ ‖(∂tfD)‖
Hs− 5

2
(t) + |a±Di |(t) + |b±Di |(t)

)
def
= ED.

Proof. By elliptic estimates, we have

‖Φ±
fA

− Φ±
fB

‖Hs−2(Ω±
∗ ) ≤ C(M1)‖fA − fB‖

Hs− 3
2
≤ CED.

For C = A,B we define

u±C
∗ = u± ◦Φ±

fC
, h±C

∗ = h± ◦ Φ±
fC
,

and claim that

‖u±C
∗ ‖Hs−2(Ω±

∗ ) + ‖h±C
∗ ‖Hs−2(Ω±

∗ ) ≤ CED.

Indeed, for a vector field v±
∗ defined on Ω±

∗ , we define

curlCv
±
∗ =

(
curl(v±

∗ ◦ (Φ±
fC
)−1)

)
◦Φ±

fC
,

divCv
±
∗ =

(
div(v±

∗ ◦ (Φ±
fC
)−1)

)
◦ Φ±

fC
.

Thus, for C = A,B, it holds that




curlCu
±C
∗ = ω̃±C

∗ in Ω±
∗ ,

divCu
±C
∗ = 0 in Ω±

∗ ,

u±C
∗ ·NfC = ∂tf

C on Γ∗,

u±C · e3 = 0,

∫

Γ±

u±C
i dx′ = a±C

i (i = 1, 2) on Γ±.

Accordingly, we deduce that




curlAu
±D
∗ = ω̃±D

∗ + (curlB − curlA)u
±B
∗ in Ω±

∗ ,

divAu
±D
∗ = (divB − divA)u

±B
∗ in Ω±

∗ ,

u±D
∗ ·NfA = ∂tf

D + u±B
∗ · (NfB −NfA) on Γ∗,

u±D
∗ · e3 = 0,

∫

Γ±

u±Di dx′ = a±Di (i = 1, 2) on Γ±.
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Direct calculation shows that

‖(curlB − curlA)u
±B
∗ ‖Hs−3(Ω±

∗ ) ≤ C‖Φ±
fA

− Φ±
fB

‖Hs−2(Ω±
∗ ) ≤ C‖fD‖

Hs− 3
2
≤ CED,

‖(curlB − curlA)u
±B
∗ ‖Hs−3(Ω±

∗ ) ≤ CED,

‖u±B
∗ · (NfB −NfA)‖Hs− 5

2
≤ CED.

Then, we get by Proposition A.10 that

‖u±D
∗ ‖Hs−2(Ω±

∗ ) ≤ C(‖ω̃±D
∗ ‖Hs−3(Ω±

∗ ) + ‖∂tfD‖
Hs− 5

2
+ ED) ≤ CED.

Similarly, we have
‖h±D

∗ ‖Hs−2(Ω±
∗ ) ≤ CED.

Recalling (3.6), we deduce that

(5.1)

∂tf̄
D
1 =θ̄D,

∂tθ̄
D =− σ

2
(TλATlA f̄

D
1 )−

(
(u+A1 + u−A1 )∂1θ̄

D + (u+A2 + u−A2 )∂2θ̄
D
)

− 1

2

∑

i,j=1,2

(
u+Ai u+Aj − h+Ai h+Aj + u−Ai u−Aj − h−Ai h−Aj

)
∂i∂j f̄

D
1 +R,

where

R =− σ

2
(TλATlA − TλBTlB )f̄

B
1

−
(
(u+D1 + u−D1 )∂1θ̄

B + (u+D2 + u−D2 )∂2θ̄
B
)

− 1

2

∑

i,j=1,2

[
(u+Ai u+Aj − h+Ai h+Aj + u−Ai u−Aj − h−Ai h−Aj )

− (u+Bi u+Bj − h+Bi h+Bj + u−Bi u−Bj − h−Bi h−Bj )
]
∂i∂j f̄

B
1

+ gA − gB,

and for C = A,B,

gC =+
1

2
(N+

fC
−N−

fC
)ÑfC

−1P
( ∑

i,j=1,2

(u+C
i u+C

j − h+C
i h+C

j − u−C
i u−C

j + h−C
i h−C

j )∂i∂jf
C
)

+ (N+C
f −N−C

f )ÑfC
−1P

(
(u+C

1 − u−C
1 )∂1θ

C + (u+C
2 − u−C

2 )∂2θ
C
)

− 1

2

(
NfC · ∇(pu+C,u+C − p

h
+C ,h+C) +NfC · ∇(pu−C ,u−C − p

h
−C ,h−C)

)

+
1

2
(N+

fC
−N−

fC
)ÑfC

−1PNfC · ∇(pu+C ,u+C − p
h
+C ,h+C − pu−C ,u−C + p

h
−C ,h−C )

+
σ

4
R+C .

It is easy to check that

‖R‖
Hs− 5

2
≤ CED.

We give the estimate of σ
2 (TλATlA − TλBTlB )f̄

B for example, and the other terms can be
treated in a similar way.

(TλATlA − TλBTlB )f̄
B =(Tλ(1)A − Tλ(1)B )TlA f̄

B + (Tλ(0)A − Tλ(0)B )TlA f̄
B(5.2)

+ TλB (Tl(2)A − Tl(2)B )f̄
B + TλB (Tl(1)A − Tl(1)B )f̄

B.
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Recalling that λ(1) =
√

(1 + |∇f |2)|ξ|2 − (∇f · ξ)2, we have

λ(1)A − λ(1)B

=
√

(1 + |∇fA|2)|ξ|2 − (∇fA · ξ)2 −
√

(1 + |∇fB|2)|ξ|2 − (∇fB · ξ)2

=
(∇fA −∇fB) · (∇fA +∇fB)|ξ|2 − (∇fA −∇fB) · ξ(∇fA +∇fB) · ξ√

(1 + |∇fA|2)|ξ|2 − (∇fA · ξ)2 +
√

(1 + |∇fB|2)|ξ|2 − (∇fB · ξ)2
.

It follows that

‖(Tλ(1)A − Tλ(1)B )TlA f̄
B‖

Hs− 5
2
≤C‖∇fA −∇fB‖L∞‖TlA f̄B‖Hs− 3

2

≤C‖∇fA −∇fB‖L∞‖f̄B‖
Hs+1

2
≤ CED.

In this way , one can deduce that

‖(TλATlA − TλBTlB )f̄
B‖

Hs− 5
2
≤ CED.

Now, we define

F̄s(∂tf̄1
D
, f̄1

D
)
def
=
σ

2
‖TγATβATqA f̄

D
1 ‖2L2 + ‖(∂t + wAi ∂i)TβATqA f̄

D
1 ‖2L2 −

1

2
‖u+Ai ∂iTβATqA f̄1‖2L2

− 1

2
‖u−Ai ∂iTβATqA f̄1‖2L2 +

1

2
‖h+Ai ∂iTβATqA f̄1‖2L2 +

1

2
‖h−Ai ∂iTβATqA f̄1‖2L2 ,

where βA := (γ(
3
2
)A)

2s−5
3 ∈ Σs−

5
2 , by following the proof of Proposition 4.10, one can see that

d

dt

(
F̄s(∂tf̄1

D
, f̄1

D
) + C(σ)‖f̄1D‖2L2 + ‖∂tf̄1D‖2L2

)
≤ C(ED + Ē1

D
),

where

Ē1
D
= sup

t∈[0,T ]

(
σ‖f̄1D(t)‖2Hs−1 + ‖f̄1D(t)‖2

Hs− 3
2
+ ‖∂tf̄1D(t)‖2

Hs− 5
2

)
.

As (fA,ω±A
∗ , ξ±A∗ , a±Ai , b±Ai ) ∈ X (T,M1,M2), it holds that

(
σ‖f̄1D(t)‖2Hs−1+‖f̄1D(t)‖2

Hs− 3
2
+‖∂tf̄1D(t)‖2

Hs− 5
2

)
≤ C

(
F̄s(∂tf̄1

D
, f̄1

D
)+C(σ)‖f̄1D‖2L2+‖∂tf̄1D‖2L2

)
.

Applying Gronwall’s inequality, we have

sup
t∈[0,T ]

(
σ‖f̄1D(t)‖Hs−1 + ‖f̄1D(t)‖

Hs− 3
2
+ ‖∂tf̄1D(t)‖

Hs− 5
2

)
≤ C(eCT − 1)ED ,

which implies

sup
t∈[0,T ]

(
σ‖f̄D(t)‖Hs−1 + ‖f̄D(t)‖

Hs− 3
2
+ ‖∂tf̄D(t)‖

Hs− 5
2

)
≤ C(eCT − 1)ED.

Similarly,

sup
t∈[0,T ]

(
‖ω̄D

∗ ‖Hs−3(Ω±
∗ ) + ‖ξ̄D∗ ‖Hs−3(Ω±

∗ )

)
≤ C(eCT − 1)ED.

From the equation

āi
±C(t) = āi

±C(0) −
∫ t

0

∫

Γ±

3∑

j=1

(u±C
j ∂ju

±C
i − h±C

j ∂jh
±C
i )dx′dτ,

we have

|āi±D(t)| ≤ |a±DiI |+ TCED.
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Similarly,

|b̄i±D(t)| ≤ |b±DiI |+ TCED.

As a conclusion, we arrive at

ĒD ≤ C(eCT − 1 + T )ED.

One can achieve the result by taking T small enough. �

5.4. The limit system. Proposition 5.3 shows that there exists a unique fixed point
(f,ω±

∗ , ξ
±
∗ , a

±
i , b

±
i ) of the map F in X (T,M1,M2). Now, we will finish the proof of Theorem

1.1, and show that one can recover (u±,h±, p±) from (f,ω±
∗ , ξ

±
∗ , a

±
i , b

±
i ) which is the unique

solution to the original system (1.2)-(1.3). We call (f,ω±
∗ , ξ

±
∗ , a

±
i , b

±
i ) is the solution system

of (1.2)-(1.5).
From the construction of F , the fixed point

(f,ω±, ξ±, a±i , b
±
i ) = (f,ω±

∗ ◦ Φ−1
f , ξ±∗ ◦Φ−1

f , a±i , b
±
i )

satisfies

∂tf =Pθ,

∂tθ =
σ

2
(N+

f H(f) +N−
f H(f))− 1

2
(N+

f −N−
f )Ñf

−1
(N+

f H(f)−N−
f H(f))

− ((u+1 + u−1 )∂1θ + (u+2 + u−2 )∂2θ)−
1

2

∑

i,j=1,2

(u+i u
+
j − h+i h

+
j + u−i u

−
j − h−i h

−
j )∂i∂jf

+
1

2
(N+

f −N−
f )Ñf

−1P(
∑

i,j=1,2

(u+i u
+
j − h+i h

+
j − u−i u

−
j + h−i h

−
j )∂i∂jf)

+ (N+
f −N−

f )Ñf
−1P((u+1 − u−1 )∂1θ + (u+2 − u−2 )∂2θ)

− 1

2
Nf · ∇(pu+,u+ − p

h
+,h+)− 1

2
Nf · ∇(pu−,u− − p

h
−,h−)

+
1

2
(N+

f −N−
f )Ñf

−1PNf ·
(
∇(pu+,u+ − p

h
+,h+)−∇(pu−,u− − p

h
−,h−)

)
.

Here pv±,v± is defined in (3.5), and (u±,h±) is the solution to





curlu± = P div
f ω±, divu± = 0 in Ω±

f ;

u± ·Nf = ∂tf on Γf ;

u± · e3 = 0,

∫

Γ±

uidx
′ = a±i (i = 1, 2) on Γ±;

∂ta
±
i = −

∫

Γ±

3∑

j=1

(u±j ∂ju
±
i − h±j ∂jh

±
i )dx

′,
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and 



curlh± = P div
f ξ±, divh± = 0 in Ω±

f ;

h± ·Nf = 0 on Γf ;

h± · e3 = 0,

∫

Γ±

hidx
′ = b±i (i = 1, 2) on Γ±;

∂tb
±
i = −

∫

Γ±

3∑

j=1

(u±j ∂jh
±
i − h±j ∂ju

±
i )dx

′,

and (ω±, ξ±) satisfies

∂tω
± + u± · ∇ω± − h± · ∇ξ± = ω± · ∇u± − ξ± · ∇h±,

∂tξ
± + u± · ∇ξ± − h± · ∇ω± = ξ± · ∇u± − ω± · ∇h± − 2

3∑

i=1

∇u±i ×∇h±i .

Next, we will show that the above system is equivalent to the origin system (1.2)-(1.3). We
introduce the pressure p± by

p± = H±p± + pu±,u± − p
h
±,h± ,

where

p± = Ñf
−1

(g+ − g− ±N∓
f σH),

with

g± = 2(u±1 ∂1θ + u±2 ∂2θ) +Nf · ∇(pu±,u± − p
h
±,h±) +

∑

i,j=1,2

(u±i u
±
j − h±i h

±
j )∂i∂jf.

Then, for

k± def
= ∂tu

± + u± · ∇u± − h · ∇h± +∇p±,
or

k± def
= ∂th

± + u± · ∇h± − h± · ∇u±,

one can check following the proof in Section 9 of [31] that




curlk± = 0, divk± = 0 in Ω±
f ;

k± ·Nf = 0 on Γf ;

k± · e3 = 0,

∫

Γ±

widx
′ = 0(i = 1, 2) on Γ±,

which means that k± ≡ 0, and (f,u±,h±, p±) is the unique solution to the original system
(1.2)-(1.5).

6. Zero surface tension limit

In the previous section, we have showed that if (f0,u0,h0) satisfies the assumption of
Theorem 1.1, there is a unique solution (fσ,uσ,hσ) of system (1.2)-(1.7) in time [0.T σ ]. To
study the zero surface tension limit, we need to show that if in addition (f0,u0,h0) satisfies

Λ(h±
0 , [u0]) ≥ 2c0,

the solution (fσ,uσ,hσ) can be extended to a σ independent time T̄ .
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Defining energy functionals

Gσ1 =
1

4
‖TγσTβσTqσf

σ‖2L2 ,

Gσ2 = ‖(∂t + wσi ∂i)TβσTqσf
σ‖2L2 −

1

2
‖vσi ∂iTβσTqσf

σ‖2L2

+
1

4
‖hσ+i ∂iTβσTqσf

σ‖2L2 +
1

4
‖hσ−i ∂iTβσTqσf

σ‖2L2 ,

and

Gσ1 (t) =
1

2
‖fσ‖2Hs+1 , Gσ2 (t) = ‖fσ‖2

Hs+1
2
+ ‖∂tfσ‖2

Hs− 1
2
,

Gσ(t) =‖∂tfσ‖2
Hs− 1

2
+ ‖fσ‖2

Hs+1
2
+ σ‖fσ‖2Hs+1 + ‖uσ±‖Hs(Ω±

f ) + ‖hσ±‖Hs(Ω±

f ),

we give the following uniform a priori estimate.

Proposition 6.1. Assume (fσ,uσ,hσ) is the solution of system (1.2)-(1.7) from initial data
(f0,u0,h0) in [0, T ] satisfying

inf
t∈[0,T ]

Λ(hσ±, [uσ ])(t) ≥ c0,

it holds that

(6.1) sup
t∈[0,T ]

Gσ(t) ≤ CGσ(0)eCT ,

where C is a constant independent on σ.

Proof. Following the procedures of the proof of Proposition 4.10 and Proposition 4.13, and
using Lemma 4.12, we can easily deduce that

d

dt

(
σGσ1+G

σ
2 + ‖fσ‖2L2 + ‖∂tfσ‖2L2(6.2)

+ ||ω±||2
Hs−1(Ω±

f )
+ ||ξ±||2

Hs−1(Ω±

f )
+ |a±i |+ |b±i |

)
(t) ≤ P (Gσ)(t).

Here P (·) is a polynomial whose coefficients are independent on σ.
It is clear that

σGσ1 +Gσ2 + ||ω±||2
Hs−1(Ω±

f )
+ ||ξ±||2

Hs−1(Ω±

f )
+ |a±i |+ |b±i | ≤ C(Gσ)Gσ .

From the assumption that the Syrovatskij type stability condition holds, Gσ2 (t) is positive [31],
and it holds that

Gσ2 (t) ≤ C(c0, ‖(u±,h±)‖W 1,∞ , ‖f‖W 2,∞)(G2(t) + ‖fσ‖2L2 + ‖∂tfσ‖2L2).(6.3)

Furthermore, by Proposition A.10 we also have

‖uσ±‖Hs(Ω±

f ) + ‖hσ±‖Hs(Ω±

f ) ≤ C(Gσ2 )
(
Gσ2 + ||ω±||2

Hs−1(Ω±

f )
+ ||ξ±||2

Hs−1(Ω±

f )
+ |a±i |+ |b±i |

)
.

Thus Gσ is equivalent to

σGσ1+G
σ
2 + ‖fσ‖2L2 + ‖∂tfσ‖2L2 + ||ω±||2

Hs−1(Ω±

f )
+ ||ξ±||2

Hs−1(Ω±

f )
+ |a±i |+ |b±i |.

Combing the above results, one can get the desired estimates by (6.2) and Gronwall’s
inequality. �
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Remark 6.2. From Proposition 6.1, we can get uniform estimates for ‖∂tuσ±‖Hs−1(Ω±

f ), and

‖∂thσ±‖Hs−1(Ω±

f ), which determine the value of Λ(hσ±, [uσ]). Then, by continuous argument,

it is clear that the solution (fσ,uσ ,hσ) gotten in Theorem 1.1 can be extended to a lifespan
T̄ independent of σ .

Thus, Theorem 1.2 can be proofed as follow:

Proof. The initial data (f0,u
±
0 ,h

±
0 ) satisfies all the assumption in Theorem 1.1, then there

exist a unique solution (fσ,uσ,hσ) of the system (1.2)-(1.5) in T σ. Moreover, from the
assumption that

Λ(h±
0 , [u0]) ≥ 2c0,

one can see from Proposition 6.1 and Remark 6.2 that the solutions can be extended to the
one with a lifespan T independent of σ. We also denote by (fσ,uσ,hσ) the extended solutions
in [0, T ] that satisfy Therefore,

1. fσ ∈ L∞([0, T ),Hs+ 1
2 (T2)),

2. uσ±,hσ± ∈ L∞(0, T ;Hs(Ω±
fσ)),

3. −(1− c0) ≤ fσ ≤ (1− c0),
4. Λ(h±, [u]) ≥ c0.

Next, we introduce

uσ±∗ = uσ± ◦ Φ±
fσ , hσ±∗ = hσ± ◦Φ±

fσ .

It is easily seen that

sup
t∈[0,T ]

(
||fσ||2

Hs+1
2
+ ||uσ±∗ ||2Hs(Ωf0

) + ||hσ±∗ ||2Hs(Ωf0
))
(
t) ≤ C.

Then there exists a subsequence of {(fσ,uσ±∗ ,uσ±∗ )} which converges weakly to some (f,u±
∗ ,h

±
∗ )

satisfying

sup
t∈[0,T ]

(
||f ||2

Hs+1
2
+ ||u±

∗ ||2Hs(Ωf0
) + ||h±

∗ ||2Hs(Ωf0
))
(
t) ≤ C.

Let u± = u±
∗ ◦ Φ±−1

f and h± = h±
∗ ◦ Φ±−1

f . By a standard compactness argument, we can

prove that (f,u,h) is a solution of the system (1.2)-(1.5) with σ = 0. �

7. Further discussion

In this paper, we study the two phase flow problem with surface tension in the ideal
incompressible magnetohydrodynamics. We give a proof of local well-posedness and zero
surface tension limit for the case ρ+ = ρ− = 1. The method developed in this paper still
works for some general cases.

7.1. Case ρ+ 6= ρ−. Recall the evolution equation of f (3.6). For the general problem that
ρ+, ρ− > 0, the three order term is

σ

(ρ+ + ρ−)2
(ρ+N+

f + ρ−N−
f )H(f)

instead of σ4 (N+
f H(f) +N−

f H(f)). Define

λρ = ρ+λ+ + ρ−λ− = λρ(1) + λρ(0),
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where

λρ(1) = ρ+λ+(1) + ρ−λ−(1), λρ(0) = ρ+λ+(0) + ρ−λ−(0).

Here λ± = λ±(1) + λ±(0) is defined in Section 4. We have
σ

(ρ+ + ρ−)2
(ρ+N+

f + ρ−N−
f )H(f) = − σ

(ρ+ + ρ−)2
TλσTlf +

σ

(ρ+ + ρ−)2
Rρ,

with remainder term Rρ satisfying

‖R‖
Hs− 1

2
≤ C(‖f‖

Hs+1
2
)‖f‖Hs+1 .

Similar to Proposition 4.6, let

γρ =
√
l(2)λρ(1)︸ ︷︷ ︸
γρ(

3
2 )

+
1

2

√
l(2)

λρ(1)
Re(λρ(0)) +

1

2i
(∂ξ · ∂x)

√
l(2)λρ(1)

︸ ︷︷ ︸
γρ(

1
2 )

,

we have TqTλρTl ∼ TγρTγρTq and Tγρ ∼ (Tγρ)
∗.

Then one can use the method introduced in this paper to get similar results in Theorem 1.1
and Theorem 1.2. The zero surface tension limit solution is the solution constructed in [24].

7.2. Case ρ+ = 0. For one fluid problem that there is no fluid and no magnetic in the upper
domain, the evolution equation of f is

∂2t f = −2(u−1 ∂1θ + u−2 ∂2θ) +
σ

ρ−
N−
f H(f)− 1

ρ−
Nf · ∇(ρ−pu−,u− − p

h
−,h−)

−
∑

i,j=1,2

u−i u
−
j ∂i∂jf +

1

ρ−

∑

i,j=1,2

h−i h
−
j ∂i∂jf.

For the three order term σ
ρ−N

−
f H(f), it holds that

σ

ρ−
N−
f H(f) = − σ

ρ−
Tλ−Tlf +

σ

ρ−
R−,

and TqTλ−Tl ∼ Tγ−Tγ−Tq and Tγ− ∼ (Tγ−)
∗, where

γ− =
√
l(2)λ−(1)︸ ︷︷ ︸
γ−( 32 )

+
1

2

√
l(2)

λ−(1)
Re(λ−(0)) +

1

2i
(∂ξ · ∂x)

√
l(2)λ−(1)

︸ ︷︷ ︸
γ−( 12 )

.

Then one can get local well-posedness of the one fluid problem by using the method developed
in this paper.

Appendix A.

A.1. Paradifferential Operator. In this subsection we will introduce some notations and
results about Bony’s paradifferential calculus. Here we follow the presentation by Métivier
in [26], for the general theory we refer to [9], [21], [26], [27] and [34].
For ρ ∈ N, we denote W ρ,∞(Td) the Sobolev spaces of L∞ functions whose derivatives of
order ρ are also in L∞. For ρ ∈ (0,∞)/N, we denote W ρ,∞(Td) the Sobolev spaces of L∞

functions whose derivatives of order [ρ] are uniformly continuous with exponent ρ− [ρ].



32 CHANGYAN LI AND HUI LI

Definition A.1. Given ρ ≥ 0 and m ∈ R, denote by Γmρ (T
d) the space of locally bounded

functions a(x, ξ) on T
d × R

d/{0}, which are C∞ with respect to ξ for ξ 6= 0 and such that,
for all α ∈ N

d and all ξ 6= 0, the function x → ∂αξ a(x, ξ) belongs to W ρ,∞ and there exists a
constant Cα such that

‖∂αξ a(x, ξ)‖W ρ,∞ := Cα(1 + |ξ|)m−|α| ∀|ξ| ≥ 1

2
The seminorm of the symbol is defined by

Mm
ρ (a) := sup

|α|≤ 3d
2
+1+ρ

sup
|ξ|≥ 1

2

‖(1 + |ξ|)|α|−m∂αξ a(·, ξ)‖W ρ,∞

Given a symbol a, the paradifferential operator Ta is defined by

T̂au(ξ) := (2π)−d
∫
χ(ξ − η, η)â(ξ − η, η)ψ(η)û(η)dη,

where â(x, ξ) is the Fourier transform of a with respect to the first variable, χ(θ, ξ) ∈ C∞(Rd×
R
d) is an admissible cutoff function: there exists ε1, ε2 such that 0 ≤ ε1 < ε2 ψ and

χ(θ, η) = 1 if |θ| ≤ ε1|η|, χ(θ, η) = 0 if |θ| ≥ ε2|η|.
and such that for any (θ, ξ) ∈ R

d × R
d,

|∂αθ ∂αη χ(θ, ξ)| ≤ Cα,β(1 + |η|)−|α|−|β|.

The cutoff function ψ(η) ∈ C∞(Rd) satisfies

ψ(η) = 0 for |η| ≤ 1, ψ(η) = 1 for |η| ≥ 2,

Here we will take the admissible cutoff function χ(θ, ξ)

χ(θ, ξ) =
∞∑

k=0

ζk−3(θ)φk(η),

where ζ(θ) = 1 for |θ| ≤ 1.1, ζ(θ) = 0 for |θ| ≥ 1.9, and
{
ξk(θ) = ζ

(
2−kθ

)
for k ∈ Z

ϕ0 = ζ, ϕk = ζk − ζk−1 for k ≥ 1

We also introduce the Littlewood-Paley operators ∆k, Sk defined by

∆ku = F−1 (ϕk(ξ)û(ξ)) for k ≥ 0, ∆ku = 0 for k < 0,

Sku =
∑

ℓ≤k

∆ℓu for k ∈ Z.

In the case when the function a depends only on the first variable x in Tau, we take ψ = 1.
Then Tau is just the usual Bony’s paraproduct defined by

Tau =
∑

k

Sk−3a∆ku.

We have the following well-known Bony’s decomposition (see [7]):

au = Tau+ Tua+RB(u, a),

where the remainder term RB(u, a) is defined by

RB(u, a) =
∑

|k−ℓ|≤2

∆ka∆ℓu.
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We list the main features of symbolic calculus for paradifferential operators, the details of
proof can be find in [26].

Proposition A.2. Let m ∈ R. If a ∈ Γm0 (Td), then Ta is of order m. Moreover, for all
µ ∈ R there exists a constant K such that

‖Ta‖Hµ→Hµ−m ≤ KMm
0 (a).(A.1)

Lemma A.3. If s > 0 and s1, s2 ∈ R with s1 + s2 = s+ d/2, then we have

||RB(u, a)||Hs ≤ C||a||Hs1 ||u||Hs2 .

Proposition A.4. Let m ∈ R, and let ρ > 0. If a ∈ Γmρ (T
d), b ∈ Γm

′

ρ (Td), then TaTb − Ta♯b
is of order m+m′ − ρ where

a♯b =
∑

|α|<ρ

1

i|α|α!
∂αξ a∂

α
x b.

Furthermore, ∀µ ∈ R there exists a constant K such that

‖TaTb − Ta♯b‖Hµ−Hµ−m−m′+ρ ≤ KMm
ρ (a)Mm′

ρ (b).

Proposition A.5. Let m ∈ R, letρ > 0, and let a ∈ Γmρ (T
d). Denote by (Ta)

∗ the adjoint
operator of Ta and by ā the complex conjugate of a. Then (Ta)

∗−Ta∗ is of order m−ρ where

a∗ =
∑

|α|<ρ

1

i|α|α!
∂αξ ∂

α
x ā.

Furthermore, ∀µ there exists a constant K such that

‖(Ta)∗ − T ∗
a ‖Hµ−Hµ−m+ρ ≤ KMm

ρ (a).

If a = a(x) is independent of ξ, then Ta is called a paraproduct. From Propositon A.5 and
Proposition A.4, we can get:

• If a ∈ Hα(Td) and b ∈ Hβ(Td) with α > d
2 , β >

d
2 , then

TaTb − Tab is of order − (min{α, β} − d

2
).(A.2)

• If a ∈ Hα(Td) with α > d
2 , then

(Ta)
∗ − Tā is of order − (α− d

2
).(A.3)

Lemma A.6. Let m > 0. If a ∈ H
d
2
−m(Td) and u ∈ Hµ(Td), then Tau ∈ Hµ−m(Td).

Moreover,

‖Tau‖Hµ−m ≤ K‖a‖
H

d
2−m‖u‖Hµ ,

where the constant K is independent of a and u.

Proposition A.7. Let α, β ∈ R such that α > d
2 , β >

d
2 , then

• ∀F ∈ C∞, if a ∈ Hα(Td), then

F (a)− F (0) − TF ′(a)a ∈ H2α− d
2 (Td).

• If a ∈ Hα(Td) and b ∈ Hβ(Td), then ab− Tab− Tba ∈ Hα+β− d
2 (Td). Moreover,

‖ab− Tab− Tba‖
Hα+β−

d
2
≤ K‖a‖Hα(Td)‖b‖Hβ(Td)

where the constant K is independent of a, b.
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We also represent here some nonlinear estimates in Sobolev spaces

• If uj ∈ Hsj (Td), j = 1, 2, and s1 + s2 > 0, then u1u2 ∈ Hs0(Td); if

s0 ≤ sj, j = 1, 2, and s0 ≤ s1 + s2 −
d

2
, then

‖u1u2‖Hs0 ≤ K‖u1‖Hs1‖u2‖Hs2 ,

where the last inequality is strict if s1 or s2 or −s0 is equal to 0.
• If u ∈ Hs(Td) with s > d

2 , then ∀F ∈ C∞ vanishing at the origin,

‖F (u)‖Hs ≤ C(‖u‖Hs),

where the constant C is non-decreasing and depending only on F.

Recall the definition 4.1, here we list some properties of the symbol a ∈ ∑m(see [2]):

Proposition A.8. Let m ∈ R and µ ∈ R. Then there exists a function C such that for all
symbols a ∈ Σm and all t ∈ [0, T ],

‖Ta(t)u‖Hµ−m ≤ C(‖f‖Hs−1)‖u‖Hµ .

Proposition A.9. Let m ∈ R and µ ∈ R. Then there exists a function C such that for all
symbols a ∈ Σm and all t ∈ [0, T ],

‖u‖Hµ+m ≤ C(‖f‖H3)(‖Ta(t)u‖Hµ + ‖u‖L2).

A.2. Div-Curl system. From Section 5 of [31], we know that for each div-curl system

(A.4)





curlu = ω, divu = g in Ω+
f ,

u ·Nf = ϑ on Γf ,
u · e3 = 0,

∫
T2 uidx

′ = αi(i = 1, 2) on Γ+.

with f ∈ Hs+ 1
2 (T2) for s ≥ 2 and satisfying

−(1− c0) ≤ f ≤ (1− c0),

have a unique solution.

Proposition A.10. Let σ ∈ [2, s] be an integer. Given ω, g ∈ Hσ−1(Ω+
f ), ϑ ∈ Hσ− 1

2 (Γf )
with the compatiblity condition:

−
∫

Ω+
f

gdx =

∫

Γf

ϑds,

and ω satisfies

divω = 0 in Ω+
f ,

∫

Γ+

ω3dx
′ = 0,

Then there exists a unique u ∈ Hσ(Ω+) of the div-curl system (A.4) so that

‖u‖Hσ(Ω+
f ) ≤ C

(
c0, ‖f‖

Hs+1
2

)(
‖ω‖Hσ−1(Ω+

f ) + ‖g‖Hσ−1(Ω+
f ) + ‖ϑ‖

Hσ−
1
2 (Γf )

+ |α1|+ |α2|
)
.

A.3. Commutator estimate.

Lemma A.11. If s > 1 + d
2 , then we have

(A.5)
∥∥[a, 〈∇〉s]u

∥∥
L2 ≤ C‖a‖Hs‖u‖Hs−1 .
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A.4. Sobolev estimates of DN operator.

Proposition A.12. If f ∈ Hs+ 1
2 (T2) for s > 5

2 , then it holds that for any σ ∈
[
− 1

2 , s− 1
2

]
,

(A.6) ‖N±
f ψ‖Hσ ≤ Ks+ 1

2
,f‖ψ‖Hσ+1 .

Moreover, it holds that for any σ ∈
[
1
2 , s − 1

2

]
,

(A.7) ‖
(
N+
f −N−

f

)
ψ‖Hσ ≤ Ks+ 1

2
,f‖ψ‖Hσ ,

where Ks+ 1
2
,f is a constant depending on c0 and ||f ||Hs .

Proposition A.13. If f ∈ Hs+ 1
2 (T2) for s > 5

2 , then it holds that for any σ ∈
[
− 1

2 , s− 1
2

]
,

(A.8) ‖G±
f ψ‖Hσ+1 ≤ Ks+ 1

2
,f‖ψ‖Hσ ,

where G±
f ,

(
N±
f

)−1
.
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