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THEORIES INAI FALL INTO TWO
broad caegories: methanismtheoies and
contenttheoies. Ontolgies ae content the
ories @&out the sds of objectspropeties of
objectsand eldions betveen objects thare
possitke in a speciéd domain of knevledge.
They provide potential tans for descibing
our knavledge éout the domain.

In this aticle, we suwey the ecent deel-
opment of theiéld of ontol@ies inAl. We
point to the somehat different oles ontole
gies pla in information systemsnatural-
languae undestanding and knavledge-
based systems. Mosiseach on ontolgies
focuses on Wwa one might baracteize as
domain &ctual knavledge, because knal-
ede of thatype is paticularly useful in n&
ural-langu@e undestanding There is an
other dass of ontolgies tha are impotant
in KBS—one thahelps in shang know-
eldge &out leasoning sategies or ppblem-
solving methods. In aoflow-up aticle, we
will focus on method ontaj@es.

Ontology as vocabulary

In philosoply, ontolagy is the stugl of the
kinds of things thiexist. It is often said tha
ontologies“carve the vorld & its joints” In
Al, the tem ontola@y has lagely come to

THIS SURVEY PROVIDES A CONCEPTUAL INTRODUCTION

TO ONTOLOGIES AND THEIR ROLE IN INFORMATION
SYSTEMS AND Al. THE AUTHORS ALSO DISCUSS HOW
ONTOLOGIES CLARIFY THE DOMAIN’S STRUCTURE OF
KNOWLEDGE AND ENABLE KNOWLEDGE SHARING.

mean one of te relaed things. Fst of all,
ontolagy is a epresenttion vocabulary, often
specializd to some domain or subjectttea
More pecisey, it is not the wcebulary as sub
that qualifies as an ontolyy, but the concp-
tualizations tha the tems in the wcebulary
are intended to gaure. Thus,translding the
terms in an ontolgy from one languge to
anotherfor exkample fom English to Fendh,
does notlange the ontolgy conceptually. In
engneeiing designyyou might discuss the
ontolagy of an electonic-devices domain,
which might indude vocabulary tha descibes
conceptual elements—ansistos, opektional

amplifiers, and wltages—and thealdions

between these elements—oginal ampl

fiers ae atype-ofelectonic device, and tan

sistos ae acomponent-abpestional ampli

fiers. Identifying sub vocaulary—and the
undetying concetualizaions—geneally

D

requies caeful anaysis of the kinds of objects
and elaions tha can eist in the domain.

In its second sensthe tem ontolay is
sometimes used tefer toa bod/ of knowl-
edge desdbing some domaintypically a
commonsense kmdedge domainusing a
representéion vocaulary. For example
CYC! often refers to its knavledge repre-
sentdion of some aa of knevledge as its
ontology.

In other words, the epresentéion voceb-
ulary provides a set of tens with which to
descibe the &cts in some domainhile the
body of knowvledge using thavocabulary is
a collection of &cts &#out a domain. Ho-
ever, this distinction is not adear as it might
first gopear In the elecnic-device exam-
ple, tha transistor is @omponent-obpele-
tional amplifer or tha the ldter is atype-of
electionic device is just as mch a fact dout
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its domain as a CYQtt dout some aspect edee Level versus Symbol Leel)® all grap-

of spacetime, or numbes. The distinction
is tha the ormer emphasis the use o
ontolagy as a set of tems for representing
specifc facts in an instance of the domal
while the later emphasies the viev of ontok
ogy as a gneal set of &cts to be shad
Thete contirues to be inconsistencies
the usge of the tem ontolay. At times,the-
orists use the singular tarto refer to a spe
cific set of tems meant to desibe the entity
and elaion-types in some domaifihus,we
might speak o&n ontolay for “liquids” or
for “parts and wholes! Here, the singular
temm standsdr the entie set of congats and

terms needed to speak@ut phenomena

involving liquids and pas and vholes.
When diferent theoists male diferent po-
posalsér an ontolgy or when ve speaklaout
ontology proposals ér different domains of
knowledge, we would then use the plairtem
ontolagiesto refer to them collectely. In Al
and inbrmation-systems liteature, however,
thele seems to be inconsistgreometimes &
see eferences td ontolagy of domain”and
other times td ontologies of domain, both
refering to the set of conptualizdions for
the domainThe former is moe consistent with
the ofginal (and curent) usge in philosopi.

Ontology as content theory

The curent inteest in ontolgies is the l&
est \ersion ofAl’s altenation of focus be
tween content the@s and medtanism the
ories. Sometimeghe Al community gets
excited ty some melganism suk as ule sys
tems,frame languges, neuial netsfuzzy
logic, constaint plopagation, or unification.
The mebanisms a pioposed as the setr
of making intelligent madines.At other
times,we realiz thd, however wonderful the
medanism,it cannot do mch without a
good content thegrof the domain on tich
it is to work. Moreover, we often ecaynize
tha once a god content thegris available,
mary different metanisms might be use
equall well to implement dective systems,
all using essentialithe same conte#t.

Al reseathers hare made seeral atempts
to characteize the essence ofhat it means
to have a content thegr McCathy and
Hayes'theor (epistemic ersus heustic dis
tinction) 2 Marr’s thee-level theoy (infor-
mdion processingstrategy level, algorithms
and d#a stuctures level, and plysical meb-

ple in their avn ways with characteizing
content. Ontolgies ae quintessentiaflcon
tent theoies,because their main coiftution
njs to identify specit classes of objects an
relaions tha exist in some domain. O
course content thedes need aepresenta
ntion language. Thus fr, predicde calculus-
like formalisms,augmented withtype-of
relations (tha can be used to inducéass
hierarchies),have been most often used
descibe the ontolgies themseles.

Why are ontologies
important?

Ontolagical anaysis darifies the suicture
of knowledge. Given a domairits ontolay
forms the hedrof ary system of knwledge
representéion for tha domain. Without
ontologies, or the concptualizaions tha
undelie knowledge, there cannot be aoceb-
ulary for representing kneledge. Thus,the
first st in devising an effective knavledge-
representéion systemand \océbulary, is to
perform an efective ontolaical anaysis of
the feld, or domain Weak analses lead to
incoheent knavledge bases.

An example of wiy performing good
anaysis is necessgrcomes fom the feld of
daabases. Consider a domain kimg sev-
eral dasses of peopledf example students,
professos,emplo/eesfemalesand males).
This stug first e<kamined the &y this dda-
base would be commoryl organized: stu-
dents,employees,professos, males,and
female vould be epresented atypes-othe
classhumans However, some of the mb-
lems thaexist with this ontolgy are tha stu
dents can also be empées atimes and can
also stop being students. Eher anaysis
shaved thathe temsstudentandemploee
do not desdbe cdegories of humandyut ae
roles th&ahumans can plawhile tems sub
asfemalesandmalesmore gpropriately rep-
d resent subdegories of humansTherfore,
clarifying the teminology endles the ontol
ogy to work for coheent and cohege rea
soning puposes.

Second ontologies enale knowvledge
shaing. Suppose & perbrm an anajsis and
arive & a saisfactor set of concptualiza
tions,and their epresenttive tems,for some
area of knavledge—for example the elee
tronic-devices domainThe resulting ontol

anisms lgel),* and Nevell's theoy (Knowl-

ogy would likely include domain-spedit

temrms sut astransistosanddiodes geneal
terms sub asfunctions causal pocesses
andmodesand tems tha descibe behaior
suc asvoltage. The ontolagy captures the

d intrinsic concetual stucture of the domain.
f In order to luild a knavledge representtion

languae based on the awyais,we need to
associge tems with the congets and ela
tions in the ontolgy and deise a syntaxdr
encoding kne/ledge in tems of the conqas

oand elaions.We can shax this knevledge

representéion languge with othes who
have similar needsofr knavledge represen
tation in tha domainthereby elimining the
need br replicating the knevledge-anaysis
process. Shad ontolgies can thusdrm the
basis 6r domain-specit knovledge-repre-
sentdion languaes. In contast to the pavi-
ous gnesetion of knavledge-representéion
languaes (sub as KL-One),these lan
guages ae content-ich; they have a lage
number of tems tha embog a compl& con
tent theoy of the domain.

Shaed ontolgies let us hild specifc
knowledge bases thalescibe speciic situ-
ations. For example different electonic-
devices manfactuers can use a common
vocabulary and syntax totild caalogs tha
descibe their poducts.Then the manfac
turers could shar the ctalogs and use them
in automaed design system%his kind of
shaing vastly increases the potentiabif
knowledge reuse

Describing the world

We can use the ters povided by the
domain ontolgy to assdrspecifc propost
tions dout a domain or a sittian in a
domain. Br example in the electonic-
device domainyve can epresent adct dout
a specifc circuit: circuit 35 has fnsistor 22
as a componentwhere circuit 35 is an
instance of the conpeécircuit and tansistor
22 is an instance of the comtdransistor
Once ve hae the basisdr representing
propositionswe can alsoepresent knwl-
edge involving propositional #itudes (sub
ashypothesie, believe, expect hope desike,
andfear). Propositional #itude tems tale
propositions as guments. Contining with
the electonic-device domainwe can assér
for example:the digynosticiarhypothesies
or believes tha patt 2 is boken, or the
designerexpectsor desiresthat the paver
plant has an output of 20 gesvatts. Thus,
an ontolgy can epresent beliefsgoals,
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ontolagy consisting rclusively of things with

entity compises simpj the content of some
One futher optionembiaced ly philosophes
between objects and pcessesyhile still findi
spdial and tempaal pats.

On the one hand theae entitiessud as pocesses and/ents,which have tempoal
paits.... On the other hand tleeae entitiessuc as mgerial objectswhich ae alvays pre-
sent in their entaty & any time & which they exist & all. The caegorical distinction betwen
entities vhich do,and entities Wwich do not hee tempoal pats is gounded in common
senseYet various philosopher have been inkined to oppose it. Some ... V@detnded an

ontologies induding onl tempoally extended pocesses. Quine has ensied a dur-dimen
sional ontolgy in which the distinction beteen objects and pcessesanishes andvery

no tempait pats. Whiteheadians he favored

artatily demacated potion of space-time
sut as Daid Lewis, accets the opposition
ng a vay to allon tha all entities hae both

Figure 1. Call for papers for a special issue on temporal parts for The Monist, An International Quarterly Journal of
General Philosophical Inquiry. This quote suggests that ontology has always been an issue of deep concern in philoso-
phy and that the issues continue to occupy contemporary philosophers.

hypothesesand pedictions @out a domain,
in addition to simple &cts.The ontolgy also
plays a ple in desdbing sud things as plans
and actities, because these alsequire
specifcation of world objects andeldions.
Propositional #itude tems ae also parof
a lager ontolay of the world, useful espe
cially in descibing the actiities and pop-
erties of the speciallass of objects in the
world called “intensional entities"—ér
example agents sub as humans o have
mental stees.

Constucting ontol@ies is an onging
reseach enteprise. Ontolayies mnge in
abstraction, from \ery geneal tems tha
form the bundaion for knovledge repre-
sentaion in all domainsto tems tha are
resticted to speci€ knonvledge domains. &r
example spacetime, parts, andsubpatsare
terms tha apply to all domainsmalfunction
applies to engpeeing or biolgyical domains;
andhepatitis applies ony to medicine

Even in cases here a task might seem t
be quite domain-speaif knowledge repre-
sentdion might call br an ontolgy tha des
cribes knevledge & higher levels of gener
ality. For example solving poblems in the
domain of turbines mighequire knavliedge
expressed using domairegeal tems sut
asflowsandcausality Sud geneal-level
desciptive tems ae called theipper ontol
ogy or top-level ontolagyy. There ae mary
open eseath issues dout the carect ways
to anayze knavledge & the upper leel. To
provide some idea of the issuewvatved,
Figure 1 excepts a quote im a ecent call
for ppers.

Today, ontology has gown beyond philos
ophy and nev has map connections to irfr-
mation tednology. Thus,reseach on ontol
ogy inAl and informaion systems has had t
produce pagmdically useful poposals ér
top-level ontolayy. The oganizaion of a top-
level ontolayy contains ammber of poblems,

ogy in philosoply. For ekample mary ontolo

gies hae thing or entityas their oot dass.
However, Figure 2 illustates tha thing and
entity stat to diverge & the nat level.

For example CYC’sthinghas the subta
egoriesindividual objectintangble, andrep-
resented thing the Genaalized Upper
Model's’ (GUM) um-thinghas the subter
goriesconfguration, elementandsequence
Wordnets® thing has the subdegories|iv-
ing thingandnonliving thing and Swva’s
rootT has the subdegoriesconciete pro-
cessobject andabstract (Naalya Fidman
Noy’s and Caol Hafners aticle discusses
these diferences mae fully.®) Some of these
differences dse because not all of thes
ontologies ae intended to beaneal-pur
pose toolspr even plicitly to be ontole
gies.Another eason o¢r the diferences is
tha, in principle, there ae mary different
taxonomies.

Although diferences gist within ontole
0 gies,geneal agreement gists betveen on
tologies on map issues:

¢ Ther aeobjectsin the world.

» Objects haepropettiesor attributestha
can talevalues

» Objects canast in variousrelationswith
ead other

- Propeties and elations can bang over
time

« There ae eventstha occur & different
time instants

» Therr aeprocesses which objects par
ticipate and theoccur wer time

ferentstaes
- Events carcauseother @ents or stes as
effects
Objects can hea parts.

The iepresentéional repettoire of objects,
reldions, staes,events,and pocesses doe

similar to the ppblems tha suround ontol

eizations, from \ery geneal and domain-

- The world and its objects can be in dif

s because theumber of possile dimensions

not sy arything ebout which dasses of these¢ along which to develop subctegories can

entities &ist. The modeler of the domains
malkes these commitmentss we maove from
an ontolgy’s top to lever taxonomic leels,
commitments spedd to domains and phe
nomena ppear For modeling objects on
eath, we can mak& cetain commitments. &t
example animals minerals, andplantsare
subcaegories of objectshas-life(x)andcon
tains-carbon(x)are object popeties; and
can-ed(x, y) is a possile relaion between
ary two objectsThese commitmentsespe
cific to objects and phenomena in this do
main. Futher, the commitments amot arbi
trary. For them to be usefuthey should
reflect some undéying reality.

Ther is no shar division between de
main-ind@endent and domain-specibn-
tologies for representing knwledge. For
example the temsobject physical object
device engne, anddiesel enmeall descibe
objectshut in an oder of inceasing domain
specifcity. Similaly, terms for relaions
between objects can spanange of speci
ficity, sud asconnectedelectically-con
nectedandsoldeed-ta

Subtypes of concpts. Ontolagies generlly
appear as a taxonomiceg of concptual

independent athe top leels to inceasingy
domain-specit further davn in the hiear-
chy. We mentioned eder tha different
ontolagies popose diferent subtypes ofven
very genenl concets. This is becauseas a
rule, different sets of subtagories will result
from different citeria for caegorization. Two,
among maw altemate subctegorizations of
the geneal concet objectare physicaland
abstract, andliving andnon-living. In some
cultures and languges, words for objects
have genderthus ceaing another top-keel
classifcation along the gnder axisWe can
easiy think of adlitional subctegorizations
based on otheriteria. The eistence of alter
nate cdegorizations ony becomes meracute
as we bajin to model speci€¢ domains of
knowledge. For example we can subdago-
rize causal grcess intacontiruousanddis-
cretecausal pocesses along the dimension
of haw time is epresentedand intomehan
ical, chemical biological, cognitive, and
socialprocesses along the dimension of th
kinds of objects ancetaions involved in the
desciption.

In principle, the rumber of tassifcation
criteria and distinct subtypes is unlimited
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not be &haustvely specifed. Oftenthis fact
is not olvious in gnerl-pupose ontolgies,
because the topvels of sub ontolagjies
commit to the most commaonbuseful sub
types. Havever, domain-specit ontolagies
can contain dagorizations along dimensions
tha are usualy outside the gneal ontolay.

Task dgpendence of ontolgies.How task-
dependent & ontolaies? Pesumaly, the

e Wordnet
Thing Thing
Individual object Intangible  Represented Living Nonliving
GUM ) Sowa's )
Um-Thing Thing
Configuration ~ Element Sequence Concrete Process Object Abstract

kinds of things thiaactualy exist do not Figure 2. lllustration of how ontologies differ in their analyses of the most general concepts.

depend on our gals. In thasenseontolagies
are not task-dgendent. On the other hand
wha aspects ofaality ae chosen ér encod
ing in an ontolgy does dpend on the task
For example in the domain of fuits, we
would focus on pdicular aspects ofality if
we were developing the ontolgy for the
selection of pesticides;ewwuld focus on
other aspects otality if we were develop-
ing an ontolgy to help befs select fiits for
cooking In ontolaies for engneeing aopli-
caions, caegorizing causal prcesses inta
those thaido, and tha do not,produce dan
gerous side dects might be useful. Design
engnees and saty anaysts mightind this
a \ery useful céegorization, though it is
unlikely to be parof a generl-pupose ontol
ogy's view of the causal @cess congs.

Practicaly speakingan ontolgy is un
likely to cover all possike potential uses. In
tha senseboth an ontolgy for a domain and
a knavledge base witten using theontolagy
are likely to be moe gpropriate for cetain
uses than otherand unlilely to be shable
acioss widey divergent tasksThis is,by now,
a tuism in KBS eseach and is the basic
insight tha led to the cuent ocus on theala
tionship betveen tasks and kndedge types.
Presuppositions oequitements can be asso
ciated with ppblem-solving methodsof dif-
ferent tasks so théhey can cature explicitly
the way in which ontolajies ae task-dpen
dent. Fr ekample a method might hee a pe-
supposition (or assumpti&i staing tha it
works corectly only if the ontolay allows
modeling causal pcesses disetely. There-
fore, assumptions ara ley factor in pactical
shaing of ontolajies.

Technology for ontology
sharing

Therre hare been seeral recent #empts to
crege engneeing framavorks for constuct-
ing ontolgjies. Michael R. Geneseth and

Richad E. Rkes desdbe KIF (Knowvledge
Interchange Forma), an endling technology
that facilitates epressing domainafctual
knowledge using adrmalism based on atg
mentedpredicée calculus'! Robet Neches
and his collegues desdre a knavledge-shar
ing initiative,2 while Thomas R. Giber has
proposed a langge calledOntolinguato help
constuct potable ontolajies 3 In Europe the
CommonKADS poject has ta&n a similar
approac to modeling domain kndedge.'*

These languges use arieties of pedicae
calculus as the basiormalism. Pedicae
calculus &cilitates the epresentéion of
objectspropeties,and elaions.Varations
sud assituational calculusintroduce time
S0 as to epresent sties, events,and po-
cesses. If w extend the idea of knaledge
to indude images and other sense moda|
ties,we might needadicall different kinds
of representtion. For now, predicde calcu
lus piovides a g@od stating point oor ontot
ogy-shaing tednolagies.

Using a laical notdion for writing and
shaing ontolajies does not imglary com
mitment to implementing aefated knavl-
edge system or ataed Iagic. We ae simpy
taking a knavledge-leveP stance in desitr-
ing the knevledge systemwhatever the
means of implementi@n. In this viev, we
can ask of anintelligent systemeven one
implemented as a nalrnetwork, “W hat
does the system kn®”

Use of ontologies

In Al, knowledge in computer systems i
thought of as something tthia explicitly rep-
resented and opated on ly inference po-
cesses. Hoever, tha is an aerlly narow
view. All inf ormation systems &ffic in knawl-
edee. Any software tha does awthing useful
cannot be wtten without a commitment to
model of theelevant world—to entitiesprop-

erties,and elaions in thaworld. Daa stuc-
tures and prcedues implicitly or explicitly
make commitments to a domain ontgyo It
is common to ask kether a pgroll system
“knows” about the nev tax law, or whether a
database systertknows” about emplgee
salares. Information-retieval systemsdigi-
tal libraries, integration of heteogeneous
informaion souces, and Intenet seath
engnes need domain ontgi@s to oganiz
information and diect the seah processes.
For example a seath endne has ceegories
and subctegories tha help oganiz the
seach. The seath-engne comnunity cont
monly refers to these dagories and subde-
gories as ontolgies.

Object-orented design of softare sys
tems similaly depends on anppropriate

li domain ontolgy. Objectstheir dtributes,

and their pocedues moe or less mior
aspects of the domain thee relevant to the
application. Object systemspresenting a
useful anajlsis of a domain can often be
reused ér a diferent aplicaion program.
Object systems and ontagies emphasiz
different aspectdut we anticipae thd over
time cowvergence betwen these témolo-
gies will increaseAs information systems
model lage knavledge domainsdomain
ontolagies will become as imptant in gen
eral software systems as in mpareas ofl.
In Al, while knovledge representéion per
vades the entrfield, two gplicaion aras
in paticular have dgended on d@ch bod, of
knowledge. One of them is naral-languge
undestanding Ontolagies ae useful in NLU
in two ways. Frst,domain knavledge often

s plays a cucial role in disambigu@on. A well-

designed domain ontadg provides the basis
for domain knwledge representtion. In
addition, ontology of a domain helps identify
the semantic ¢egories tha are involved in
undestanding discowe in thadomain. Br

a this usethe ontolgy plays the ole of a con

cept dictionay. In geneal, for NLU, we need
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Related work

The feld of ontolayy attracts an intatisciplinay mix of reseachers,

both from academia and indugtHere we gve a selection ofeferences
tha descibe relaed ontolgy work. Because the litefure is \ast,a com
plete list is impossie. For an etensve collection of (alpHaetically
ordered) links to ontolgical work, including pioceedings andvents,see
http://wwwcs.uteas.edu/use/mfkb/elated html.
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and Semi-Strctured Information,” Semantic Issues in Multimedia
SystemsR. Meesman et al.eds. KluwerAcademic Pulishers,
Boston,1999.

both a @nerl-pumpose upper ontolly and a
domain-specit ontolagy tha focuses on the
domain of discolge (sub as militay com
municdions or lusiness staes). CYC Word-
net® and Sensud8are ekamples of shable
ontologies tha have been usedf languae
undestanding

Knowledge-based mhblem solving is the

second ara inAl that is a big consumer of

knowledge. KBPS systems sodva \ariety of
problems—sub as dignosisplanning and
design—ly using aich bod/ of knovledge.
Curently, KBPS systems empjodomain-
specifc knowledge, which is often sificient
for constucting knavledge systems thaar
get specitc gpplication areas and tasks. ko
ever, even in specit applicaion aras,
knowledge systems camil caastiophically
when thg are pushed to the ed@f the cpa
bility of the domain-spedif knowvledge. In
response to this pt@ecular shotcoming
reseachers hare pioposed thaproblem-
solving systems need commonsensekng

edee in adiition to domain-spedif knowl-
edge. The initial motization for CYC was to
provide sud a bog of shaeble common
sense kneledge for knavledge-based sys
tems.Ther is a similar neeaf developing
domain-speci€ knovledge. Thus,ontolagy-
based knaledge-base deslopment povides
a doulte adrantage. The ontolaies them
seles ae shaable. With these ontolgies,
we can hild knowledge bases using th

structure of concetualizdions to encode

specifc pieces of knaledge. The knavledge
bases thiawve develop using these ontaies
can be shad moe reliably, because theof-

mal ontolay tha undefies them can help

clarify the representéion’s semantics.

Information systems and NLU systems
need &ctual knavledge out their domains

of discouse The inferences thg male ae
usualy simple Problem-solving systemén
contrast,engage in comple sequences o
inferences to dueve their gals. Sub sys
tems need to v reasoning sttegies tha

endle them to boose among altedive rea
soning p#hs. Ontolgy specifcation in
knowledge systems has wdimensions:

» Domain fctual knavledge provides
knowledge out the objectie realities in
the domain of intest (objectsielations,
events,staes, causal elaions, and so
forth).

e+ Problem-solving knwledge provides
knowledge @out hav to adieve various
goals A piece of this knavledge might be
in the brm of a ppblem-solving method
specifying—in a domain-ingeendent
manner—hw to accomplish alass of
goals.

Most ealy reseath in KBPS mixed fac
tual and poblem-solving knavledge into
highly domain-speci€ rules,calleddomain
f knowledge. As reseach progressedit be-
came tear tha there were systeméc com
monalities in easoning sategies betveen
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Integration Laboratory, Dept. of Industial Eng, Univ. of Toronto,

Toronto,1995.

¢ M. Uschold et al.;'T he Enteprise Ontolay,” Knowledge Eng Rev.,

Vol. 13,No. 1,Mar. 1998.

Task and method ontologies

¢ D. Fensel et al;Using Ontolajies for Defning Tasks,Problem- .
Solving MethodsandTheir Mgppings; Knowledge Acquisition, .
Modeling and Man@ementE. Plaza an¥.R. Benjaminseds.,

Spiinger-Verag, Bedin, 1997,pp. 113-128.
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goals of similar typesThese easoning
strategies were also barmcteized by their
need br specifc types of domaindctual
knowledge. It soon becamdear tha strate-
gic knowvledge could be bstacted and
reused

With few exceptions®:17 the domaindc
tual knavledge dimension dves the dcus
of most of theAl investigations on ontole
gies.This is becauselications to languge
undestanding motiates nuch of the vork
on ontolgies. Exen CYC,which was oigi-
nally motivated ty the needdr knovledge
systems to hae world knowledge, has been
tested moe in ndural-languge than in
knowledge-systemsaplicaions.

KBPS RESEARCHERS REALIZED
that, in addition to factual knavledgg, there
is knovledge éout hav to atieve poblem-
solving goals. In ict,this emphasis on meth

ods gpropriate for different types of wb-
lems fueled secondegestion reseach in
knowledge systemd® Most of the KBPS
community’s work on knavledge represen
tation is not vell-known to the gneal
knowledge-representiion comnunity. In the
coming years, we expect an inaeaseddcus
on method ontolgies as a shable knowl-
edee resouce M
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