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Temperature anisotropy in the solar wind results from a combination of mechanisms of anisotropic
heating (e.g., cyclotron-resonant heating and dissipation of kinetic Alfvén waves) and cooling (e.g.,
CGL double-adiabatic expansion). In contrast, anisotropy-driven instabilities such as the cyclotron,
mirror, and firehose instabilities limit the allowable departure of the plasma from isotropy. This
study used data from the Faraday cups on the Wind spacecraft to examine scalar temperature and
temperature components of protons. Plasma unstable to the mirror or firehose instability was found
to be about 3 to 4 times hotter than stable plasma. Since anisotropy-driven instabilities are not
understood to heat the plasma, these results suggest that heating processes are more effective than
cooling processes at creating and maintaining proton temperature anisotropy in the solar wind.

PACS numbers: 96.60.Vg, 96.50.Tf, 96.50.Ci, 95.30.Qd

INTRODUCTION

Protons in the solar wind typically have an anisotropic
velocity distribution function (VDF) [1, 2] with separate
temperatures T⊥p and T‖p in the directions perpendic-
ular and parallel to the local magnetic field B [3, 4].
Anisotropic heating and cooling processes act preferen-
tially on one temperature component and thus can cause
T⊥p 6= T‖p. However, these deviations of temperature
anisotropy Rp ≡ T⊥p / T‖p from unity are limited by such
mechanisms as anisotropy-driven instabilities [5, 6] and
thermalization due to Coulomb relaxation [7, 8]. Charac-
terizing the combined effect of these processes is impor-
tant for understanding the dynamics of the solar wind [9]
and of astrophysical plasmas in general [10, 11].
A useful technique for studying solar wind temperature

anisotropy is examining how Rp varies as a function of

β‖p =
np kB T‖p

B2 / (2µ0)
, (1)

which is the ratio of proton parallel pressure to mag-
netic pressure. Fig. 1 shows the probability distribu-
tion p(β‖p, Rp) for solar wind measurements made by
the Wind spacecraft at 1 AU. The observed range of
Rp-values becomes narrower as β‖p increases. This ef-
fect has been associated with the action of anisotropy-
driven instabilities, which can develop when Rp devi-
ates too far from unity [6]. When active, these instabili-
ties cause certain certain electromagnetic fluctuations to
grow, which eventually scatters particles in phase space
and ultimately drives the VDF toward isotropy. For
Rp < 1 and β‖p & 1, the firehose instability can be trig-
gered; for Rp > 1, the mirror and cyclotron instabilities
can be active [3, 6, 12–14].
The growth rate γ of an instability is defined as the

growth rate of its fastest-growing wave mode. Thus, an

FIG. 1. The distribution p(β‖p, Rp) in the solar wind at 1
AU. The overlaid curves are thresholds for the oblique fire-
hose (dotted), mirror (dashed), and cyclotron (dot-dashed)
instabilities [12]. As β‖p increases the plasma is restricted to
a narrower range of Rp.

instability is described as “active” if γ > 0 (i.e., if at least
some wave modes are growing). Since the growth rates of
anisotropy-driven instabilities are most dependent on β‖p

and Rp, a common analysis technique thereof is consid-
ering contours of constant γ in the (β‖p, Rp)-plane. For
each instability, these contours move progressively out
from the Rp = 1 axis for progressively larger values of
γ (e.g., cf. [12]). The contour corresponding to γ = 0
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can be thought of as the instability “threshold” since it
separates the region of the (β‖p, Rp)-plane for which the
instability is active (γ > 0) from the region where it is not
(γ < 0). However, for ease of computation, the nearby
contour γ = 10−3Ωp (where Ωp is the the proton angular
gyrofrequency) is typically used instead of γ = 0.

The overlaid curves in Fig. 1 are thresholds for the
cyclotron, mirror, and firehose instabilities and were de-
rived using the linearized Vlasov equation [12]. The de-
crease in p(β‖p, Rp) near these thresholds indicates the
action of these instabilities. Additionally, a prior study
reported enhanced magnetic fluctuations in plasma near
these thresholds, which provides further evidence that
these instabilities are driving the growth of waves [15].

Plasma near a threshold is sometimes referred to as
being “marginally” unstable to the corresponding insta-
bility: the instability growth rate γ, though positive, is
quite small. Plasma can exist with γ > 0 for a time
on the order of γ−1. For the solar wind at 1 AU, the
threshold condition γ = 10−3Ωp, typically corresponds
to a time of hundreds or thousands of minutes, which is
much shorter than the expansion time (i.e., days).

In order for p(β‖p, Rp) in Fig. 1 to extend up to and
slightly beyond the instability thresholds, ongoing pro-
cesses must be acting to counteract the isotropizing ef-
fects of the instabilities. The most obvious candidates
are anisotropic heating and cooling processes since they
directly affect the temperature components. The most
frequently cited anisotropic cooling mechanism is CGL
double adiabatic expansion [16], which causes T⊥p to de-
crease more quickly than T‖p as plasma expands. CGL
can account for trends in Rp and β‖p as functions of dis-
tance from the Sun [17, 18] and for the extreme tem-
perature anisotropies encountered in the lunar wake [19].
Conversely, perpendicular heating has been associated
with the cyclotron-resonant absorption of Alfvén waves
[4, 20, 21]. Likewise, studies have identified the Landau
damping of kinetic Alfvén waves as a source both of per-
pendicular heating [22, 23] and of parallel heating (for
β‖p & 1) [11, 24, 25].

Anisotropy-driven instabilities themselves are not un-
derstood to appreciably heat or cool the plasma (cf. [26]).
Since the free energy that drives these instabilities is as-
sociated with Rp 6= 1, their ultimate effect is to bring
T⊥p and T‖p closer to equality while conserving Tp.
Thus, comparing the temperatures of stable and unsta-
ble plasma gauges the relative roles of anisotropic heat-
ing and cooling in the plasma prior to the instability’s
onset. For example, if Tp is elevated in marginally un-
stable plasma, anisotropic heating was more active than
cooling; if Tp is depressed, anisotropic cooling was more
active. This letter reports the results of such an anal-
ysis, which includes an investigation of how Tp and its
components T⊥p and T‖p vary across the (β‖p, Rp)-plane.

FIG. 2. Plot of Tp = (2T⊥p + T‖p) / 3 over the (β‖p, Rp)-
plane. The curves indicate theoretical instability thresholds
(see Fig. 1). The regions where the median Tp is highest occur
beyond the instability thresholds.

OBSERVATIONS

This study primarily makes use of data from the Wind

spacecraft’s two Faraday cups, which are part of the
Solar Wind Experiment (SWE) [27]. Over the course
of each three-second rotation of Wind, each cup makes
twenty measurements of the current produced by solar
wind ions in a given energy-per-charge range. An “ion
spectrum” consists of these measurements made over sev-
eral rotations (up to thirty-one), each of which has a dif-
ferent energy-per-charge range. Software is used to fit
bi-Maxwellian VDF’s for protons and α-particles to each
spectrum [28]. As part of the fitting process, measure-
ments of B from another Wind instrument, the Magnetic
Field Investigation (MFI) [29], are used to separate the
parallel and perpendicular temperature components.

Recently, this software has undergone a series of revi-
sions. The merging of MFI data and SWE ion spectra
has been significantly improved to more effectively utilize
the higher cadence of the former. Additionally, the fit-
ting algorithm itself has been modified to better exclude
ion beams [30] (when present) so that the derived bulk
parameters are more representative of the core VDF’s.
A full description and analysis of these revisions will be
presented in a forthcoming article.

The revised software was used to analyze the 4.8
million SWE ion spectra recorded from late-1994 (i.e.,
launch) to mid-2010, but only 37% of these met the three
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FIG. 3. Plots of T⊥p (a) and T‖p (b) over the (β‖p, Rp)-plane. The curves indicate theoretical instability thresholds (see Fig. 1).
The enhancements in Tp seen in Fig. 2 are mainly in T⊥p for plasma beyond the mirror threshold and in T‖p for plasma beyond
the firehose threshold. Slight enhancements can also be seen in T⊥p near the firehose instability threshold and in T‖p near the
mirror instability threshold.

criteria for use in this study. First, the uncertainties in
the derived thermal speeds were required to be < 10%.
Second, in order to avoid magnetospheric plasma and
solar wind plasma that had been modified by the ter-
restrial foreshock, Wind was required to have been far
from the Earth’s bow shock. Finally, to avoid the effects
of Coulomb relaxation, the Coulomb collisional age (i.e.,
the number of thermalization timescales that elapsed as
the plasma traveled from the Sun to Wind [8]) was re-
quired to be ≤ 0.1.

ANALYSIS

To generate Figs. 1 through 3 in this letter, the se-
lected observations were divided into a 50 × 50 grid of
logarithmically-spaced bins in the (β‖p, Rp)-plane. The
number of observations n in each bin was calculated, and
bins with n < 50 were discarded. For Fig. 1, the proba-
bility distribution p(β‖p, Rp) was estimated for each bin
by dividing n by the bins’s widths ∆β‖p and ∆Rp and
by the total number of spectra. Each plot in Figs. 2 and
3 shows, for each of its bins, the median value of the pa-
rameter listed in the plot’s title. Note that the grids in
Figs. 1 through 3 have been interpolated into contours.
As stated in the introduction, the alignment of the con-

tours of p(β‖p, Rp) in Fig. 1 with the thresholds of the
firehose and mirror instabilities strongly suggests that
they are acting in solar wind plasma. However, this fig-

ure (like similar figures in [12] and [15]) curiously shows
that the contours of p(β‖p, Rp) are not well aligned with
the cyclotron instability threshold. This holds true even
at β‖p . 2, where the cyclotron instability theoretically
places a stronger upper bound on Rp > 1 than the mirror
instability. While the exact cause of this effect remains
unknown, it may be related to the mirror instability
(unlike the cyclotron instability) being non-propagating
[15, 26], which could make it more efficient at scattering
particles in phase space. Additionally, magnetic turbu-
lence over a wide range of size scales tends to be aligned
perpendicular (rather than parallel) to B [23, 31], which
may hasten the onset of the mirror instability.
Fig. 2 shows Tp over the (β‖p, Rp)-plane. Beyond the

tendency for Tp to grow with β‖p, which is expected since
β‖p ∝ T‖p, the highest Tp values occur in two regions:
one near the mirror instability threshold and the other
near the firehose instability threshold. Even at high-β‖p,
these regions have median Tp-values that are 3 to 4 times
higher than that of the region between them (near Rp =
1), which is consistent with an earlier suggestions of this
effect by [32]. Additionally, the high-Tp region at Rp >
1 is more aligned with the mirror instability threshold
than the cyclotron instability threshold, which provides
further evidence that (at 1 AU) the mirror instability is
more active in limiting Rp > 1.
Plots of T⊥p and T‖p over the (β‖p, Rp)-plane are shown

in Fig. 3. These plots, when considered alongside Fig. 2,
indicate that the enhanced Tp near the mirror instability
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threshold is almost entirely due to increased T⊥p and that
the enhanced Tp near the firehose instability threshold is
almost entirely due to increased T‖p. Conceivably, devia-
tions in Rp from unity could stem from a decrease in one
of the two temperature components. However, the plots
in Fig. 3 show no evidence that T⊥p is depressed near
the firehose instability threshold or that T‖p is depressed
near the mirror instability threshold. In fact, in both of
these cases, a slight enhancement is evident (especially
at β‖p & 1).

DISCUSSIONS AND CONCLUSION

The preceding analysis of Wind data shows that (rela-
tive to stable plasma) the median Tp-value is 3 to 4 times
higher in plasma unstable to the mirror or firehose insta-
bility. Though increases in both T⊥p and T‖p are seen
with both instabilities, virtually all of the enhancement
is in T⊥p for the mirror instability and in T‖p for the
firehose instability.
Since anisotropy-driven instabilities themselves are not

believed to heat plasma, these temperature enhance-
ments most likely result from processes that preferen-
tially heat one of the temperature components until the
protons become unstable. While, in principle, anisotropic
cooling processes could drive Rp far enough from unity
to trigger an instability, this analysis finds no evidence
that Tp, T⊥p, or T‖p is depressed in unstable plasma.
Instead, for β‖p & 1, T⊥p and T‖p seem to be slightly el-
evated near the firehose and mirror instability threshold,
respectively. This may be indicative of perpendicular and
parallel heating processes happening simultaneously (but
at different rates) or of the initial stages of the instabili-
ties isotropizing the plasma.
Even though the growth rate of the cyclotron insta-

bility is higher than that of the mirror instability for
β‖p . 2, the contours of p(β‖p, Rp), Tp, and T⊥p are much
better aligned with the threshold of the mirror instability.
This provides further support for the conclusion of [12]
and [15] that the mirror instability may be more active
in limiting Rp > 1 in the solar wind than the cyclotron
instability.
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