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Abstract

In this paper we use two complementary Italian data sources (the 1995
Istat and Bank of Italy household surveys) to generate household-speci..c
non-durable expenditure and savings measures in the Bank of Italy sample
that contains relatively high-quality income data. We show that food ex-
penditure data are of comparable quality and informational content across
the two surveys, once heaping, rounding and time averaging are properly
accounted for. We therefore depart from standard practice and rely on
structural estimation of an inverse Engel curve on Istat data to impute
non-durable and total expenditure to Bank of Italy observations, and show
how these estimates can be used to analyse saving and consumption age
pro..les conditional on demographics.
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Executive Summary

Survey data on household behaviour should ideally cover a number of dicerent
areas: labour supply by individual household members, income, wealth, and ex-
penditure on various items. Expenditure data is particularly hard to collect: the
best information is based on diaries ..lled by participants over a period of time (as
in the British Family Expenditure Survey). Filling diaries is a time consuming
task, though. For this reason in many surveys recall questions are asked instead
(as in the U.S. Panel Study of Income Dynamics).

In this paper we address the issue of the informational content of recall con-
sumption questions. We use two Italian surveys (the Survey on Household Income
and Wealth run by Bank of Italy and the Survey on Family Budgets run by the
Italian Statistical O¢ce): in the former recall questions are asked on total spend-
ing on non-durable goods and services and on food expenditure; in the latter
detailed diary records are collected. We then compare histograms for both types
of consumption measures: in both cases, recall questions are obviously acected
by major heaping and rounding problems.

When we explicitly model the recall error process, we ..nd that the underlying
distribution of true expenditure is the same across surveys for food, but is dicerent
for total non-durable expenditure. We interpret this as evidence that the recall
food consumption question is informative and can be used in estimation, once
heaping and rounding errors are taken into account. This involves imputing a
new measure of food consumption for each observation.

We then address another issue: Can the two surveys be used in conjunction to
generate predictions for non-durable consumption in the recall-based survey? The
standard answer to this question requires using information on a common set of
explanatory variables (such as family composition, education, region of residence,
age etc.). A regression of the variable of interest (non-durable consumption) on
these variables should be run on the diary-based survey and used to predict in the
other survey. In our case, there is information to be used on food consumption in
the recall-based survey. Imputed food consumption should in principle be a useful
variable to predict total non-durable consumption. We show how the prediction
exercise can be extended to cover this case, taking into account that food is jointly
determined with non-durable consumption.

We ..nally compare predictions from both methods and show that even though
their statistical properties are similar, their economic implications are markedly
dicerent.



1. Introduction

In this paper we use two complementary Italian data sources (the 1995 Istat Sur-
vey on Family Budgets -SFB - and the 1995 Bank of Italy Survey on Household In-
come and Wealth- SHIW) to generate household-speci..c expenditure (non-durable
and total) and savings measures in the Bank of Italy SHIW sample that contains
relatively high-quality income data, but relatively low-quality, recall-based expen-
diture data.

We show that food expenditure data are of comparable quality and informa-
tional content across the two surveys, once heaping, rounding and time averaging
are properly accounted for. For other expenditure de..nitions (non-durable and
total) there are major dicerences across the two surveys. We make the identifying
assumption that the diary-based expenditure data provided in the Istat survey is
at worst acected by classical (zero-mean) measurement error.

As emphasized in the econometric literature (Arellano and Meghir, 1992),
matching data sets is problem-speci..c. In our case, the problem is to use detailed
expenditure information from a household survey to impute it into another survey
that has better income and wealth data. Our aim is to construct economically
meaningful de..nitions of savings at the household level - these will be used to
generate mean and median age pro..les controlling for key demographic variables.
Given the availability of reliable expenditure information in one of the two surveys,
however, we can depart from the standard complementary data sets practice of
reduced form estimation and rely on structural estimation of an inverse Engel
curve on Istat SFB data to impute non-durable and total expenditure to Bank of
Italy SHIW observations.

The paper is organized as follows. Section 2 provides a description of the
key features of the two surveys and highlights the need for a reliable non-durable
expenditure measure in SHIW. Section 3 introduces our Engel-curve-based data
matching approach and discusses some statistical methods that we use: Rosen-
baum and Rubin’s propensity score adjustment as well as Heijtan and Rubin’s
coarse data correction procedure. Section 4 provides evidence on the presence of
heaping and rounding problems in SHIW and on the comparability of food and
non-durable expenditure information across the two surveys, once heaping and
rounding have been taken into account. In Section 5 we use non-parametric and
semi-parametric techniques to establish that a linear double-log speci..cation is
an adequate representation for the inverse Engel curve in the SFB data. We also
present parametric estimates that con..rm the importance of allowing for simul-
taneity in estimation. Section 7 describes the prediction/matching exercise and
shows how its results change the saving rate age pro..le in SHIW.



Table 2.1: Descriptive Statistics for SHIW (N=8145)

Variables Median Mean Std. Dev. Min Max
Food 800 852.0364  443.7052 0.0 5000
Non-durable 1600 1828.841  946.6816 100 10000
Total 2400 2782.805  1707.076 135 35966.67
Income 3100 3647.452  2897.274  -5666.667 64256.42
Head age 54 54.2334 15.1689 17 94

# Members 3 2.9408 1.3508 1 9
Prop. children  0.3333 0.2752 0.2411 0 0.8571
Prop. over 60 0 0.3230 0.4141 0 1

2. Data Description

The two major sources of information on household income and consumption in
Italy are the heavily used Bank of Italy Survey of Household Income and Wealth
(SHIW- documented in Brandolini and Cannari, 1994) and the recently released
ISTAT Survey on Family Budgets (SFB). The former has been run every second
year since 1987, whereas the latter is run every year (and is available to researchers
from 1985). A comparison of the income data is in Brandolini (1998), that suggests
that better quality data are to found in SHIW.

As far as consumption is concerned, the Istat SFB follows the standard in-
ternational procedure of exploiting both information from recall questions for
more durable items bought in the quarter prior to the interview and diary-based
records of purchases carried out within a twenty-day period. The SHIW instead
contains questions on purchases of speci..c durable items, and asks the average
monthly expenditure on food and on non-durable items (excluding rent and hous-
ing maintenance) over the previous year. In this paper we want to improve on
(recall question-based) consumption information in SHIW by using diary-based
information from SFB.

We gained access to the fully disaggregate version of the SFB and were able
to construct expenditure items in SFB that are fully comparable to the Bank of
Italy de..nition used in SHIW. We also re-coded a number of relevant variables to
make de..nitions comparable across the two surveys (see Rosati (1998) for further
details).

In Tables 2.1, 2.2 and 2.3 we present descriptive statistics for the two samples
(SHIW for Bank of Italy; SFB for Istat). Similar tables can be obtained if sampling
weights are used, but results are very close.

A ..rst comparison based on tables 2.1, 2.2 reveals minor discrepancies for food
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Table 2.2: Descriptive Statistics for SFB (N=33143)

Variables Median Mean Std. Dev. Min Max
Food 734553 825.0641  489.7272 8.4 7075.75
Non-durable 2068.558 2561.713  1996.311 82.248 24760.99
Total 2616.9 3165.427 2265.834 179.855 30588.18
Income 2975 3506.085  1966.703 300 19919.25
Head age 53 53.7652 15.9067 14 99

# Members 3 2.7988 1.3193 1 10
Prop. children  0.3333 0.2556 0.2381 0 0.875
Prop. over 60 0 0.3083 0.4158 0 1

Table 2.3: Comparisons of key indicators

Area SFB SHIW
Northern Italy 0.4423 0.4433
Central Italy 0.2124 0.2042
Southern Italy 0.3453 0.3526

Head’s education SFB  SHIW
less than 8 years  0.4173 0.4211
compulsory (8 yrs) 0.2917 0.2680
high school 0.2247 0.2381
college degree 0.0663 0.0728

Head’s age SFB SHIW
less than 41 0.2469 0.2114
41-60 0.3967 0.4227
61-80 0.3047 0.3184
81+ 0.0518 0.0474




consumption (SFB mean and median are 3% and 10% below the corresponding
SHIW statistics - the variance is instead lower in SHIW, and so is the overall
range). The picture is quite dicerent for non-durable expenditure: mean and
median are much (20-25% )higher in SFB compared to SHIW; variability is also
higher in SFB, as for food. The comparison looks promising for income, but we
know the SFB data is heavily corrected to achieve this result.

There are two key reasons to doubt the SHIW non-durable consumption data.
First, is the extreme di€culty of the question. The exact wording is: “What was
your family’s average monthly expenditure in 1995 for all consumption items?
Consider all expenses, including food, but excluding those for: housing mainte-
nance; mortgage installments; purchases of valuables, automobiles, home durables
and furniture; housing rent; insurance premiums”. This question is then followed
by a similar food question (“What was your family’s average monthly expenditure
for food alone? Consider expenses on all food items in grocery stores or similar
food stores and expenses on meals normally consumed out ) and by detailed
questions on the other items excluded from non-durable consumption. Second, is
the evidence on saving rates computed on the basis of this question. Not only
are saving rates unreasonably high (the aggregate saving rate is 23.4%, versus
the national accounts equivalent of 16.7% in 1995), but their age pro..le strongly
contradicts what one might expect from theory and evidence for other countries.
As shown in Figure 2.1 individual saving rates monotonically increase from 5% to
18% between the ages of 25 and 60, and then stay above 15% for all ages above
60. It is hard to understand why so much saving should take place in old age.

A further problem with the SHIW consumption data appears when we plot
histograms for food and non-durable expenditure. In Figures 2.2-2.5 we plot the
histograms for food and for non-durable expenditure in SFB and in SHIW: it
is apparent that in the SHIW data there is major heaping and rounding taking
place at multiples of 500 and 1000. This is a typical problem with recall data,
that makes a direct matching of the two surveys di¢cult.

3. The Method

In this paper we assume that the SFB expenditure data is at worst acected by
classical measurement error. As for SHIW data, we shall argue that food data
is of similar quality, once heaping and rounding are taken into account, while
total non-durable expenditure is seriously de..cient. We therefore use the SFB
information on non-durable expenditure to predict non-durable expenditure in
the SHIW sample by adopting a statistical matching technique.

There are a number of methods for statistical matching in the literature (see
Baldini, 1998, e.g.) . In order for statistical matching to be feasible we require
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Figure 2.1: Non parametric age pro..le for saving rates
that:

e surveys should be random samples from the same population

e there is a common set of conditioning variables.

In our case, the ..rst condition is met by design, after allowance is made for
sampling and response dicerences. The second condition is also satis..ed (after
some recoding, see Rosati (1999): The two surveys share information on house-
hold composition, region of residence, age and education of the head, i.e. on valid
conditioning variables for the problem under investigation (consumption and sav-
ings). It would therefore be possible to use the common reduced form methods
suggested by Angrist and Krueger (1992) and Arellano and Meghir (1992).

However, reduced form regressions fail to use information contained in endoge-
nous variables. In our case, we have reliable information on both food and total
non-durable expenditure in one of the two surveys, the SFB (and, we shall argue,
useful information on food expenditure in the other survey, the SHIW). We there-
fore estimate a structural relation on SFB data: an inverse Engel curve conditional
upon a number of observable household characteristics that are recorded in both
surveys. We use information on the quality of the housing stock as additional
instruments (that also exist in SHIW). The fact that Engel curve estimation is a
well established practice in the economic literature helps us evaluate economically
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Figure 2.2: Observed food expenditure for SFB data
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Figure 2.3: Observed food expenditure for SHIW data
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Figure 2.4: Observed non durable expenditure for SFB data
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Figure 2.5: Observed non durable expenditure for SHIW data




the success of our matching procedure (see Deaton and Muellbauer (1980), e.g.,
for further details on Engel curves and their economic interpretation).

Our structural matching exercise is based upon the following system of equa-
tions:

Innd = Xmi+Zmy+v 3.1)
In food = alnnd+ XG+e=alnnd+ XG+ pv+u

where the ..rst equation explains the logarithm of non-durable expenditure as a
function of demographic characteristics, X, and of wealth indicators, Z, in agree-
ment with the standard intertemporal optimization model for consumption. The
second equation is an Engel curve, relating food consumption to total non-durable
expenditure (the budget) and to demographic characteristics. Simultaneity im-
plies that In nd correlates with the equation error, . We follow standard practice
and decompose the equation error in the reduced form error term for In nd, v, and
a residual term, u, that is orthogonal to Innd, X and v.

The standard common reduced form approach uses estimates of the ..rst equa-
tion based on one sample (SFB in our case) to predict In nd in the other (SHIW).
We instead exploit the SFB data to jointly estimate the whole system (3.1) and
then use SHIW information on In food, X and Z to predict Innd in SHIW. The
extra information we use should in principle improve on the statistical quality of
the match.

Our method requires inverting the Engel curve, i.e. treating In food as an
explanatory variable in the speci..cation:

1
Innd = —[In food + X + €] (3.2)
(6%

where allowance must be made for correlation between In food and the equa-
tion error. To obtain consistent estimates of « and 3 we can take an instrumental
variables/2SLS approach and use the Z as additional instruments.

This is equivalent to estimating in the SFB sample a transformation of «, 3, 71

and my by applying OLS to the equation:

1
Innd = " p[ln food + X (B — pm1) — pZma + u| = (3.3)
vy In food + Xy + Zy5 +w

The ..nal step involves using these parameter estimates to predict Innd in
SHIW, conditional upon X, Z and In food. However, we have seen that the SHIW
observed measure of food is acected by severe rounding and heaping problems. A
correction is required before (3.3) can be used to predict Innd in SHIW.
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3.1. Correcting for sampling dicerences

We saw above that the descriptive statistics of some conditioning variables (such as
region, education, age etc.) dicer across the two surveys, and that this dicerence
does not disappear when we use sampling weights. This is not surprising because
the Bank of Italy survey uses a coarser strati..cation scheme that does not depend
on household size, as discussed in Brugiavini (1996), and because response rates
are dicerent across the two surveys. It is therefore necessary to rely on other
methods to weigh observations in the two samples, with a view to checking whether
the resulting sample density functions of the variables of interest (expenditure,
say) are consistent with the hypothesis that they are random draws from the same
population.

We account for dicerences in the composition with respect to some observable
characteristics z using the following weighting procedure which builds on Dehejia
and Wahba (1999).

Let Y denote expenditure, our variable of interest: let its cumulative marginal
distribution in the two survey be denoted by Fysrpp and Fysarw. Digerences
between Fspp and F,isyw, the cumulative distribution functions of z in the
two samples, can be controlled for by choosing as reference population the one
described by the Istat (SFB) sample and comparing the expenditure distribution
in this population, Fy|spp, to

sz|SFB

SFB _ —
Fyisamw = /FY|z,SHIW dF.srp = /FY|z,SH1W IF
z|SHIW

sz|SHIW>

that is the conditional expenditure distribution for Bank of Italy integrated with
respect to Fgpp. This expression de..nes the weighting function:

sz|SHIW

whose role is to down-weigh (up-weigh) those households in the Bank of Italy
SHIW sample exhibiting characteristics z over represented (under represented)
with respect to the reference population (SFB). Applying Bayes theorem, the
weights can also be written as

_e(z) Pr(SHIW)
~ 1—e(z) Pr(SFB)’

w (2)

where e (z) is the propensity score as de..ned by Rosenbaum and Rubin (1983),
that is the conditional probability of observing characteristics z in the population
represented by the Istat SFB sample. Notice that if the two groups were balanced
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with respect to z, then the propensity score would not depend on z, w(z) would be
constant over households and the considered distribution function for the Bank of
Italy SHIW sample would collapse to the standard one. See Heckman, Ichimura,
Smith, Todd (1998) for a review of propensity score based estimators to control for
systematic dicerences with respect to observable characteristics between dicerent
groups.

We replace w (z) by its sample counterpart assuming a logistic speci..cation
for e(z) depending on a large number of demographic indicators and their inter-
actions; Fy|spp is then estimated by the empirical distribution function while the
corresponding estimate for the Bank of Italy SHIW sample is obtained by the

ratio R
> wil(yi <vy)
SFB _ ESHIW
Y|SHIW > o
i€ESHIW

where I(A) is the index function of event A.

3.2. Correcting for heaping and rounding errors

In what follows, we assume that the diary-based expenditure data provided in
the SFB are at worst acected by classical (zero-mean) measurement error. This
identifying assumption allows us to prove that food expenditure can be described
by the same parametric distribution across the two data sets, once we account for
the stochastic nature of the coarsening process in SHIW data. We also show that
the two surveys are of dicerent data quality with respect to total non durable
expenditure.
Our estimation procedure can be summarized by the following two steps:

e We at ..rst specify a suitable parametric family depending on the unknown
parameter «J both for food and non durable expenditure in the SFB sample.
We adopt the Kolmogorov metric as a minimum distance criterium, choosing
the distribution that minimizes the uniform norm of the dicerence between
empirical and ..tted cumulative density functions within a large class of
parametric families.

e \We maintain the same parametric speci..cation for (food and non durable)
expenditure in the SHIW sample and estimate « using the maximum like-
lihood technique suggested by Heitjan and Rubin (1990) to account for
heaping and rounding problems.!

LIn this paper we model the unweighted marginal density function for actual expenditures. If
sampling dicerences were found to be non-negligible, it would be necessary to either model the
densities conditional upon observable characteristics that are common across the two samples,
or to propensity score weigh the marginal density for the SHIW sample.
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Following Heitjan and Rubin (1990), assume that the random variable of in-
terest Y* (expenditure in our case) is distributed according to a density f(y*; )
which is a function of the parameter of interest . If Y* was available, inference
about ¢ could be drawn directly by standard methods; suppose instead we observe
only a subset of the complete data sample space in which the true unobservable
data lie. In other words, instead of observing Y* directly, we only observe a coarse
version Y of the variable Y*.

Assume that the degree of coarseness can be summarized by a random variable
G whose conditional distribution given Y* depends on ~, the parameter of the
incompleteness mechanism. This means that the observed variable Y can be
expressed as a function of the pair (Y*, G) or, more formally, that the conditional
distribution of Y given the true unobserved data and the value of the coarsening
function is degenerate, that is

L1 i y=Y(,G)
fyly™, ) { 0 if y£Y(Y",G)

Let H(y) be the inverse image of y with respect to this application, that is the
set of couples (y*, g) consistent with y. In what follows we assume the variable G
is not directly observed, but can at best be inferred from the observed value y.
Therefore, the likelihood function for the parameters (¢, ) in the SHIW sample
can be written as

TT [ £l 00 (ol 0) £ 0) iy

i€SHIW

or equivalently
1 [ Falin) i 0)dgidy; (3.4
ieSHIwW 7 H (i)
The relevant parameter ¢ is estimated for SFB data simply specifying the likeli-
hood function based on f(y*; ).
In our analysis we adopt the following parametric speci..cation for Y*

VU314 (7919)192193 '
' (92)

which de..nes the family of Generalized Gamma distributions?. This includes the
Weibull distribution (¥, = 1), the Half Normal distribution (J, = 1/2, 953 = 2),

F (" 91, 92, 93) = exp {~ ()"}, (3.5)

2Using the aforementioned minimum distance criterium, we reject the hypothesis that the
cumulative density function has Weibull, Standard Gamma, Lognormal, Inverse Normal and
Skewed Normal functional form. This is also borne out by plotting the empirical against the
theoretical percentiles.
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the ordinary Gamma distributions (¢3 = 1) and, as a limiting special case when
99 — oo, the Lognormal distribution. The associated distribution function can
be expressed as

F(yliy, 92, 93) = T [ (01)" ;0]

where Y (a;J,) is the incomplete gamma function ratio. See Johnson, Kotz and
Balakrishnan (1994) for further details.

We also assume there are three possible types of rounding error: the reported
value, y, can be the multiple of 1000, 500 or 100 nearest to the true value y* (in
the sequel we shall denote these three types as Al, A2 e A3). It follows that:

y € Al=|y"—y| <500
y € A2=|y"—y| <250.
y € A3= |y —y| <50

As already said, the variable GG identi..es the type of rounding; assume G to
be continuous and let
g=>1 =y e Al
0<g<l =ye A2,
g<0 =y € A3
so that g > 1 implies rounding to the nearest multiple of 1000, 0 < g < 1 implies

rounding to the nearest multiple of 500, and g < 0 implies rounding to the nearest
multiple of 100.

If we de..ne:
H, = [y—500,y+500) x [1,4+00)
Hy = [y—250,y+250) x[0,1)
H3 = [y - 507 Y+ 50) X (_007 0)

it follows that
H1UH2UH3 yEAl

H(y): H> U Hj yEAQ .
H3 y€A3

The likelihood function (3.4) is then speci..ed according to the assumptions
above, and allows the rounding process to be a function of exogenous observable
characteristics, namely age, education and region. It is in fact possible that re-
sponse care depends on both recall ability and the shadow value of leisure, that
will dizer across households. Given that G is a continuous variable, the assumed
functional form for its conditional distribution is the normal linear regression

Fly*s7.8) ~ N(yo +my* + Bz 7°), (3.6)
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where z is the vector of observable characteristics mentioned above. In this sense,
this model can be thought as a generalization of the normal selection model pro-
posed in the econometric literature: if v, = 0 the coarsening mechanism is ignor-
able, which corresponds to exogenous selection.®

4. Data analysis.

We report in Table 4.1 estimates of the propensity score function discussed above.
The dependent variable takes value 1 if the observation belongs to SFB, 0 other-
wise. The explanatory variables include a set of monthly dummies (not reported),
household composition indicators, age, employment status and education of the
head dummies plus a number of interactions. The key dimerence across the two
surveys is con..rmed to lie in the SHIW relative oversampling of households with
children aged less than 18, and undersampling of elderly households. However,
signi..cant dizerences are found along several dimensions.

Propensity-score weighted histograms for non-durable expenditure and food
expenditure are presented in Figures 4.1 and 4.2 (all expenditure ..gures are in
thousands Italian liras, where Lit 1,000 is approximately $.5). On the assumption
that sampling dicerences are adequately captured by our propensity score esti-
mates, the remaining dicerences between the sample distributions of expenditure
retect solely the dicerent nature of measurement error across the two surveys.

From a comparison of 2.3 with 4.1 and 2.5 and 4.2 we draw the conclusion
that the propensity score adjustment makes very little dicerence to the shape of
the histograms. This we take as evidence that correcting for sample dicerences
may not be required.

Inspection of Figures 2.3 and 2.5 reveals instead that the SHIW expenditure
data suzer from severe heaping and rounding problems. For non-durable expen-
diture, there are spikes at all multiples of half a million (particularly at Lit 1,
1.5, 2, 2.5, 3 million), even though other spikes are found at Lit 0.8, 1.2 and 1.8
million. For food, there is a spike at Lit 1 million; smaller spikes are also found
at Lit. 0.5, 1.5 and 2 million, even though all multiples of 0.1 million are well
represented on the left of 0.9 million.

The maximum likelihood estimates for SFB food expenditure are presented
in Table 4.2* while the corresponding estimates for SHIW are presented in Table

3In principle we would like to make the conditional expectation of the f(.) a function of
variables likely to acect the recall error process as well as actual expenditure y*. An example
could be the time of interview, as suggested in the context of unemployment duration data by
Torelli and Trivellato (1993), or other indicators of interview quality.

“To make the data comparable across the two surveys, all expenditure data from the Istat
SFB have been seasonally adjusted, by taking residuals from regressions on zero-sum monthly
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Table 4.1: Propensity score estimates

Parameters Estimates Std. Errors t-values Prob.
Intercept 5.0451 0.4237 11.905 0.000

# members 18-26 -2.6092 0.4204 -6.206 0.000

# members 27-40 -2.6672 0.4193 -6.361 0.000

# members 41-60 -3.0434 0.4115 -7.396 0.000

# members 61-70 -3.5588 0.4111 -8.657 0.000

# members over 70 -4.4512 0.4107 -10.836 0.000
Central Italy -0.7081 0.2165 -3.270 0.001
Southern Italy -0.4600 0.1751 -2.626 0.009
Number of children 0-2 -3.1963 0.4061 -7.871 0.000
Number of children 3-5 -2.0456 0.4279 -4.780 0.000
Number of children 6-9 -3.2903 0.3944 -8.342 0.000
Number of children 10-13 -2.4582 0.4068 -6.042 0.000
Number of children 14-17 -2.2232 0.3941 -5.640 0.000
Number of children over 18 -0.4751 0.1481 -3.207 0.001
# retired members 0.0924 0.1056 0.875 0.382

At least 2 members -0.2567 0.0753 -3.410 0.001
At least 3 members -0.0295 0.0546 -0.540 0.589
At least 4 members -0.1490 0.0454 -3.282 0.001
At least 5 members -0.0738 0.0545 -1.354 0.176
At least 6 members -0.1053 0.1026 -1.026 0.305
At least 7 members -0.3614 0.1730 -2.089 0.037
Sex (male) -0.0102 0.0584 -0.175 0.861

Age of Head > 26 0.0863 0.1301 0.664 0.507
Age of Head > 40 0.1853 0.0762 2.430 0.015
Age of Head > 60 0.3284 0.0756 4.340 0.000
Age of Head > 70 0.6674 0.0939 7.105 0.000
Head Unemployed -0.6309 0.0734 -8.587 0.000
Head Out of the Labor Force -0.2185 0.0436 -5.010 0.000
Education > 8 -0.0172 0.0514 -0.335 0.737
Education > 13 -0.1435 0.0533 -2.689 0.007
University Degree 0.1760 0.0820 2.146 0.032
Total Surface -0.0059 0.0006 -8.764 0.000
Per-capita Surface -0.0001 0.0013 -0.057 0.955
Homeowner 0.4885 0.0291 16.743 0.000

Owns secondary residence -1.3874 0.0384 -36.052  0.000
Central Italy * #18-26 0.5675 0.2549 2.226 0.026
Southern Italy * #18-26 0.2487 0.2054 1.211 0.226
Central Italy * #27-40 0.6998 0.2612 2.679 0.007
Southern Italy * #27-40 0.2213 0.2145 1.032 0.302
Central Italy * #41-60 0.6079 0.2255 2.695 0.007
Southern Italy * #41-60 0.0243 0.1842 0.132 0.895
Central Italy * #61-70 0.9064 0.2115 4.285 0.000
Southern Italy * #61-70 0.1454 0.1672 0.917 0.359
Central Italy * #70+ 0.8148 0.2155 3.781 0.000
Southern Italy * #70+ 0.4259 0.1764 2.414 0.016
Central Italy * Educ. > 8 0.2372 0.0914 2.596 0.009
Southern Italy * Educ > 8 0.1673 0.0769 2.175 0.030
Central Italy * Educ > 13 -0.0218 0.0953 -0.229 0.819
Southern Italy * Educ > 13 0.204p 0.0829 2.469 0.014
Central Italy * Un. degree 0.2212 0.1502 1.473 0.141
Southern Italy * Un. degree -0.1101 0.1273 -0.865 0.387
Central Italy * Sex -0.0255 0.0911 -0.280 0.779

Southern Italy * Sex 0.1740 0.0778 2.235 0.025



0,10 4

0T A

006

o4

00z 4 I

oo T T T
<50 100 X0 300 400 500 B0 FO0 BO0D SO0 1000 1100 1300 1300 1400 1500 1600 1700 1800 1800 OO0 MO0 00 2300

Frezedl Enpendiure {1000 = 1 arabioe Habhan b

Figure 4.1: Observed (propensity score weighted) food expenditure for SHIW data
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Figure 4.2: Observed (propensity score weighted) non durable expenditure for
SHIW data
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Table 4.2: SFB Food Data: Density Function Parameters

Parameters Estimates Std. Errors t-values Prob.

97 0.0033 0.0002 16.089  0.0000
9558 2.8118 0.1134 24.791  0.0000
9358 1.0877 0.0244 44.568  0.0000

Table 4.3: SHIW Food Data: Density Function Parameters

Parameters Estimates Std. Errors t-values Prob.
9 AW 0.0030 0.0004 7.115  0.0000

95 HIW 3.0614 0.3005 10.189  0.0000

95 W 1.1881 0.0636 18.694  0.0000

Yo -2.5721 0.0996 -25.822  0.0000

1 0.0016 0.0001 23.896  0.0000

At least 8 years 0.0563 0.0685 0.823  0.2053
At least high school 0.0574 0.0674 0.850  0.1976
College Degree 0.1706 0.0861 1.981  0.0238
Central Italy 0.1135 0.0634 1.789  0.0368
Southern Italy 0.0966 0.0560 1.726  0.0422
Age 40-60 0.1304 0.0754 1.729  0.0419
Age over 60 0.1582 0.0830 1.977  0.0240

4.3; the table reports estimates of the parameters of the heaping function as well.

The adopted speci..cation for the heaping function (3.6) allows us to estab-
lish that the stochastic nature of the coarsening mechanism cannot be ignored
in drawing inferences about the parameter of interest ©J. Maximum likelihood
estimates of the parameter v support the idea that the reported expenditure is
not coarsened at random?®; a higher expenditure level increases the probability
of large rounding errors (-, is positive and signi..cantly dicerent from zero) and
respondents with a college degree or beyond retirement age are also more likely
to round o= numbers.

A formal test of parameter equality across the two samples fails to reject the

dummies.

S1f observations were coarsened at random, the likelihood inference for ¥ would be drawn
treating the reported expenditures as if they were simple grouped data. See Heitjan and Rubin
(1991) on how to extend the notion of missing at random to more complicated incomplete data
problems.
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Table 4.4: SFB Non-durable Data: Density Function Parameters

Parameters Estimates Std. Errors t-values Prob.

97 0.6233 0.1540 4.0681  0.0000
95FE 15.9711 0.6180 25.842  0.0000
i 0.3839 0.0077 50.099  0.0000

Table 4.5: SHIW Non-durable Data: Density Function Parameters

Parameters Estimates Std. Errors t-values Prob.
97V 0.0161 0.0074 2.162  0.0153

95 W 9.0446 1.2874 7.0260  0.0000

95 W 0.6597 0.0476 13.854  0.0000

Yo -1.2799 0.0705 -18.167  0.0000

o0 0.0006 0.0001 26.670  0.0000

At least 8 years 0.0162 0.0499 0.3241  0.3729
At least high school 0.1456 0.0505 2.882  0.0020
College Degree 0.0627 0.0728 0.862  0.1943
Central Italy -0.0128 0.0487 -0.262  0.3967
South Italy 0.0577 0.0436 1.322  0.0930
Age 40-60 0.0438 0.0515 0.8512 0.1974
Age over 60 -0.0359 0.0569 -0.630  0.2643

null: the ML test statistic of joint parameter equality (H, : 9°7% = 957" takes
a value of 4.47 that compares to a critical value of 7.82 (= x2(0.95)).

When we perform a similar exercise on total non-durable expenditure, we still
..nd that a generalized Gamma provides an adequate ..t. The actual parameter
estimates for SFB and SHIW are reported in Tables 4.4 and 4.5 respectively. It’s
worth noting that the parameter estimates of the coarsening function are poorly
determined in this case. A formal test of the gamma function parameter equality
across the two samples strongly rejects the null.

On the basis of the above, we conclude that the food data are of comparable
quality and information content across the two surveys, once heaping and round-
ing are accounted for. A dizerent conclusion must be drawn for non-durable
expenditure.

We create multiple imputations of food and non-durable expenditure for the
Bank of Italy SHIW sample implementing an acceptance-rejection procedure based
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on the ..tted model. Since by applying Bayes theorem we have:

: fyg:0,7)  if y=Y(y",9)
) 1197 X H * )
£ glys9,) {0 MR
for each unit we draw a couple (y*, g) from the estimated distribution f(y*, g; 9, %)
until (y*,9) € H(y), that is until the generated couple is consistent with the
observed value y. We then impute y* as the true value of the observed expenditure
Y.

The average histograms of 100 imputations are shown in Figures 4.3 and 4.4
and can be compared to the corresponding distributions of food and non-durable
expenditure for the Istat SFB sample. Dicerent compositions respect to observ-
able characteristics are corrected by propensity score weighting the imputed ob-
servations to obtain the same distribution of observable characteristics for the two
samples.
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Figure 4.3: Imputed (propensity score weighted) food expenditure for SHIW data.

5. Estimates of the inverse Engel Curve

In this section we present non-parametric, semi-parametric and parametric esti-
mates for the inverse Engel curve (3.2) using SFB data. Even though in prediction
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Figure 4.4: Imputed (propensity score weighted) non durable expenditure for
SHIW data.

we use (3.3), speci..cation (3.2) is easier to interpret and to relate to economic
theory and standard econometric practice.

We ..rst show that a non-parametric version of (3.2) that fails to condition
upon demographics is close to a straight line, and its slope is everywhere less than
one. Conditioning upon a set of demographic characteristics is more easily done
in a semiparametric context. In that context we can also tackle issue of potential
simultaneity bias, by instrumenting the in(food) term consistently with (3.1).
The semi-parametric OLS-equivalent is close to linear, and its slope is less than
unity. The semi-parametric 1V estimates are very close to a straight line with
slope in the 1.5 region.

On the basis of these results, we go on to estimate parametrically a double log
speci..cation for (3.2). This gives us an idea of the ..t of the equation and of the
quality of the chosen instruments. On both counts we ..nd that the speci..cation
is quite good, and thus suitable for predicting on the SHIW sample.

5.1. Non-parametric estimates

We present non-parametric estimates for both the curve (in double log form) and
its derivative (i.e.: the inverse elasticity), obtained by applying to the SFB data
the local polynomial ..tting techniques described in Fan and Gijbels (1996).

Let m(x) be the regression function for (log-) non durable expenditure given
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the value = of (log-) food expenditure and let mU)(z) its j**-derivative. Even
if its functional form is unknown, m(z) can always be locally approximated by
a polynomial of suitable degree using a Taylor series expansion. Assume that
the (p + 1)™ derivative of m(z) at zy, say m®*V(z), exists; then, for x in a
neighborhood of zq,

P m)(z ) p

Z (x — x0)’ Z (z — x) (5.1)

This polynomial is then ..tted locally as a weighted least squares regression prob-
lem minimizing the loss function

2
Z{m”‘* = 4,(1n food —xof} ]
j=0

i

where K(.) denotes a kernel function assigning a weight to each observation and
h is a bandwidth.

If ~ is small, the local linear ..tting process depends heavily on those observa-
tions that are closest to =, and tends to give a less smooth estimate; in this sense,
as h becomes closer to zero the estimator tends towards interpolation of the data.
On the other hand, a larger h tends to weigh the observations more equally and
as h increases the estimate tends towards the ordinary least squares line through
the data.

Expression (5.1) suggests that an estimator for m9) (), j > 0, is

m (20) = j15;

the whole curve is then obtained running the above described procedure with z
varying in an appropriate domain for (log-)food expenditure in the SFB sample.

In what follows we present results from a local polynomial ..tting of order three
for the SFB regression function and its derivative using the Epanechnikov kernel
K(x) = 0.75(1 — 2?), and digerent values of the bandwidth A°.

Figure 5.1 shows that the inverse Engel curve is close to linear over the cho-
sen range (that is de..ned to include all points between the ..rst and the 99th
percentile), while Figure 5.2 reveals that the average derivative lies mostly in the
.5-.98 interval’. This latter ..nding would imply that food is a luxury if we could

61t can be shown that this kernel is optimal in the sense that it minimizes the asymptotic
mean squared error of the resulting polynomial estimator.

"1deal theoretical choices for the i parameter are easy to obtain even if they are not always
readily usable, since they depend on unknown quantities. Our conclusions are robust with
respect to a wide range of dicerent values of h. We therefore present graphs relative to an
optimal bandwidth obtained by a cross validation method, as suggested in the literature.
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disregard the less than perfect ..t of the regression function. We shall argue in the
sequel that this ..nding is also attributable to simultaneity bias.®

5.2. Semi-parametric estimates

The non-parametric evidence obtained suggests that the statistical relation be-
tween Innd and In food may be close to linear. However, what interests us is
the relation conditional upon demographic characteristics as in (3.2). Further, we
want to take into account the likely correlation between the explanatory variable
In food and the error term.

Non-parametric analysis conditional upon a number of variables is notoriously
dic¢cult (this is known as the curse of dimensionality). A simple way out is to
resort to semi-parametric estimation instead. Also, in a semiparametric context
the instrumental variables estimator can be easily implemented, as discussed in
Blundell, Duncan and Pendakur (1998) (see also Newey, Powell and Vella 1999).

We consider a small set of demographic variables (a 3rd-degree polynomial
in #household members; a 2nd degree polynomial in age of the head; a set of
ratios of #household members within age range to total #household members)
that enter linearly in the inverse Engel curve:

Innd; = f'z; + g(In food;) + ¢;

We allow for the potential correlation between in(food) and the error term
by using an augmented regression technique. We assume the following linear
conditional model:

In(food;) = 8'x; + pz; + ¢,

where the z are additional instruments (we use total and per-capita housing
surface as instruments). We know that in the fully linear model these are valid
instruments, in the sense that the oderidentifying restrictions implied by them are
not rejected. We add linearly to the ..rst equation the estimated residual,éi, and
its square, and estimate the resulting augmented regression by a local polynomial
of order 1.

8This analysis does not condition upon observable characteristics, as fully non-parametric
estimation suzers from the curse of dimensionality. We therefore also estimated semi-
parametrically the regression function, conditioning upon age, family size and household compo-
sition indicators. In this context we could also implement an Instrumental Variables estimation
technique, where the key instruments are housing wealth indicators (see Blundell Duncan and
Pendakur, 1998). For both OLS and IV the regression function is almost perfectly linear. In
the former case the slope is less than 1, in the latter case is around 2.
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Figure 5.2: Non parametric estimate of inverse elasticity
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Estimation results are shown in Figures 5.3 and 5.4: g(.) is close to linearity
both when we don’t and we do allow for simultaneity. The slope of the inverse
Engel curve is less than one in the former case, it is larger than one in the latter
case.
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Figure 5.3: Estimated Inverse Engel Curve

5.3. Parametric estimates

In Table 5.1 we present OLS estimates of a double-log speci..cation. As we have
seen above, the non-parametric and semi-parametric estimates of the inverse Engel
curve support the view that a double-log linear speci..cation is adequate. Given
that our goal is prediction parametric estimation is preferable. It also allows
us to control for a large number of social-demographic indicators, thus gaining
precision.

The demographic indicators we use as controls are: region of residence, house-
hold composition indicators, education, sex and age of the head, and their inter-
actions. A spline function of age is also interacted with the In(food) variable,
to allow for an age-dependent elasticity (the cutoa points for the age groups are
27, 41, 61 and 71). In Table 5.1 we present OLS estimates of the inverse Engel
curve. The ..t of the equation is good (63.49% of the variance is explained by the
model), and the key parameter (the coe€cient on In( food)) is precisely estimated
at .707. If there was a perfect ..t, this would imply that for households whose head
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Figure 5.4: Estimated Inverse Engel Curve

is less than 27 years of age the elasticity of food expenditure to total non-durable
expenditure is 1.41, an implausibly high number. Even if we consider that the
R? is less than one, we obtain an implied elasticity in the .9 region, much higher
than normally found. Similar inference can be drawn for other age groups (the
reciprocals of the point estimates for households in age group 1, ranging 27-40, is
1.52; for age group 2, ranging 41-60, 1.38; and for age groups 3 and 4 - 61-70 and
beyond - is 1.29)°.

This counter-intuitive evidence may be due to simultaneity problems: ..rst,
food expenditure is a component of total non-durable expenditure; secondly, food
and other non-durable expenditure are jointly determined and retect the overall
standard of living for each household (they both depend, via the marginal utility
of wealth, on total lifetime resources available to the household).

We therefore estimate the inverse Engel curve by Instrumental Variables: we
treat In(Food Expenditure) and its interactions with age-group dummies as en-
dogenous and we use as additional instruments two variables that capture the
quality of housing available to the consumers (these are the total surface of the
house and the per-capita surface) as well as their interaction with the same age-
group dummies. The idea is that these variables correlate with the long-term
standard of living the household can acord, i.e. that they belong in the ..rst

91f we consider a speci..cation without age interactions, the R? is 63.39% and the parameter
of interest is estimated to be .725 (s.e.: .005). Estimation results are available upon request.
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Table 5.1: Inverse Engel Curve Estimates

Dependent variable In(nd) Observations 33205 F(64,33140) 900.36

Estimation Method OLS R? 0.6349 Root MSE 0.3949
Parameters Estimates Std. Errors t-values Prob.
Intercept 2.8058 0.2013 13.932 0.000

In( food) 0.7075 0.0305 23.179 0.000
In(food)* Age > 26 -0.0496 0.0318 - 1.559 0.119
In( food)* Age > 40 0.0632 0.0121 5.207 0.000
In( food)* Age > 60 0.0443 0.0123 3.594 0.000
In( food)* Age > 70 0.0101 0.0142 0.707 0.480

# members 18-26 0.1207 0.0505 2.387 0.017

# members 27-40 0.0794 0.0500 1.589 0.112

# members 41-60 0.0392 0.0491 0.799 0.425

# members 61-70 -0.0386 0.0500 -0.774 0.439

# members over 70 -0.1410 0.0508 -2.776 0.006
Central Italy -0.0272 0.0357 -0.762 0.446
Southern Italy -0.1771 0.0291 -6.080 0.000
Number of children 0-2 -0.1341 0.0499 -2.685 0.007
Number of children 3-5 -0.1091 0.0526 -2.076 0.038
Number of children 6-9 -0.0951 0.0479 -1.985 0.047
Number of children 10-13 -0.0238 0.0499 -0.477 0.633
Number of children 14-17 0.0162 0.0472 0.345 0.730
Number of children over 18 0.0589 0.0238 2.469 0.014
# retired members 0.0395 0.0187 2.107 0.035

At least 2 members 0.0670 0.0087 7.702 0.000
At least 3 members 0.0601 0.0083 7.171 0.000
At least 4 members 0.0287 0.0079 3.894 0.000
At least 5 members -0.0039 0.0095 -0.408 0.683
At least 6 members -0.0482 0.0187 -2.575 0.010
At least 7 members 0.0343 0.0360 0.952 0.341
Sex (male) -0.0062 0.0095 -0.654 0.513

Age of Head > 26 0.3700 0.2063 1.793 0.073
Age of Head > 40 -0.3936 0.0835 -4.714 0.000
Age of Head > 60 -0.2906 0.0854 -3.402 0.001
Age of Head > 70 -0.0336 0.0971 -0.346 0.729
Head Unemployed -0.1377 0.0148 -9.281 0.000
Head Out of the Labor Force -0.0383 0.0076 -5.026 0.000
Education > 8 0.0804 0.0086 9.267 0.000
Education > 13 0.0830 0.0090 9.172 0.000
University Degree 0.1008 0.0144 6.978 0.000
Central Italy * #18-16 0.0141 0.0424 0.334 0.738
Southern Italy * #18-16 -0.0559 0.0343 -1.629 0.103
Central Italy * #27-40 -0.0130 0.0411 -0.317 0.751
Southern Italy * #27-40 -0.0130 0.0411 -0.317 0.751
Central Italy * #41-60 -0.0417 0.0370 -1.126 0.260
Southern Italy * #41-60 -0.0145 0.0306 -0.473 0.636
Central Italy * #61-70 -0.0056 0.0351 -0.160 0.873
Southern Italy * #61-70 0.0097 0.0289 0.338 0.735
Central Italy * #70+ -0.0096 0.0362 -0.267 0.789
Southern Italy * #70+ 0.0116 0.0298 0.392 0.695
Central Italy * Educ. > 8 -0.02%5 0.0151 -1.579 0.114
Southern Italy * Educ > 8 0.0057 0.0131 0.437 0.662
Central Italy * Educ > 13 0.0198 0.0160 1.241 0.215
Southern Italy * Educ > 13 0.0346 0.0139 2.496 0.013
Central Italy * Un. degree 0.0131 0.0250 0.523 0.601
Southern Italy * Un. degree 0.0189 0.0220 0.856 0.392

Central Italy * Sex

0.0164

0.0146

1.124

0.261



equation in (3.1).

In Table 5.2 we present estimation results. Even though the estimated stan-
dard errors of the estimates are larger than those shown in Table 5.1, inference
can still be drawn with good con..dence. The estimated elasticity of food is 0.40
for the youngest, 0.41 for group 1, 0.46 for group 2, 0.48 for groups 3 and 4. These
estimates are fully consistent with the notion that food is a necessity°.

Standard goodness of ..t measures do not apply in the Instrumental Variables
context. However, IV estimates can be obtained by the two stage least squares
procedure: the endogenous regressors are replaced by their ..tted values from
regressions on the full instruments set. The equation is then estimated by OLS,
and its coe¢cient of determination is the generalized R? (G R2) statistic of Pesaran
and Smith (1994). In our case GR2 is 41.53%, suggesting that the overall equation
..t is quite good*!,

A formal test of instruments validity fails to reject the null (the Sargan criterion
is 7.71 and is distributed as a chi-squared statistic with 5 degrees of freedom under
the null of instruments validity). A Hausman test strongly rejects the null of
equality of OLS and IV coe€cients, while an F test also rejects the null that the
same In( food) coe@cient applies to all age groups (its p-value is .0036).

6. Predictions

We have argued above that the Istat SFB data set contains reliable information on
expenditure items. In particular, we have constructed food and total non-durable
expenditure aggregates that are diary-based and are de..ned in a way that is fully
comparable to the Bank of Italy SHIW corresponding items. Also, we have shown
that the type of rounding and heaping errors typical of recall questions can be dealt
with in estimation, and that the underlying density function is statistically the
same for food expenditure, but dicers markedly for total non-durable expenditure.
Finally, we have seen that an inverse Engel curve can be successfully estimated on
the SFB data, and the key estimated parameters are in line with what is normally
found in other diary-based household data sets.

10A reassuring feature of this set of estimates is that the estimated direct Engel curve also
implies elasticities for food of approximately 0.4-0.5 . This can be taken as evidence that our
sample is succiently large for us to rely on asymptotic properties of the estimator (IV is not
invariant to normalization in ..nite samples).

When we drop the age group interaction terms from both the set of explanatory variables and
the set of instrumental variables, we obtain a point estimate of the parameter of interest of 2.00
(s.e.: 0.098), implying a budget elasticity for food of 0.50 .

1 The relevant measure of goodness of ...t for this speci..cation is R? obtained when estimating
by OLS equation (3.3). This turns out to be 64.12%.

28



Table 5.2: Inverse Engel Curve Estimates
Dependent variable In(nd) Observations 33205 F(64,33205) 161.45

Estimation Method IV Generalized R? 4153 Root MSE  0.7542
Parameters Estimates Std. Errors t-values Prob.
Intercept -7.9507 1.3085 -6.076 0.000

In( food) 2.4789 0.2085 11.888 0.000

In( food)* Age > 26 -0.0792 0.1678 -0.472 0.637
In( food)* Age > 40 -0.2461 0.0810 -3.036 0.002
In( food)* Age > 60 -0.0631 0.0592 -1.066 0.286
In( food)* Age > 70 -0.0072 0.0645 -0.113 0.910

# members 18-26 0.0642 0.0978 0.657 0.511

# members 27-40 -0.1279 0.0982 -1.302 0.193

# members 41-60 -0.2140 0.0967 -2.213 0.027

# members 61-70 -0.1646 0.0985 -1.671 0.095

# members over 70 -0.0968 0.1020 -0.949 0.343
Central Italy -0.0616 0.0684 -0.901 0.368
Southern Italy -0.1512 0.0557 -2.713 0.007
Number of children 0-2 0.2349 0.1003 2.342 0.019
Number of children 3-5 -0.0018 0.1014 -0.018 0.986
Number of children 6-9 0.1085 0.0933 1.163 0.245
Number of children 10-13 0.1579 0.0967 1.632 0.103
Number of children 14-17 0.0537 0.0905 0.594 0.553
Number of children over 18 -0.0841 0.0474 -1.775 0.076
# retired members -0.0232 0.0379 -0.613 0.540

At least 2 members -0.4080 0.0423 -9.633 0.000
At least 3 members -0.2759 0.0317 -8.686 0.000
At least 4 members -0.1946 0.0230 -8.448 0.000
At least 5 members -0.0952 0.0197 -4.819 0.000
At least 6 members -0.1650 0.0370 -4.452 0.000
At least 7 members -0.0607 0.0692 -0.877 0.381
Sex (male) -0.1576 0.0221 -7.118 0.000

Age of Head > 26 0.5547 1.0831 0.512 0.609
Age of Head > 40 1.6143 0.5486 2.942 0.003
Age of Head > 60 0.3999 0.4054 0.986 0.324
Age of Head > 70 0.0571 0.4337 0.132 0.895
Head Unemployed 0.2017 0.0401 5.026 0.000
Head Out of the Labor Force 0.0626 0.0168 3.723 0.000
Education > 8 -0.0031 0.0179 -0.175 0.861
Education > 13 -0.0046 0.0187 -0.249 0.804
University Degree 0.0362 0.0281 1.288 0.198
Central Italy * #18-16 0.1980 0.0828 2.391 0.017
Southern Italy * #18-16 0.1850 0.0685 2.700 0.007
Central Italy * #27-40 0.1367 0.0796 1.717 0.086
Southern Italy * #27-40 0.1741 0.0682 2.552 0.011
Central Italy * #41-60 0.0819 0.0715 1.146 0.252
Southern Italy * #41-60 0.2431 0.0622 3.903 0.000
Central Italy * #61-70 0.0850 0.0675 1.259 0.208
Southern Italy * #61-70 0.2599 0.0598 4.346 0.000
Central Italy * #70+ 0.1404 0.0703 1.997 0.046
Southern Italy * #70+ 0.2922 0.0627 4.661 0.000
Central Italy * Educ. > 8 -0.0349 0.0289 1150  0.250
Southern Italy * Educ > 8 0.0367 0.0252 1.455 0.146
Central Italy * Educ > 13 0.0576 0.0307 1.873 0.061
Southern Italy * Educ > 13 0.0259 0.0265 0.977 0.329
Central Italy * Un. degree 0.0003 0.0479 0.007 0.995
Southern Italy * Un. degree -0.0217 0.0423 -0.514 0.607

Central Italy * Sex -0.0114 0.0281 -0.407 0.684



On the basis of the evidence so far presented, we shall use statistical matching
methods to generate a new measure of non-durable expenditure for the SHIW
sample. Given the availability of good expenditure data in the SFB, it seems
natural to use for this purpose estimates of an (inverse) Engel curve (estimated
according to the (3.3) speci..cation). We ..rst create a household-speci..c estimate
of food consumption for all data points in the Bank of Italy SHIW sample gener-
ating random drawings from the estimated Gamma distribution on the SFB data
set and keeping the ..rst m that fall within the admissible region for household
h. This imputed value we denote as food; (where index j denotes the j — th
imputation).

It is worth stressing that our problem is not a standard prediction problem,
because we do not observe over the prediction sample a key explanatory variable,
In(food), but only its imputed value, In(food)*. Even if this is an unbiased pre-
dictor, it does not necessarily correlate with the equation error in the same way as
In(food). For this reason we shall compare our structural form prediction results
with the robust, but potentially less e¢cient, standard reduced form predictions
that rely only upon estimated of the ..rst equation in (3.1).

To be more speci..c, we estimate by OLS on the SFB sample the following two
equations:

lnnd:X7Tl+Z7TQ+U (61)

Innd = v, In(food) + X~y + Zy3 + w (6.2)

where (6.1) is the reduced form equation used in the standard matching problem
(as in Angrist and Kruger (1992), and Arellano and Meghir (1992)), whereas (6.2)
is the structural form equation corresponding to the inverse Engel curves discussed
in the previous section.

Predictions for the SHIW sample are based upon common information on X
and Z in the former method, and the prediction error variance is computed in
the standard way. Predictions for the SHIW sample based upon (6.2) are less
straightforward: for each household in SHIW we use the common information
on X and Z and the m (= 100) dicerent imputations for In(food). The predic-
tion error variance must take into account the multiple imputation nature of the
exercise, as detailed in the Appendix.

The former method neglects information on food expenditure (when we esti-
mate equation (6.1) we obtain R? = .4156), is robust to potential misspeci..cation
in the imputation procedure and is unacected by imputation variability. The
latter method is potentially more eCcient (when we estimate equation (6.2) we
obtain R? = .6412) but it relies on our ability to correctly predict food expendi-
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ture in the SHIW sample and its precision is acected by the random nature of the
imputation procedure.

We shall show how the imputations based on (6.1) and (6.2) dicer. In both
cases, we construct the following approximation to the saving rate:

s =1In(y — rent) — Innd (6.3)

where rent is actual rent paid by tenants and imputed rent for home-owners. Our
de..nition treats rent as a pre-committed item of expenditure, that can be taken
as ..xed in the short run. Also, it implicitly includes in saving total spending in
durable goods, and is therefore an upper bound for actual saving.'?

A saving measure like (6.3) can be constructed on National Accounts data,
by taking logarithms of the arithmetic averages of income and expenditure, if we
are prepared to include in rent some other items of housing expenditure. In 1995
the saving rate thus de..ned was 23%. The corresponding statistic in the SHIW
data (using the arithmetic averages of reported income, rent and expenditure on
non-durable goods) is 47%, an implausibly large number. In fact, the extremely
high saving rates implied by the survey have been noted in the literature, and
help motivate this paper.

In Table 6.1 we show how the saving rate (6.3) varies across the population
according to our choice for Innd . In the last column we report the distribution
of saving rates based upon observed expenditure. The median is 32%, and the
mean is 34%. This compares to the 47% reported above, and suggests that there
is less variability in expenditure than in income in the survey.

We can compare these numbers with those obtained when we take imputed
measures for Innd . If we follow the standard reduced form (RF) procedure, we
..nd a median saving rate of 13.6% and a mean saving rate of 8.6%. The structural
form (SF) procedure produces even lower ..gures (6.6% and 5.6% respectively).
As noted in Brandolini and Cannari (1984), income also suzers from underreport-
ing in SHIW, and this makes a straight comparison with national accounts data
diccult.

In Table 6.1 we also report standard errors for the mean saving rate, based
upon prediction error variances. With the RF method the prediction error vari-
ance is the sum of the variance of the disturbance and the variance of the param-
eter estimates, as usual. With the SF method a third variance component comes

120ur measure is not de..ned for those households whose income net of rent is negative or
zero. In our sample this is a relatively rare occurrence (approximately 1% of the whole sample).
An alternative that copes well with negative income observatio/rls is proposed by Attanasio
(1998): "'"”"";j)j;;‘;’r’lﬁsflfzg’”"”, where in our case consumption = nd + rent. It is a monotonic
transformation of the standard measure for all observations with positive income, and it conveys
interesting information for the remaining observations.
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Table 6.1: Saving rates descriptive statistics

Percentiles Estimated (RF) Estimated (SF) Observed

5% -0.8769 20,7569 -0.3646

250% -0.1999 -0.2395 0.0847

50% 0.1355 0.0664 0.3202

75% 0.4529 0.3827 0.6226

95% 0.9078 0.8804 1.1281
0.0862 0.0562

mean (0.0063) (0.0074) 0.3401

into play retecting the variability induced by the imputation procedure (see the
Appendix for further details). The standard errors are of comparable magnitude,
but the SF standard error is larger than the RF standard error, indicating that
imputation variance is of non-negligible magnitude. The predicted mean saving
rates are signi..cantly dicerent from each other, as long as their covariance is null
or positive.

In ..gure 6.1 we show the cumulative density functions for the saving rate
corresponding to the observed and the two predicted measures of In(nd). The
observed cdf lies entirely at the right of the other two, largely because it is based on
much lower values for non-durable expenditure. The reduced form and structural
form cdf’s of the saving rates are close to each other and cross twice, partly
refecting the higher variance of the reduced form saving rate. It is worth noting
that the reduced form saving rate is much more skewed, with a relatively fat tail
at the left of the support (large negative values).

Much of the literature on savings is interested in the age pro..le of the saving
rate, as the leading economic theory (the life-cycle model of consumption) predicts
a hump-shaped age pro..le for individual households. It is well known that cross-
section pro..les do not correct for cohort ecects, and therefore may provide a
misleading picture of the true underlying age pro..le for each cohort. However,
the cross section plot of our dirserent measures may still be interesting if we believe
cohort erects to be unarected in imputation.

In Figure 6.2 we show age plots of observed and imputed saving rates obtained
by grouping households in three-year head-age bands. Both predicted measures
are consistently below the measure based on observed expenditure, but the age
pro..le is most steeply ascending with the reduced form imputation. Some of the
most striking dicerences that occur at early and late ages may be due to sampling
variability (sample sizes are relatively small for ages up to 30 and above 75) but
the dicerence in underlying patterns is likely to refect the dicerent information
used by the two models.
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Figure 6.1: Cumulative Density Functions of the Saving Rate

7. Conclusions

In this paper we compare food and non-durable expenditure data across two Ital-
ian surveys: the widely-used, recall-questions-based Survey of Household Income
and Wealth (SHIW) and the newly released diary-based Survey of Family Budgets
(SFB). The former contains excellent income and wealth information, but only
a few, broad consumption questions; the latter contains detailed records on con-
sumption, but little (if any) income and no wealth information. The two surveys
share information on social and demographic household characteristics.

Household-level saving rates based on SHIW information are extremely high
for all ages, peaking around or even after retirement age. In this paper we have
argued that they are questionable because of the non-standard nature of recall
measurement error and that a matching technique should be used to generate
predictions for total non-durable expenditure in SHIW, and hence for the saving
rate.

In a ..rst step we have analyzed the nature of the recall error process. When
we compare marginal densities for food expenditure and total non-durable ex-
penditure, modelling the heaping and rounding process as a function of observed
characteristics and the true expenditure level, we ..nd that:

- the SHIW reported food expenditure measure is comparable to the SFB
measure once heaping and rounding errors are taken into account
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Figure 6.2: Age pro..les for the saving rate

- the SHIW reported non-durable expenditure measure is instead more seri-
ously acected by recall error.

On the basis of the above, we have argued that it makes sense to use inverse
Engel curve estimates from the SFB to generate an imputation for non-durable
expenditure in SHIW. We show that on the SFB sample the non-parametric and
semi-parametric double-log Engel curve regressions are very close to straight lines
whether we do or do not condition on demographics. We therefore estimate them
parametrically by OLS and IV and show to what extent these estimates agree
with standard ..ndings on consumer behavior.

We ..nally have discussed and assessed the relative merits of two prediction
techniques: the standard reduced form method that makes no use of food infor-
mation in the SFB sample and a structural form method that uses food records
from both SFB and SHIW samples. This latter method exploits information on
reduced form variables and from imputations on SHIW food consumption that are
consistent with the estimated heaping and rounding process. Even though more
information is used in estimation, the overall precision of the structural form pre-
dictions is potentially reduced because of imputation errors. We show that saving
rates based on either method are on average much lower than saving rates based on
raw data and that their estimated standard errors are of comparable magnitude.
The key dizerence lies in the way they vary with age: the reduced form method
generates a markedly upward sloping age pro..le for the saving rate that is hard
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to reconcile with commonly accepted theories on saving behavior; the structural
form method produces a much fatter pro..le. In both cases however there still is
evidence of active saving behavior after retirement.
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8. Appendix

In this section we formally derive the asymptotic standard errors for mean pre-
dicted saving rates reported in Table 6.1. Let

yi =X;3 (8.1)
be the predicted non durable expenditure based on the j-th imputed food measure
in the SHIW sample, where 5 = 1,...,m. The matrix X; contains the observed
SHIW information about household demographic and housing stock character-
istics considered in the structural equation estimated in the SFB sample (i.e.:
equation 6.2), together with the SHIW j-th imputed measure of food obtained as
explained in Section 4.

We predict non-durable expenditure in SHIW for each of the m sets of regres-
sors X, and combine the results to produce ..nal estimate properly adjusted for
the multiple imputation context.

Conditional on the generic imputation, standard econometric results can be
applied to prove that the forecast in (8.1) is a normal random variable whose
variance matrix can be easily estimated by

T, =5 [I+X; (XX)"' X)|.

The term 57 (X'X)~" is the best unbiased estimate for the variance matrix of
(B — B) obtained from the structural equation estimation step in the SFB sample.
The estimated variance of the mean predicted expenditure
1 .
My = n Z Yij
1€SHIW
can be written as .
~2 Ty
Tj = ?1 \IJJ]_

Pooling the information from the m imputed data sets, the combined estimate
and its associated variance are

N G
umm;uj,

_ 1
T, = Wo+21p, 8.2)
m
where
_ 1
Wm = 2‘7
o
1 R N2
B = — = (B~ 7im)

J
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are the within imputation and the between imputation sources of variability, re-
spectively, and (m+1)/m is an adjustment for ..nite m. The variance for predicted
non durable expenditure (8.2) allows to compute the asymptotic standard errors
of our approximation for the saving rate de..ned in (6.3). Interval estimation and
signi..cance tests are based on the statement

(Fir = 1) T2 ~ 1,
where ¢, is the ¢ reference distribution with
T 2
1 Wn
= -1 —m
p=(m )l +m+1Bm]

degrees of freedom (see Little and Rubin, 1987, for more details).
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