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ABSTRACT

Composite analysis is used to examine the physical processes that drive the growth and decay of the surface

air temperature anomaly pattern associated with the North Atlantic Oscillation (NAO). Using the thermo-

dynamic energy equation that the European Centre for Medium-Range Weather Forecasts implements in

their reanalysis model, we show that advection of the climatological temperature field by the anomalous wind

drives the surface air temperature anomaly pattern for both NAO phases. Diabatic processes exist in strong

opposition to this temperature advection and eventually cause the surface air temperature anomalies to

return to their climatological values. Specifically, over Greenland, Europe, and the United States, longwave

heating/cooling opposes horizontal temperature advection while over northern Africa vertical mixing op-

poses horizontal temperature advection. Despite the pronounced spatial correspondence between the skin

temperature and surface air temperature anomaly patterns, the physical processes that drive these two

temperature anomalies associated with the NAO are found to be distinct. The skin temperature anomaly

pattern is driven by downward longwave radiationwhereas stated above, the surface air temperature anomaly

pattern is driven by horizontal temperature advection. This implies that the surface energy budget, although a

useful diagnostic tool for understanding skin temperature changes, should not be used to understand surface

air temperature changes.

1. Introduction

The North Atlantic Oscillation (NAO) is one of

the most established and dominant teleconnection pat-

terns observed over the Northern Hemisphere (e.g.,

Wallace and Gutzler 1981). Characterized by a redis-

tribution of atmospheric mass between the midlatitude

and subtropical North Atlantic, and arising from the

remnants of breaking of synoptic-scale Rossby waves

(e.g., Benedict et al. 2004; Franzke et al. 2004; Rivière

and Orlanski 2007; Woollings et al. 2008), the NAO

exerts an influence on the weather and climate from

subseasonal to interannual time scales.

The subseasonal changes in weather associated with

the NAO occur within a 2–3-week period, which corre-

sponds to growth and decay periods that both last about

6–12 days, and to the amount of time that it takes for the

lagged autocorrelation function of the NAO to decay

by a factor of e (Feldstein 2000). The time period over

which the NAO grows and decays can perhaps be

explained by the driving by preexisting synoptic-scale

eddies whose self-interaction projects onto the NAO

(Luo et al. 2007) or by barotropic stochastic eddy forcing

(Vallis et al. 2004).

The influence that theNAOexerts on the weather and

climate is primarily felt along the continents that border

the North Atlantic Ocean. These impacts are wide-

ranging and include anomalies in surface air tempera-

ture (SAT), moisture, and precipitation (e.g., van Loon

and Rogers 1978)—all of which can lead to subsequent

social, economic, and ecological impacts (Hurrell et al.

2003). The focus of this study is the subseasonal SAT

changes that accompany the NAO.

Previous studies have surmised that the NAO’s

SAT anomaly pattern (pictured in Fig. 1 as a composite

against the NAO events described in section 2), is driven

by horizontal temperature advection (e.g., Walker and

Bliss 1932; van Loon and Rogers 1978; Rogers and van

Loon 1979; Wallace and Gutzler 1981; Watanabe 2004;

Woollings et al. 2008). In addition to horizontal tem-

perature advection, however, Trigo et al. (2002) note

that anomalous radiative forcing (both shortwave andCorresponding author: Joseph P. Clark, juc414@psu.edu
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longwave) from clouds may also contribute to the

NAO’s SAT anomaly pattern. The viewpoint that hor-

izontal temperature advection drives the NAO’s SAT

anomaly pattern is supported qualitatively by maps of

anomalous sea level pressure, from which the implied

direction of the anomalous winds relative to the clima-

tological temperature gradient suggests the observed

SAT anomaly pattern (see Fig. 1 ofWallace andGutzler

1981). Such inferences from sea level pressure anomaly

maps can also be found in the early studies of Teisserenc

de Bort (1883) and Namias (1953).

Apart from the qualitative sea level pressure anomaly

map argument, the spatial pattern of horizontal tem-

perature advection associated with the NAO (specifi-

cally, the advection of the climatological temperature

by the anomalous zonal wind) resembles the NAO’s

SAT anomaly pattern, further supporting the viewpoint

that the NAO’s SAT anomaly pattern is driven by hor-

izontal temperature advection (Thompson and Wallace

2000). However, the study of Thompson and Wallace

(2000) (along with many other NAO studies) utilizes

monthly mean data to determine the spatial pattern of

horizontal temperature advection. Since the publication

of Thompson and Wallace (2000), it has become in-

creasingly evident that the NAO grows and decays

within a 2–3-week time frame (Feldstein 2000) and

therefore, it is perhaps more accurate to evaluate the

weather impacts of the NAO with daily data. In addi-

tion, the mechanism that causes the NAO’s SAT

anomalies to decay is not well established. The pur-

pose of this study is thus to evaluate the contributions

that various processes have on both the growth and

decay of the daily temperature changes observed when

the NAO is active.

Relative to the number of studies that examine the

NAO’s SAT anomalies with monthly mean data (e.g.,

Trigo et al. 2002), few studies have addressed the

question of what drives the growth and decay of the

NAO’s SAT anomalies with daily data. One study that

has addressed this question, Diao et al. (2015), reported

findings that are somewhat different from the leading

viewpoint that the NAO’s SAT anomalies are driven by

the advection of the climatological temperature field by

the anomalous wind. After temporally filtering various

terms in the thermodynamic energy equation, they

showed that the NAO’s SAT anomalies near Warsaw

and Saint Petersburg grow in response to the advection

of the submonthly (7–31-day) temperature anomalies

by the submonthly wind anomalies and decay through

the advection of the transient (2–7-day) temperature

anomalies by the submonthly wind anomalies.

As an alternative to the thermodynamic energy

equation, some studies utilize the surface energy budget

to understand changes in SAT, particularly over the

Arctic where over the last several decades, the SAT is

increasing at a rate of about twice the global average

(Polyakov et al. 2002; Serreze and Francis 2006). Al-

though the surface energy budget applies strictly only

to the skin temperature, rather than to the SAT (usu-

ally taken to be the temperature 2m above the surface),

the high spatial correspondence between the skin tem-

perature and SAT (Chen et al. 2002; Gong et al. 2017;

Lee et al. 2017) is often taken as justification for using

the surface energy budget as a means to understand

changes in SAT as well. In this study, however, we

separately address the processes that contribute to skin

temperature and SAT changes by analyzing not only the

surface energy budget, but also the thermodynamic en-

ergy equation at the lowest level of the reanalysis model

of the European Centre for Medium-Range Weather

Forecasts (ECMWF; see section 2), which corresponds

to a height of about 10m above the surface (Berrisford

et al. 2009). This lends insight into the relationship be-

tween the skin temperature and SAT and also to the

extent that the surface energy budget can be applied to

understand changes in SAT as well as changes in skin

temperature.

An overview of the reanalysis data and methods used

in this study follows in section 2, which includes a dis-

cussion of the composite method, and the thermody-

namic and surface energy budget equations that are

used. A description of the results follows in section 3,

FIG. 1. Surface air temperature anomaly composite for the (left) positive and (right) negative phases of the NAO. For details on how the

NAO is defined, see the text in section 2 associated with Fig. 2.
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for which each term in each budget equation is analyzed

and discussed. Finally, a summary is provided in section 4.

2. Data and methods

For this study, daily data from the ECMWF interim

reanalysis (ERA-Interim; Dee et al. 2011) on a 2.58 3

2.58 grid are utilized from 1979 to 2012 with a focus on

the winter months of December–February (DJF), the

season in which the NAO is most active (e.g., Barnston

and Livezey 1987). From all analyzed quantities, the first

10 harmonics of the calendar-day-dependent seasonal

cycle is subtracted at each grid point.

Composites of these DJF anomaly fields are produced

based on days in which the NAO amplitude time series,

defined by the first principle component of an empirical

orthogonal function (EOF) analysis (e.g., Kutzbach

1967), attains a peak value that is more than one stan-

dard deviation from its DJFmean value and is separated

from all other peak values by more than 12 days. The

EOF analysis is applied to DJF mean sea level pressure

anomaly data for the domain 208–808N, 908W–408E. The

12-day time frame used to separate events corresponds

to the average number of days, over each DJF season,

that it takes for the lagged autocorrelation function

of the NAO amplitude time series to decay by a factor of

2e (see Fig. 2; interestingly, there is substantial inter-

annual variability in this time scale). In this way, 85

positive NAO events and 75 negative NAO events are

identified. For events near the beginning or the end of

each DJF season, composite lags are permitted to ex-

tend into the other months.

Statistical significance is tested using a Monte Carlo

approach. A total of 250 random composites with the

same number of events are generated and statistical

significance is marked for p , 0.10, based on a two-

tailed test.

a. Thermodynamic energy equation on the lowest

model level

The ECMWF reanalysis model uses a hybrid-pressure

(‘‘eta’’) coordinate system that is terrain following

(ECMWF 2014). Data are provided at the lowest model

level, which is approximately (based on the hydro-

static equation) 10m above the surface (Berrisford et al.

2009). Because the temperature on the lowest eta sur-

face has a very close correspondence with the 2-m

temperature (not shown), which is typically taken to

be the SAT, we analyze the data provided on this surface

with the terms in the thermodynamic energy equation

as implemented in the reanalysis model. This enables

us to better understand the processes that contribute to

temperature changes near the surface.

The thermodynamic energy equation implemented in

the reanalysis model can be written as

›T

›t
52u

›T

›x
2 y

›T

›y
2 _h

›T

›h
1
kTv

p
1P

T
1Res (1)

(ECMWF 2014). This equation states that the

temperature may change in response to horizontal

temperature advection 2u›T/›x 2 y›T/›y, vertical tem-

perature advection 2 _h›T/›h, adiabatic warming kTv/p

(where k [ Rd/cpd), and diabatic heating PT, where

the diabatic heating term PT is composed of long-

wave radiative heating/cooling, shortwave radiative

heating/cooling, latent heat release and vertical mix-

ing. All of these terms are either explicitly provided

by ERA-Interim or may be calculated using data

that are provided. The Res term is a residual ac-

counting for the analysis increment (e.g., Trenberth

et al. 2011) and for any inconsistencies between (1) and

the precise equation that is implemented by ECMWF.

These inconsistencies include neglect of moisture in

the adiabatic term, neglect of horizontal diffusion, and

differences between our numerical methods and those

that the ECMWF reanalysis model uses (ECMWF

2014). For example, horizontal derivatives are evalu-

ated using spherical harmonics.1 Details about how

FIG. 2. The 1979–2012 December–February autocorrelation

functions for theNAOamplitude time series. Dashed lines indicate

the autocorrelation for different seasons. The thick line is the mean

autocorrelation function.

1The built-in NCAR command language procedure ‘‘gradsf’’ is

utilized.
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the vertical advection term is calculated are included

in the appendix.

Because many studies have qualitatively attributed

changes in SAT associated with the NAO to advection

of the climatological temperature field by the anomalous

wind (e.g., Wallace and Gutzler 1981, their Fig. 1), we

divide the advection term into components by letting

u5 u1 u0 and T5T1T 0,

2u � =T52u0 � =T2 u � =T 0
2 u0 � =T 0

2 u � =T , (2)

where overbars denote a smoothed daily climatology,

primes denote deviation therefrom, = [ (›/›x, ›/›y, 0)

and u5 (u, y, 0). Removing the smoothed seasonal cycle

from the advection terms yields the following expression

for the advection anomaly:

2u � =T1 u � =T 5 (2u0 � =T1 u0 � =T )1 (2u � =T 0

1 u � =T 0)1 (2u0 � =T 0
1 u0 � =T 0)

1 (2u � =T1 u � =T ) , (3)

and because the overbars denote a smoothed daily cli-

matology, rather than a standard time mean, Reynold’s

postulates (e.g., Holton and Hakim 2013, p. 257) do not

hold exactly. The mean of any primed quantity, albeit

nearly equal to zero, is not exactly equal to zero and, for

example, u � =T 6¼ u � =T .

Equation (3) states that the horizontal temperature

advection anomaly is driven by the anomalous ad-

vection of the climatological temperature field by

the anomalous wind 2u0 � =T1 u0 � =T, the anoma-

lous advection of the anomalous temperature by the

climatological wind 2u � =T 0
1u � =T 0, the anomalous

advection of the anomalous temperature by the anom-

alous wind 2u0 � =T 0 1 u0 � =T 0, and an additional term

reflecting the small difference between u � =T and

u � =T . Removing the seasonal cycles from each term in

(1) and combining the result with (3) yields

›T 0

›t
5 (2u0 � =T1 u0 � =T )1 (2u � =T 0

1 u � =T 0)

1 (2u0 � =T 0
1 u0 � =T 0)1(2u � =T1 u � =T )

2

�

_h
›T

›h

�0

1

�

kTv

p

�0

1P0
T 1Res0 . (4)

To determine whether presumptions of previous

studies are correct, that is, that 2u0 � =T drives the

growth of the NAO’s SAT anomalies, we follow a

methodology similar to Seo et al. (2016) and indepen-

dently integrate composites of each term in (4) using

the forward-Euler method. Integrations are computed

at each grid point and then integrated SAT anomaly

values are domain averaged over the boxes that outline

the major anomalies shown in Fig. 1. Table 1 displays

the precise range of latitudes and longitudes included

in these domains. The domains are chosen to outline

the major anomalies in Fig. 1 for the positive phase;

however, the results are not sensitive to the precise do-

main sizes or locations. Integrations are initiated at lag

day 210 over Greenland and Europe and lag day 25

over the United States and northern Africa. Although

the conclusions of our analysis are also not sensitive to

the precise lag day chosen from which to initiate the

integrations, the size of the residual is sensitive, as will

be discussed further in section 3a.

For the diabatic heating terms, we use the 12-h accu-

mulated data initiated at 0000 and 1200 UTC. These

diabatic terms provided by ERA-Interim are the total

diabatic tendency, shortwave radiative tendency and

longwave radiative tendency (Berrisford et al. 2009),

and the contribution to the diabatic heating by the sum

of latent heat release and vertical mixing is given as a

residual; that is,

Q
lat

c
p

1
Q

mix

c
p

5
Q

c
p

2
Q

rad

c
p

, (5)

where Qlat, Qmix, and Qrad represent the contributions

by latent heat release, vertical mixing and radiation

(shortwave 1 longwave) to the total diabatic heating Q

[denoted PT in (4)], and cp denotes the specific heat

capacity of air (Fueglistaler et al. 2009).

It should be noted that the diabatic heating terms

in ERA-Interim are heavily dependent on the pa-

rameterization schemes that are used in the reanalysis

model and, as such, these terms are subject to errors in

the parameterization schemes. Given that the circu-

lation and temperature fields are reasonably well

represented in the reanalysis, it can be argued that

the total diabatic heating is likely to be reasonably

well represented as well. However, there are prob-

lems with the representation of clouds over the Arctic

that can lead to large errors in the radiation budget

(e.g., Prenni et al. 2007), despite the fact that the ra-

diative transfer scheme used by ECMWF has been

verified extensively by observations (Mlawer et al. 1997;

TABLE 1. Domains of the major temperature anomalies.

Region Domain

Greenland and Baffin Bay 558–858N, 208–758W

Europe and the Barents and Kara Seas 458–858N, 58W–608E

United States 308–508N, 758–1108W

Northern Africa 58–358N, 108W–308E
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Iacono et al. 2008). Moreover, the values of total

column water vapor provided by different reanalysis

products can vary (Schröder et al. 2016), diminishing

the confidence that should be placed on, for example,

the latent heat release contribution to the diabatic

heating.

b. Surface energy budget

The surface energy budget is used to identify relevant

contributors to the skin temperature anomaly pattern,

which we will show resembles the SAT anomaly pattern

except for anomalies overlying the ocean. Following

Gong et al. (2017) and Lee et al. (2017), if we let G
h

[
Ð

Dz

0
rcp(dT/dt) dz

i

denote energy storage at the sur-

face, then

G5FY

lw 1F[

lw 1FY
sw 1F[

sw 1F
sh
1F

lh
1R , (6)

where Flw and Fsw denote longwave and shortwave ra-

diation, respectively, and the superscripts [ and Y de-

note the upward and downward directions. The

quantities Fsh and Flh, respectively, refer to the surface

sensible and latent heat fluxes. Terms in the surface

energy budget that are not provided by ERA-Interim,

such as skin temperature changes associated with

conduction through and melting of sea ice, and mixing

in the oceanic boundary layer, are contained in R.

Following the ERA-Interim sign convention, energy

fluxes are defined to be positive if they are directed

downward.

Taking the differential of (6), as in Lu and Cai (2009),

Lesins et al. (2012), Gong et al. (2017), and Lee et al.

(2017),

DG5DFY

lw 1DF[

lw 1DFY
sw 1DF[

sw 1DF
sh
1DF

lh
1DR ,

(7)

where the differential operator D denotes an anomaly.

If G is taken to represent the energy storage within

an infinitesimally thin interface at the surface, then

G 5 0 (Gong et al. 2017; Lee et al. 2017), which is

consistent with the assumption that the ECMWF re-

analysis model takes over land, namely that the specific

heat capacity is zero (ECMWF 2009). However, the

reanalysis model does not assume a zero heat capacity

over the ocean and we therefore deviate from the

aforementioned studies slightly, by subtracting DG from

both sides of (7) yielding

05DFY

lw 1DF[

lw 1DFY
sw 1DF[

sw 1DF
sh
1DF

lh

1DR2DG , (8)

where a new residual is calculated as DR 2 DG:

DR2DG5 2DFY

lw 2DF[

lw 2DFY
sw 2DF[

sw

2DF
sh
2DF

lh
. (9)

Because the reanalysis model assumes a zero specific

heat capacity over land, the residual over land therefore

reflects only physical processes contained in DR.

Using the Stefan–Boltzmann law to express F[

lw

as 2«ssT
4
s , where «s is the surface emissivity, s is the

Stefan–Boltzmann constant and Ts denotes the skin

temperature, (9) can be rewritten as

DT
s
5

DFY

lw 1DFY
sw 1DF[

sw 1DF
sh
1DF

lh
1DR2DG

4«
s
sfT

s
g3

,

(10)

which implies that the skin temperature anomaly may

change in response to changes in anomalies of down-

ward longwave radiation, net shortwave radiation, sur-

face heat fluxes and residual processes. For the purpose

of this study, «s is approximated to be 1.0 and {Ts} is the

DJF-mean skin temperature.

To examine this surface energy budget, 12-h accu-

mulated data initiated at 0000 and 1200 UTC are aver-

aged together after dividing by the 12-h time step (in

seconds), and the skin temperature anomaly is set to

its daily mean value (average of 0000, 0600, 1200, and

1800 UTC). Composite anomaly fields of each term in

(10) are then produced.

3. Results

a. The thermodynamic energy equation on the lowest

eta surface

Domain area-weighted averages (see Table 1) of the

composite temperature on the lowest eta surface in-

dicate that between lag day 210 and lag day 11, the

temperature changes by nearly 2K over Europe and

Greenland, during both phases of the NAO (Figs. 3 and

4). The dominant contributor to these temperature

changes is indeed horizontal temperature advection,

which is composed of four components [(3)]. Figures 3

and 4 indicate that the advection of climatological

temperature by the anomalous wind is the dominant

contributor to the horizontal temperature advection,

whereas the other advection terms (2u � =T 0 1 u � =T 0

and 2u0 � =T 0 1 u0 � =T 0) are smaller, or are of opposite

sign (this point is discussed with more detail in Clark

and Feldstein (2019, hereafter Part II)]. The term

(2u � =T1 u � =T ) is more than two orders of magni-

tude smaller than the temperature change and is there-

fore omitted from Figs. 3 and 4, as is the shortwave

radiative tendency.

JANUARY 2020 C LARK AND FELDSTE I N 189

Unauthenticated | Downloaded 08/04/22 04:36 PM UTC



On its own, the advection of the climatological tem-

perature by the anomalous wind changes the tempera-

ture by far more than what is observed between lag

day 210 and lag day 110. In this time interval, the

contribution to temperature change by the advection

of the climatological temperature by the anomalous

wind is nearly 8K over Europe during both NAO pha-

ses, which is about 4 times larger than the maximum

observed temperature change observed at lag day 11.

Similarly, over Greenland, the advection of the clima-

tological temperature by the anomalous wind changes

the temperature by more than 15K, which is about

8 times greater than the maximum observed tempera-

ture change observed at lag day 11.

The very large temperature changes associated

with the advection of the climatological temperature

by the anomalous wind implies that there must be one

or more processes in opposition to this advection

term. Figures 3 and 4 show that this is accomplished

by diabatic heating. Specifically, over Greenland,

Europe and theUnited States, longwave heating/cooling

dominates the diabatic heating contribution to tem-

perature change and at most lags there is a near bal-

ance between the longwave heating/cooling and

horizontal temperature advection, with the former

being larger in magnitude than the latter at positive

lags, and vice versa at negative lags. This relationship

is of course to be expected if these two processes are

to account for the growth and decay of the tempera-

ture anomalies. Furthermore, for all three regions and

both NAO phases, it is seen that warm advection is

opposed by longwave cooling and cold advection by

longwave warming. This relationship can be concep-

tualized by considering the Newtonian cooling approx-

imation to the radiative transfer equation (Fueglistaler

et al. 2009):

Q
lw

c
p

’2t21T 0 , (11)

where t is the relaxation time scale. Figures 3 and 4 imply

that the advection of climatological temperature by the

FIG. 3. The composite thermodynamic heat budget on the lowest eta surface, domain averaged over the regions

indicated by the titles of each panel (see Table 1). The thick and thin gray lines respectively show the tempera-

ture change and summation [(15)] and correspond to the right axis. The remaining terms correspond to the left

axis. The thick, thin, dashed, and dotted red lines respectively show the contribution to temperature change

by 2u � =T1 u � =T , 2u0 � =T1u0 � =T, 2u � =T 0
1u � =T 0, and 2u0 � =T 0

1 u0 � =T 0. The thick, thin, and dashed

blue lines respectively show the contribution to temperature change by the total diabatic heating, longwave ra-

diative heating, and latent heating1 vertical mixing. The orange line shows the contribution to temperature change

by vertical advection and the green line shows the contribution to temperature change by adiabatic warming.

Statistical significance at p , 0.10 is indicated with 3 marks.
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anomalous wind produces a temperature perturbation

T0, which causes the longwave heating/cooling to re-

spond in accordance with (11).

Over Greenland, Europe and the United States, the

longwave cooling (heating) eventually comes into bal-

ance with warm (cold) horizontal temperature advec-

tion, with the longwave cooling (heating) ultimately

causing the temperature to return to its climatological

value. Unlike Greenland, Europe and theUnited States,

the diabatic heating process in opposition to horizontal

temperature advection over northern Africa is the sum

of latent heat release and vertical mixing. We presume

that vertical mixing is much stronger than latent heat

release near the surface over northern Africa and con-

ceptualize this relationship using an approximation to

the vertical divergence of the eddy potential tempera-

ture flux from flux-gradient theory (e.g., Holton and

Hakim 2013, p. 264):

›[u*w*]

›z
52K

h

›2[u]

›z2
} [u] , (12)

where the square brackets denote a time mean long

enough to average out the small-scale eddy fluctuations

and short enough to retain the large-scale flow (Holton

and Hakim 2013, p. 256), asterisks denote deviation

therefrom, w is the vertical velocity, and Kh is the eddy

diffusivity of heat. Equation (12) implies that a vertical

divergence of eddy potential temperature flux (cooling)

occurs in response to an increase in potential tempera-

ture by warm advection, and vice versa. Evidently, this

process is more important near the surface over north-

ern Africa than it is over Greenland, Europe and the

United States. Thus, in the same way that longwave

heating causes the SAT to return to its climatological

value over Greenland, Europe and the United States,

vertical mixing eventually causes the SAT to return to its

climatological value over northern Africa.

Figures 3 and 4 also feature a large residual (implied

by the difference between the summation curve and the

temperature change curve), particularly over Europe

and northern Africa. This is inevitable because it is not

possible, with the data that ECMWF provide, to diag-

nostically calculate the contributions to temperature

change by all variables on the right-hand side (RHS)

of (1) in precisely the same way that the reanalysis

model calculates the contributions to temperature

change. However, if it were possible to diagnostically

calculate the contributions to temperature change by all

variables on the RHS of (1) in the same way that the

reanalysis model does, then there would be no residual

in Figs. 3 and 4. That being said, the growth of the re-

sidual over time suggests that numerical truncation is

perhaps the ultimate cause.

Consider the residual, defined as

FIG. 4. As in Fig. 3, but for the negative phase of the NAO.
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Res[
›T

›t
1 u

›T

›x
1 y

›T

›y
1 _h

›T

›h
2

kTv

p
2P

T
. (13)

This quantity may be small at a particular instant but

may have the same sign for several consecutive days

such that when integrated over time, it becomes large. It

is possible, for example, that our estimate of vertical

temperature advection (which is difficult to diagnosti-

cally calculate in eta coordinates—see the appendix)

has a systematic bias that can account for the growth of

the residual over time.

The residual, corresponding to the difference be-

tween the summation and temperature curves in Figs. 3

and 4, is

ðt1Dt

t

Res0 dt5T 0(t1Dt)2T 0(t)1

ðt1Dt

t

�
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›x
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›h
2
kTv

p
2P

T

�0

dt . (14)

The fact that the temperature change has amuch smaller

amplitude (up to 20 times smaller at some lag days) than

the dominant terms (e.g., temperature advection and

longwave heating/cooling) implies that the residual,

given by (14), will be rather sensitive to small errors in

the calculation of these dominant terms. For example,

over Greenland during the negative phase of the NAO

(Fig. 4), the residual (inferred by the difference between

the summation and temperature change curves) is

about 21.5K at lag day 11, which is rather small com-

pared to the temperature advection (;10K) and long-

wave cooling (;29.5K) contributions at the same time

lag. Because the residual is expected to be sensitive to

small errors in the dominant terms and because the

summation term, which is given by

Sum5

ðt1Dt

t

�

u
›T

›x
1 y

›T

›y
1 _h

›T

›h
2

kTv

p
2P

T

�0

dt ,

(15)

fluctuates with the temperature changeT0(t1Dt)2T0(t)

(cf. the thin and thick black lines in Figs. 3 and 4), we

believe that this thermodynamic budget analysis is use-

ful, in spite of the large residual term.

b. The surface energy budget

Using (10), we examine the dominant drivers of the

skin temperature anomaly field (the leftmost column in

Figs. 5 and 6; shown as pentad averages). As with the

SAT anomaly pattern, the skin temperature anomaly

pattern is characterized by warming over the eastern

United States, Europe, and the Barents and Kara Seas

and cooling over northernAfrica, Greenland, andBaffin

Bay during the positive phase of the NAO. During the

negative phase of the NAO, the reverse skin tempera-

ture anomaly pattern is observed. However, unlike the

SAT anomaly pattern, the skin temperature anomaly

pattern is weaker over open water (see http://nsidc.org,

which shows the 1981–2010 climatological median sea

ice edge) south of Greenland and north of Scandinavia

and Russia (see Fig. 7).

Of all the terms in the surface energy budget, the

downward longwave radiation anomaly pattern most

closely resembles the skin temperature anomaly pattern

(as indicated by the pattern correlation depicted in

the top-left corner of each panel), consistent with Luo

et al. (2017, 2019), which implies that it prominently

contributes to the changes in skin temperature during

both phases of the NAO. This is in contrast with the

SAT anomaly pattern, which is driven by horizontal tem-

perature advection (Figs. 3 and 4). Together, Figs. 3–6

suggest that horizontal temperature advection drives

the NAO’s SAT anomaly pattern, while the associated

changes in downward longwave radiation, which may

arise through the anomalies in air temperature, water

vapor, or cloudiness, drive the NAO’s skin temperature

anomaly pattern.

Although it is clear that downward longwave radi-

ation is an important contributor to the skin temper-

ature anomaly pattern of the NAO (Figs. 5 and 6), the

cause for the downward longwave radiation anomaly

pattern remains unclear. It is possible, if not likely, for

example, that temperature, water vapor and cloud

fraction anomalies are not equally important for the

downward longwave radiation anomaly pattern of the

NAO. In Part II of this study, we quantify the contri-

butions to the downward longwave radiation anomaly

pattern of the NAO by anomalies in air temperature,

water vapor and clouds using both reanalysis data and

the Rapid Radiative TransferModel (RRTMG;Mlawer

et al. 1997; Iacono et al. 2008).

Over the ocean north of Russia, south of Greenland

and off the coast of the eastern United States, Figs. 5

and 6 indicate the presence of large-amplitude surface

sensible and latent heat fluxes, also consistent with

Luo et al. (2017, 2019). These heat fluxes tend to be of

smaller amplitude over the land, where the air is more

stably stratified, particularly over Greenland, compared

to the air that overlies the ocean. The sensible and latent

heat fluxes are largely balanced by the residual term

DR 2 DG (rightmost columns in Figs. 5 and 6), which

may be due to mixing within the oceanic boundary

layer, or other residual processes contained in DR.

The spatial pattern of the sensible and latent heat fluxes

likely reflects the fact that a strong vertical temperature
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contrast develops between the air and underlying

ocean surface over these regions (see Fig. 7) and that

enhanced zonal winds develop over the central North

Atlantic Ocean in response to an increase in the me-

ridional pressure gradient for the positive NAO, and

vice versa for the negative NAO. The vertical tem-

perature contrast that arises from the large thermal

inertia of the ocean is clearly reflected by the magni-

tude of the residual term DR 2 DG over the ocean,

shown in Figs. 5 and 6.

As stated above, once the advection of the climato-

logical temperature by the anomalous wind changes the

SAT, an enhanced vertical temperature gradient de-

velops near the surface over the Atlantic Ocean (Fig. 7)

because the sea surface temperature remains approxi-

mately constant relative to the overlying air. A large

vertical temperature gradient does not develop near

the surface of the continents surrounding the Atlantic

Ocean because the landmasses have a smaller specific

heat capacity than the ocean (in fact, the reanalysis

model assumes a specific heat capacity of zero over

the land; ECMWF 2009). As a result, the anomalous

surface heat fluxes shown in Figs. 5 and 6 develop over

the ocean, but not over the land. These findings suggest

FIG. 5. Surface energy budget composite during the positive phase of the NAO. (from left to right) Columns display composite

anomalies of skin temperature, downward longwave radiation, net shortwave radiation, sensible heat flux, latent heat flux, and the residual

term (see text). Rows display time lags (as pentad averages). All fluxes are normalized by the quantity 4«ss{Ts}
3, which ensures that their

units are kelvins (see text). Pattern correlations with the skin temperature (weighted by the square root of the cosine of latitude)within the

domain 208–808N, 908W–408E are shown in the top-left corner of each panel.
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that the anomalous surface heat fluxes develop in re-

sponse to horizontal temperature advection, especially

over the ocean, where the SAT changes over a surface

whose temperature remains relatively constant due to its

large specific heat capacity.

Upon close examination of Figs. 5 and 6, the ampli-

tude of the latent heat flux anomalies of the negative

NAO phase appear larger than those of the positive

phase. However, a Student’s t test indicates that the

difference in amplitude between the two phases is not

statistically significant. The latent heat flux anomaly

pattern of both NAO phases largely matches the sensi-

ble heat flux anomaly patterns, but with a particularly

large amplitude in the regions where the meridional

pressure gradient is enhanced, consistent with accelerated

zonal wind anomalies and presumably enhanced evap-

oration from the ocean’s surface.

Comparing the third columns to the leftmost columns

in Figs. 5 and 6, it is seen that the net shortwave radiation

anomaly is relatively weak in amplitude and does not

contribute to the skin temperature anomaly pattern

(perhaps not surprisingly given that net shortwave ra-

diation tends to be unimportant in the wintertime). The

pattern correlation between the net shortwave radiation

anomaly pattern and the skin temperature anomaly

pattern remains substantially smaller than the pattern

correlation between the skin temperature anomaly

pattern and the other terms. In spite of this, there are

statistically significant signals of net shortwave radiation

over the North Atlantic equatorward of 308N and at lag

FIG. 6. As in Fig. 5, but for the negative phase of the NAO.
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day 110 that appear in the opposite sense between the

positive and negative NAO phases (Figs. 5 and 6). Re-

peated resamplings of the data show that the pattern

correlation between the net shortwave anomaly patterns

of the two NAO phases (r ; 20.6) is statistically sig-

nificant at p , 0.0001.

4. Summary and conclusions

This study separately evaluates the growth and decay

of the SAT and skin temperature anomaly patterns as-

sociated with the NAO. A composite-based approach is

taken, showing that the SAT and skin temperature

anomaly patterns of the NAO are similar and com-

posed of four different anomalies that develop over

Greenland/Baffin Bay, Europe/Barents and Kara Seas,

the United States, and northern Africa. Diagnostic

evaluation of the thermodynamic energy equation on

the lowest model level surface provided by ERA-

Interim shows that the driver of the SAT anomaly pat-

tern is different from that of the skin temperature

anomaly pattern, despite the large spatial correspon-

dence between them. This suggests that the surface en-

ergy budget, although a useful diagnostic tool for

understanding changes in skin temperature, should not

be applied to understand changes in SAT (e.g., Gong

et al. 2017; Lee et al. 2017). The SAT anomaly pattern

develops through horizontal temperature advection,

specifically through advection of the climatological

temperature field by the anomalous wind, while the skin

temperature anomaly pattern develops through changes

in downward longwave radiation. In Part II, we address

the question of whether air temperature, water vapor, or

cloud fraction anomalies cause the downward longwave

radiation anomalies of the NAO. Apart from high-

lighting the different drivers of skin temperature and

SAT, the evaluation of the thermodynamic equation on

the lowest model level shows that the decay of the SAT

anomalies is through longwave radiative heating/cooling

over Greenland, Europe, and the United States, and

through vertical mixing over northern Africa.

There is evidence that the large-amplitude surface

heat fluxes present over the ocean during the NAO ul-

timately arise in response to a vertical temperature

gradient that develops there, as a result of the large

thermal inertia of the ocean. It is shown that horizontal

temperature advection causes the SAT to change, while

the ocean’s surface temperature remains nearly con-

stant. The surface energy budget indicates that while

these large-amplitude surface heat fluxes overlie the

ocean, the downward longwave radiation anomaly pat-

tern most strongly resembles the skin temperature

anomaly pattern. This leads to the conclusion that, while

heat fluxes contribute to skin temperature anomalies

over the ocean, downward longwave radiation is the dom-

inant driver of the skin temperature anomaly pattern.

FIG. 7. The composite difference between the surface air temperature anomaly and skin temperature anomaly at lag

day 0 during the (left) positive and (right) negative phases of the NAO.
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APPENDIX

Calculation of the Vertical Advection Term

We estimate the vertical advection of tempera-

ture on the lowest model level using an approach

that mirrors that in the reanalysis model. The ver-

tical advection of any particular quantity X is dis-

cretized [ECMWF 2014, their (2.19)] in the reanalysis

model as

�
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,

which is a scheme introduced originally by Simmons

and Burridge (1981), where p is pressure, k denotes an

integer model level number, h is the vertical coordinate,

and _h is the Lagrangian tendency of h. The variable Dpk
is given by
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where pk11/2 is the pressure on the k 1 1/2 ‘‘half level,’’

ps is the surface pressure, and Ak11/2 and Bk11/2 are

constants dependent only k (see Berrisford et al. 2009,

their Table 2). The vertical temperature advection on

the lowest model level, k 5 60 is then given by
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because ( _h›p/›h)6011/2(X61 2X60)5 0 where the bound-

ary condition _h5 0 applies (ECMWF 2014). Here, T60

and T59 are provided by ERA-Interim and we esti-

mate ( _h›p/›h)5911/2 by combining (2.14) and (2.18) in

ECMWF (2014):
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,

where DB60 5B6011/2 2B5921/2. The surface pressure,

surface pressure tendency, horizontal divergence,

and horizontal wind may be downloaded explicitly

from ERA-Interim. A DJF climatology of the vertical

temperature advection using this estimate is shown in

Fig. A1. The figure shows reasonable magnitudes around

regions of high topography such as over Greenland and

FIG. A1. Climatology of vertical temperature advection on the lowest model level ( _h›T/›h)60
estimated using the methods outlined in the appendix.
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the Himalayas, where vertical motions are expected to

be strong.
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