Kent Academic Repository
Full text document (pdf)

Citation for published version

Mingers, John and Standing, Craig (2018) What is information? Toward a theory of information
as objective and veridical. Journal of Information Technology, 33 (2). pp. 85-104. ISSN 0268-

DOI
https://doi.org/10.1057/s41265-017-0038-6

Link torecord in KAR
http://kar.kent.ac.uk/62000/

Document Version

Author's Accepted Manuscript

Copyright & reuse

Content in the Kent Academic Repository is made available for research purposes. Unless otherwise stated all
content is protected by copyright and in the absence of an open licence (eg Creative Commons), permissions
for further reuse of content should be sought from the publisher, author or other copyright holder.

Versions of research

The version in the Kent Academic Repository may differ from the final published version.

Users are advised to check http://kar.kent.ac.uk for the status of the paper. Users should always cite the
published version of record.

Enquiries
For any further enquiries regarding the licence status of this document, please contact:
researchsupport@kent.ac.uk

If you believe this document infringes copyright then please contact the KAR admin team with the take-down
information provided at http://kar.kent.ac.uk/contact.html

KAR =

Kent Academic Repository



What is information? Towards a theory of information as

objective and veridical

John Mingers

Kent Business School, Univer sity of Kent, Canterbury, UK

{.minger s@kent.ac.uk

Craig Standing
Schooal of Business and L aw, Edith Cowan University, Perth, Australia
c.standing@ecu.edu.au

Abstract

Information systems is a strong and eyswing discipline of enormous relevance to today’s informated world, and

yet, as recent reviews have shown, there is stillamagreed and explicit conceptualization or definitibn o
information. After an evaluative review of a range loédries of information, this paper develops and defends a
particular theory, one that sees information as bdtjective and veridical. By objective, we mean that the
information carried by signs and messages exists independdnitly receivers or observers. The information
carried by a sign exists even if the sign is not actwddberved. By veridical, we mean that information mustum t

or correct in order to be informationinformation is truth-constituted. False informatiennot information, but
misinformation or disinformation. The paper develops theory and then discusses four contentious issues
information as objective rather than subjective; imfation as true or correct; information and knowledgel an

information and the ambiguity of meaning. It concludes witliscussion of the practical implications of the theory

Keywords: Information, information systems, syntactsesnantics, pragmatics, semiotics, truth

Introduction: the problem

"Where is the Life we have lost in living?
Where is the wisdom we have lost in knowledge?
Where is the knowedge we have lost in information?”


mailto:j.mingers@kent.ac.uk

(And, one might add, Where is the information we have lost mdjat
T. S. Eliot,“The Rock”, 1934

Information systems (IS) are primarily concerned with the @diogr, storage and transmission of

information, generally by technological me&n&s such, it would seem to be fundamental that it has a

clear and agreed conceptualization of its core subject maitenely “information” (Watson, 2014). Yet,

we would claim, this is clearly not the case. As McKinney #ods |(2010) point out, in a survey of the

term information within information systems research

This is the IS predicament using information as a ubiquitous label whose meaning is almost
never specified. Virtually all the extant IS literaturdsfao explicitly specify meaning for the very

label that identifies it (p. 329).

This would perhaps not matter if there was general agreemini Wie discipline about a definition of

the term, but there is not. Again, as McKinney and Yoos’s survey shows:

IS research has yet to produce any theory on what information meansgope or the
implications of its various definitions. IS has nominated a plethora of attributes ... But there has

been little debate or dialogue to build a theoretical foundatiomfornmation (p. 329).

Another literature survey, by Furneaux and Wade (R011), examiffededt literature and yet found

similar results. After surveying papers published in MIS Quartenly Information Systems Research

they concluded that:

“A significant portion of the work reported upon in the field’s two leading journals over the past

eleven years has incorporated information only implicitly, byuerof the presence of an IT

! Although IS as an academic field may have wider intetkatsjust this IT tool perspectife (Hevner, March, Park
[& Ram, 2004 Orlikowski & lacono, 2001L)
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artifact. Those articles that have given explicit attentiorntormation tend to be primarily

interested in the process of information sharing.” (p. 11)

We believe that these surveys are sufficient evidence fofiretitwo claims: that there is no clear and
accepted definition of information and that there is vetigldiscussion of this in the literature. Rather, a
variety of different, generally implicit, conceptions arelay. It is interesting to note that in one of the

most rigorous attempts to define fundamental concepte deep structure model of Wand and Weber

1991‘ 1995)- 28 concepts are defined but information is not one of them.

But, it could be argued that this is in fact no bad thihgt IS is such a wide-ranging and multi-faceted

discipline that it is neither possible nor desirable for thierebe a single, unified conception of

information that could be applied throughout IS, let alother disciplines.

So, should IS concern itself with the nature of informatdfe?put forward several arguments as to why
it should. First, we believe that any academic disciplhmukl, as a matter of principle, do all it can to
clarify and define its basic concepts. It seems perverseealettst to demand rigorous research
methodology, rigorous literature reviews and rigorous reviewing guwes whilst the same fundamental

terms are being used with quite different, and un-eagdit, meanings. We very much agree with Lee

2014, pp. 35P) when he says:

“In our academic discipline of information systems, there are key concepts that lack agreed-upon
definitions (and sometimes even any definitions), or for which the egistef any definitions
seems to make no difference. They include such bedrock concepts as ‘information’ .... The irony

is that we information systems researchers ... insist upon precision in the terminology appearing

in our research papers”.

Second, the reviews discussed above saw users and the use of H1s @&tieeing of prime importance
along with the IT artifact. Whilst, of course, the ITifaxt is of importance, for the users of IS it is merely

a mechanism for storing and transmitting what is really itapbr namely information. Users are not

3



interested, per se, in IT devices or IS platforms; ratihey are interested in what these artifacts can
provide for them. The wholezison d’etre of an IT artifact is to provide the information that usersdnee
in a timely and efficient manner, and in a way thaeasily accessible. Surely, IS will do that more

effectively if it has a clear understanding of exactly whiirmation is?

And, indeed, in disciplines outside IS from cognate ones such as ldgwdrinformation science (LIS)
and computer science to far removed ones such as philosophy, b#idggven physics, there is

considerable discussion, debate and development on the naturemwiiida. See for example: Ibekwe-

SanJuan and Douga (2014) Theories of Information, Communication and Kngwaeggecial issue of

Triple C (11, 1, 2013); special issues of Synthese (175, 2010 and 167, 2p8®ygaphy journal); and a

special issue of Information Research (15, 4, 2010). There is now & oesd@ted field called the

philosophy of information (L. Floridi, 2002New concepts such as the “infosphere” and “information

ethics” are being developed (Ess, 201#). One of the major figures in the area is the philosbpb&mo

Floridi {2002(2004|20094|2009¢|2011), but his work is rarely referenced in IS papers (soneptras

being Chatterje¢ (2013), Stghl (2007) and Chatterjee (2009)).

We have provided a review of a range of currently existifaymation theories, many developed outside
of IS in fields such as information science and computing. IBecthis review is quite extensive, and we
wish to focus on the main theory development part of the pajehave put this review in Appendix A.

This section includes an evaluation of these theories and diighlseveral areas of debate. We can

summarize the main issues from the review as follows:

e Should we in fact aim to have a single definition of infation or is it so multi-faceted that it is

better to simply allow researchers to use it as they*®ish

2 A view that was put by reviewers of this paper
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« What is the ontological status of information - what exastly- a thing, a concept, a relation, a
meaning?

e Is it objective, existing independently of observers or recgiwe is it subjective, created in the
mind of observers on receipt of a message? If the latesr,db ICTs, books or newspapers
actually contain any information or is it just data?

e Can there be “environmental information”, that is signs within the environment that carry
information without the involvement of humans?

e Does information have to be true to be information (a velidimaion) as Dretske and Floridi
maintain? If not do we really want to say that falsesages are information?

e Does an information theory distinguish clearly betwdwnrelated concepts of data, information,
knowledge and meaning?

e What about the problem of the inevitable ambiguity of meamirigiman communication?

In the first section of the paper, we develop our theory ofimétion as objective and veridical, drawing
on but developing beyond existing theories. In the second sectiatisauss how our theory deals with
four of the contentious issuesnformation as true, information as objective, informatod knowledge,

and the ambiguity of human communication. Finally, we stimsvpractical advantages of our theory

within information systems.

Proposal for a conceptualization of information as veridical and

objective

Based on the issues discussed above, the information theorppasemwill see information as objective
and veridical, but it will recognize the subjective effecténébrmation on receivers through the idea of
import, which is essentially a form of meaning. It wdcognize the difficulties of determining the truth
or correctness of information but nevertheless maintaindiat carriesinformation that is true even if

we do not recognize it as such. The theory will go beyond s@mdatthe pragmatic use of information.

LR N3

¥ We generally uses terms like “carry”, “convey” or “transmit” synonymously. Data or a message will have a
meaning but the information lies in the relationship leetwthe meaning and that which the meaning is about.
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We should also note that the theory is pitched at the lef/eeneral human natural language
communication rather than being restricted to more folinddnguages and databases. This is because

information systems have now developed beyond such administtadigeto “digital infrastructures”

Tilson, Lyytinen, & Sgrensen, 20[L&hich are now the basic enablers of human communication and

social activity. We are also following other calls foremeral theory of information.

Basic definitions

The theory begins with the idea of simple marks, diffezerar distinctiong (Spencer-Brown, 1972), for,

as Bateson (1978ajid, a bit of information is a “difference that makes a difference”. It will then move

up to the level of full human communicative action.

Event$ that occur in the world make a difference to it, anddifference can be taken as a mark or token
of the event. Information, at its most general, is the i@iahip between a token, signh or message and the
event(s) that caused it. Information must ultimately baifest in physical differences. For humans these
will be accessible through the senses (sight, sound, taatd), smell) but there are differences, and
therefore information, that exists in ranges beyond our sefimsaexample, high or low sounds, infra-red

or ultra-violet light. This leads to the following basic defunis:

e Differences are marks or tokens or signs, including sounds, tastesraelts,spotentially not
perceptible to humans, that are caused by some event (foplexahectric currents).
e Data is a collection of signs, derived from differencpat together for a purposH it is well-

formed and correct (for example, a series of digitsteerk) it may carry information. Data tends

to be quantitative. More general terms are sign, messamgatdid. Mingers & Willcocks, 2014

2017). Well-formed data may be meaningful, that is it magp@sitionally represent some

* An event has two essential componengsduration, with a start and finish, and a changenm#uing. Events are
nothing other than the changes that occur to and witerhemisms and structurgs (J. Mingers, 2014,|Ch 5).
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external state of affairs, and as such it is truth-beariag,it may be true or false (for example
company accounts may represent the state of affairs obthpany truthfully or not).

e Information is the true or veridical propositional content of signs. Ithet which could be
inferred about states of affairs given that the sign has @ztuvut could not be without the sign.

(e.g. the true state of a company’s finances rather than perhaps those presented for Enron

Rockness & Rockness, 2005)).

Let us consider some formal definitions. Dretske gives this:

“A signal r carries the information that s is F iff the conditionahability of Ss being F, given r
(and k the prior knowledge of the observer) is 1 (but given k alone is less than 1)”

1981, p. 57)

This means that, for example, a petrol gauge carries thenafion that the car is half full for an
observer with appropriate knowledge of cars and gauges (and alsoirggghat the gauge is
working correctly) if the observer can be certain thas half full with the gauge, but less than

certain without it.

This is quitea formalistic definition and Dretske also limits it to dekreowledge, that is largely
perceptual knowledge of things for particular observers. It doefhdade the idea of sign

carrying information even if they are not observed, and is du include information within
social communication. We are expanding the definition of inftomao cover that which is not

ever accessed by observers.

Floridi {2009¢) give a more general definition:

o is an instance of information, understood as semantic content, iff:

o consists of data;

the data are well-formed syntactically (wfd);
the wfd are meaningful

the meaningful content is true.



This suggest that information is identical to data thata-fermed, meaningful and true, thus
apparently making it objective although Floridi is not wholly cksto whether it is meaningful

in itself or meaningful for somebody, which is the essequ&stion. He does remain somewhat

ambiguous over the exact ontological status of informgtion iflgévts, 201R)He also recognizes

the possibility of environmental information but it is not encossed within this definition.
Again, we go beyond Floridi in recognizing the existencensirenmental information, or even

human-produced information that is not ever accessed.

We would propose the following which generalizes the defimitd include both environmental

information and pragmatinformation within a social context.

e Information is the propositional content of signs. It is tvnast be the case in the world
for the sign to exist as and when it does. Signs carry informati@ther or not they are
observed. Environmental signs may carry information.

e The information they carry must, by its nature, be trueoorect. Information is truth-
constituted, i.e., it is only information if it is true. Information fizother relevant
characteristics such as timeliness, completeness, comprehgnsihilitrelevance but
none of these are important if the supposed information istifidize.

e A sign that is false, e.g., mistaken, does not carry tloenmation it would appear to, but
still does carry information concerning the actuwakons for its occurrence.

¢ Inthe case of human communication, the signs must be:

o Syntactically well-formed, semantically meaningful asmmprehensible within
an appropriate linguistic system

o Pragmatically correct in terms of truthfulness and sociahao

® This is different from truth-bearing. Data is truth begrin that truth is a predicate that can be applied tmitit
may be true or false. Truth-constituted means thanésming of the data must actually be true to be infoomat
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e The information that is available for a particular observepedds on the prior
knowledge of the observer. If the observer does not know the code oadgnthe sign
may carry no information for that observer.

e Import is the meaning for, or effect on, a receiver of a paeicdataset or message. It depends
on the receiver’s knowledge and state of mind at the time. Thus, information is objective while
import is subjective. For us, import is the same as the subjenfwenation of Checkland or

Luhmann.

Philosophical underpinning — critical realism

This view of information can be philosophically underpinngdttitical realism (CR)| (Bhaskar, 19

Mingers, 2004 One of the fundamental distinctions within CR is that betwie intransitive and

transitive domains of science. These are not different formges of science, but different aspects. The
intransitive domain consists of the actual objects or structbaésvie hope to gain knowledge of. These
objects may be physical, conceptual or mental. They iexispendently of our knowledge of them and in
this sense are objective. Their properties and behavies at when we observe and interact with them.
The transitive domain is the domain of human knowledge and siextifvity. This is the actual process
of science which produces knowledge. It is subjective or intersubjetiitedepends on human thought
and activity. Even so, the products of this transitive activitiieories, talks, papers, grants etcan

become intransitive once they have emerged; they too can bdmewigects of discussion and research.

A similar distinction can be applied to information. Infation is intransitive- it is that which is carried
by signs and messages even if it is never observed or rec@®indle other hand, meaning or import is

transitive, being the subjective experiences, beliefs and actienerated by our interaction with

® Although it is independent of it. One could hold an dijecview of information from a positivist stance, oea
from a weak interpretive stance if one accepts some eéejrentological reality and the possibility of true alst
statements about it.
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information. So, there is not intransitive and transitiméorimation, rather information is always
intransitive, existing independently of human producers or consuéhen people interact with the
signs and messages they can extract some or all of the infmnmiatough their perceptual and neural

systems, but it them becomes import or meaning and existstiratisitive domain.

Characteristics at different semiotic levels

From this simple starting point in physical differences,ne& show how each of the semiotic levels
brings in new relations of possibility and complexity to tie&ion of information. These are summarized
in Table 1 where we also point out at each level what mighteptethe signal or sign from carrying
information or being informative. To be clear, it is rwdttthere are different kinds of information; there
is only one kind of informatior the true propositional content of signs or messadast information is
realized or carried by different kinds of signs, fromyve&mple ones such as footprints or knocks to very
complex ones like full human communication and these have sfdecboth what infprmation can be

carried and how it can be accessed.

L evels of information Reasonsfor it not to be infor mation
Form Dimension Example Problem Example Name
Differences, Environmental| Tree rings, cloud | No Randomly Void or
marks, tokens / physical chamber tracks, difference or | generated blank
e.g., indexical animal tracks, door causal differences,
signs knock, geological | relation hard disc

strata wiped clean
Signs involving | Syntactic Maps, icons, Not well- Pdf file with | Garbage
some form of instruments, graph{ formed wrong
coding, eg iconic and charts, picture coding
signs
Signs that are Semantics Natural and Well-formed | “Green Gibberish or
purely symbolic artificial but not dreams sleep| mis-

languages, meaningful | furiously” information

websites, databasg or untrue Computer

output from
test data

Speech acts, Pragmatics Questions, WFD, Lies, Dis-
conversations, commands, meaningful | deviance information
communications requests, and true but

commitments not sincere

or
appropriate

10



Table 1 Levelsof information and reasons that they may not be infor mative

We begin with events in the material world that oécand leave traces in the form of physical

differences. These traces may be short-lasting (particle<lioud chamber) or long-lasting (rock strata).
The information they carry may be obvious, for exampleaw print, or may require huge amounts of

money and knowledge to acquire, for example, the discovery éfigs Boson. These traces or tokens
can be false and therefore not carry the information theyld appear to, for example false trails or

decoy ducks. For there to be no information the differences Imustased or must be random although
even random events can carry a certain amount of informdt@nexample, in World War 2 the pattern

of V1 rocket landings was analyzed and found to be random whrtied the information that the Y&

did not have guidance systems. They do not constitute daterimselves but data can be created from

them. For example, tree rings themselves are not datadasturements of them are.

At the syntactic level, signs have a degree of conventionaligoding but still retain a connection to
their referents. For example, thermometers and instrumentsatjgnaraps, icons (including computer

icons), graphs and charts or clocks. The relationship is ggneradlof similarity or contiguity (metaphor

or metonymy)|(Lakoff & Johnson, 1980). To be able to carry infition they must be well-formed

syntactically (wfd). Consider a map. At the time of itsstauction it will carry a large amount of (analog)
information concerning the physical location it is a map Different maps will carry different
information (for example, a tourist map vs. an Ordinancee§iand will differ in their scale. They carry
information because of the causal processes of production taghaerated them with this purpose in
mind. Over many years, the amount of information will diisth, not because the map is changing, but
because the territory.iF his shows clearly the difference between information anal. ddte data in the

map remains the same because it is simply a charactefigtie onap, but the amount of data that is

" We follow critical realism in separating the domain ciial events from the domain of the generative mechanisms

that cause them (J. Mingers, 2004)
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correct will reduce and so will its information contehhe meaning or import of the map for a person
will depend on two things, their intention in using it and theiowledge of maps. Examples where
information may not be carried are a map that has beened wronty or a pdf file that has the wrong

font generated and is unintelligible.

At the semantic level, we reach sign systems that dyesfinbolic and disconnected from their referents

in the sense that there is no direct link through reserblar causalitySigns are connected to their

signifieds through the sign system embodied in habits of thoughtaation |(Peirce, 1958, 1.4|09)

Examples are natural and artificial languages, websitestabakses query languages. This is the level at

which meaning becomes of primary concern because of the arliiare of the signifiers which have

to acquire and maintain their meanings within complex sociakepses (J. Mingers & Willcocks, 2014

2017). Meaning, in general, has two dimensiensense (intension) and reference (extens|on) (Ffege,

1952)— what the term connotes in relation to other terms, and ivdanotes as objects or entities. To

convey information, a message must be meaningful both in its individrms and as a whole. The
example in Table 1 shows a sentence in which each worédasingful and it is grammatically correct

yet it is not meaningful as a whole.

At this level the whole issue of the ambiguity of meantondye discussed below, comes to the fore. This
cannot be avoided, and it does not mean that information capn@dmmunicated, but it does make it
likely that some degree of mis-communication or misunderstgridivery common. There must be a
coherence or consistency between the intentions of the prodfidéee message, the conventional
meaning of the message, and the import or interpretatidre aEteiver. This requires an already existing,
high degree of commonality between the cognitive states of turipers and receivers. We can model

the process of conversion of information into import and #wtion in three stages:

At the first stage, the basic or conventional meaning of tpeaBmessage is understood. This is very

much an unconscious process carried out routinely by the bodyhemdus systems- embodied
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cognition |(Merleau-Ponty, 1963. Mingers, 200flVarela, 1991)It is equivalent to Peirce’s immediate

interpretant] (Peirce, 1958, 2]28). In general, competent gpeaike language or users of an information

system should all acquire roughly the same understandingpe/tecond stage, again largely embodied,
the individual receivers will add to that information thetioatar knowledge, intentions and concerns that

they as individuals have generating the particular import ofnfioeemation for them(Peirce’s dynamic

interpretant (Peirce, 1958 #1949, 4.536)). Finally, the meaning andstarting generated will lead to a

potential action (for example, a verbal response, or awitgktor, indeed, no actionPgirce’s final
interpretant). This can also be seen in stagehe intention will be formulated into some form of
linguistic response, and this will then be embodied into aerarite, an action, or perhaps interaction

with a device.

At the pragmatic level, we bring in information about morenthest the propositional content of the
message. Speech acts also carry information about the sirazatiemotionality of the speaker, and also

the social or normative rightness of the speech act and itsntoB8fpeech acts are of many types, not just

giving or requesting information (Austin, 19q3earle, 1969) but also giving commands, making

commitments and enacting formalities. Habermas ([L987) atgaes speech act makes four implicit

validity claims that can, if necessary, be challengedrbinterlocutor and which then need to be justified.

The first is truth, i.e., that the propositional conténtin fact correct, which is the Dretske (1981)

dimension of information. The other three are compreheitgjbilsincerity and rightness
Comprehensibility implies that the speech act (usually bubhecessarily linguistie it could for example

be gestural or pictorial) is comprehensible to a competent spebltke language. This is similar to

Floridi’s {2004)) criteria of data being well-formed and meaningful. Sityceelates to the attitude of the

speaker— are they being honest and truthful? Does the speech act ggrudfiett their beliefs and
intentions? Or are they behaving dishonestly? Rightness refeosifll norrs — are the behavioral norms
implied by the speech act in fact valid and agreedertlaey contentious or not appropriate? With this

extended framework, a speech act provides information abouinhptabout factual matters but also
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about the intentions of the speaker or originator of thenwanication, and the appropriate social
practices and expectations. A good example is the customer resfidvatels on Tripadvisor. This has
become extremely important when customers decide where to stayitngally information? We would

have to question not only its factual content but also the dincarithe reviewer and the cultural

expectations that they apply.

We do not see the social level as another type of intawmahence it is not included in Table 1. Rather,

we see social and cultural systems as both enabling andainimgirthe flow of information (Mutch,

1999). On the one hand, it is only through structures of meaniting @bcial level, which we all share,

that it is possible for us to communicate at all as semiolagydemonstratefl (de Saussure, 1960

Mingers & Willcocks, 2014{Peirce, 190f). On the other, it is clear that informatias talue and

generates power and therefore it is continually the subjeabroéd that try to limit or channel it in

particular directions. This is beyond the scope of the paper batrimge of theoretical views on this see

Webster’s (2014) Theories of the Information Society.

We can summarize our overall conception of information adlaideads us to see information systems
as part of the wider human world of meaning processing ghrcommunications as shown in Figure 1.
As explained above, the term “meaning” has several different references — the intentions of the
information producer, the import for the information receiviee, signification of the information itself,

and the connotations of the wider social system.
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Social artifact

ignification

Technology artifact

Figure 1 TheIT artifact showing the information system (information artifact) as part of a wider meaning

system (social artifact)

Here we use Lee’s breakdown of the IT artifact into three subsystems — the technology artifact, the

information artifact and the social artifact. The imf@tion artifact consists of information which is itself
true, meaningful (signification) data. This is generated bylpewith some intention, and is interpreted
by people generating in them some import which then leafistteer communicative actions. The social

artifact provides the conditions for action and consequences of acti@n process of continual

structuration| (Jones & Karsten, Zﬂ)@llen S Lee & Hovorka, 2015). This includes the systems of

meanings (connotations) that are necessary for data to hmaatgecontent.
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Conceptual issues and implications for a theory of objective

information

In the previous section we developed a conceptualization of iafammthat is clear and well-defined,
broadly applicable and consistent with normal conceptiondafmation systems. In this section we will
discuss in more detail four of the important questions tira¢ larisen from the review abovenswering

these questions fleshes out the theory that we are proposingudstmngs are: is information objective or
subjective? Must information be true to be information? Whadhé relation between information and

knowledge? What about the problem of the inevitable ambiguityeahing in human communication?
Information as objective or subjective

The theories reviewed in Section 1 differ in many ways, lmufegl that the most significant divergence
is the ontological one as to whether information is fundamentdljgctive, existing even if it is not
received or observed, or subjective, only coming into existetesm data or a message is interpreted by
the mind of a receiver. Dretske, Floridi and Mingers argug¢hiaformer; MacKay, Luhmann, Checkland
and Hofkirchner for the latter. In this paper we argue thfarination is objective whilst accepting that
the same information may well have different meanings or itrijpodifferent receivers. In other words,
where the subjectists call the effects of data on individual receivers “information”, we call that
“meaning” or “import”. For us, information generates meaning; for them, meaning generates information.

There are several reasons why we put it this way round.

First, if information is to be a purely subjective phenomemdy occurring in the minds of observers,
then it means that what we take to be repositoriemfoirmation — books, newspapers, timetables,
websites and above all information systentannot contain or process information but only data. When
we talk and communicate with each other we can never pasgaomation since it is not information

until it is received, and then it may not be what wendeal to transmit. Nothing can contain or carry
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information until it is interpreted by a human, so the Ras&one had no information until it was
translated, tree rings do not carry information until soméoolks at them, and | was not informed about

train times by the National Rail website.

Second, the subjective view implies that information couldhawe existed at all before human beings

came into existence, and cannot exist elsewhere in the smivieo argue this is to commit what Bhaskar

1979) calls the epistemic fallaeythat is, to judge or limit the existence or being of somethingusy

own, fallible, human knowledge of it. On the other hand, it seems reasonable that the term “meaning”
should be human-centric. Objects and events have meaningndicaince for us, as human beings. In
times or regions where there are no humans, there may bearong but there is still information being

transmitted about the events that are occurring.

Third, information has causal effect whether or not hunassinvolved and if it can be shown that
something has causal efficacy then that is an argumensfexiitence. In the animal world many signs
and markers affect behavior, not because of what they dhemselves but because of what they imply

or signify, i.e., what information they carry.

McKinney and Yoos| (2010) present a powerful argument for the swdgegiew (that they call the

adaptation view) as being the difference that is made togaizing system by differences in its
environment. We agree with much that they say about the subjewture of our interactions with
technological systems, but we have a fundamental disagredrmaethdse subjective responses should be

called information. The problem begins with their first diggion of the adaptation view:

The adaptation view requires an ontological paradigm shdfn fthe belief that there is an
objective reality independent of perception, to the recognitionr#adity is subject to perception

(p. 336).

We are being presented here with a false dichotemnys not “either/or” but “both/and”. There is indeed

an independent, causally efficacious world that existed bbtoren beings and will carry on after them;
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but it is also the case that our experience and knowledgesah@vitable mediated by our perceptual and
cultural filters. Knowledge is always local and temporal.\#e accept that there are differences in the
environment, and there are differences in the interacting sy3teenquestion is which should be called

“information”? For all the reasons given above, we argue that the external differences are information,

and the internal ones are meaning or import.

However, we need to distinguish the ontological question of the nafuieformation, from the
epistemological question of our human access to it. Ireliard, the type and nature of the information
that is actually available to a receiver does indeed depend qrdperties of that receiver. Do they
understand the code or language (syntax)? Can they interpret thengnéamiantics)? Do they
understand the relevance and implications (pragmatics)? Arad,fwither information can they generate
given what they already know? This makes information a liminalcent rather like food- we
understand what food is in general, but what counts as foadparticular context depends on what
organism we are interested in. What is food for us may bemé&is another animal. What is information

for one may be meaningless for another, but that does notthreeanformation does not exist.

Information as true or correct

v

The question here is, does information have to be trueitddrenation as Dretske (1981), Floridi (2004)

and Mingers| (2013) maintain? Insisting that information hasettrue is a very strong assumption not

least because of the difficulty of defining and discovering tfGiiburn, 200Q)Fetzer, 2004)There are,

in fact, two sides to the question: i) why is it a good ideénsist that information is semantically
meaningful data that is also true? And ii) what mightwean by truth and how might we discover it? We

will begin with i) as there is little point in debating thiesrof truth for no good reason.

The basic argument in favor of this is fairly obviedkere can be an infinite number of statements about
states of affairs in the world (including people and theantal states) that are syntactically well-formed

and are semantically meaningful (can be understood by etemtpusers of the sign system). Would we
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wish to call all of these “information” even if they are in fact false? Would we wish to say we have been
“informed” about something if it is not actually the case? The website informs us that there is a train to
London at 10.00 but when we get there we discover it is a mistake. Thebomkimg system says the
lecture room is free but when we arrive it is not. Surelg lhatter to use distinctions that already exist
and call these examples of misinformation and being roisiméd, or even disinformation where it is
deliberate, and reserve information for that which tsi&lty correct. False information is not information
any more thara false friend is a friend or fake Rolex is a Rolex no mditaw much it looks like one.

Thus, information is propositional content that is true; migimation is propositional content that is false

but unintentionally; and disinformation is propositional contbat is false on purpoge (Alter, 2Q06)

But, following Dretske and Floridi, the argument is strongen sieply a preference for terms. It is that
signs carry information about their causal origimnvhat, given the occurrence of the sign, must be the

case- whether or not it is observed or correctly interprefigus is a version of the physicalist, causal

theory of truth proposed by Field (1972). This is relativelgyeto accept in the physical examples that

Dretske tends to useinstruments, clocks, tree ringsbecause there are direct physical connections. But
what about more general cases such as data in IS or humanunications? Consider the 10.00 train.
There must still be a set of causal links that have Ienigalata being in the system, involving people and
other computer systems, which would be traceable back ticthal reality of trains, stations and times.
If the data is false, it could be for two differenasens. First, just a mistakethe wrong number was
keyed in— in which case it still carries information, not about then but about the reason for the
mistake. Second, it could be that there was supposed to ba attrl0.00 but it broke down or was
delayed. Here, we can say that the data was actuallgctoand therefore information, but some other
system intervened. This is very common and is explicitly recognigéh critical realism where causal

powers may be exercised but not be realized because afd¢hation of other systems.

In fact, we can say that semantic information is not siraghuth-bearer but is truth-constitutpd (Lucigno

Floridi, 2011). What we mean by this is that if we have sdata that is syntactically well-formed and
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semantically meaningful, which could be a proposition or sotmer symbolic artefact such as images on
a website, then, if it makes some assertion as to how things raeg/ be true for false it is a truth-

bearer and, in the terminology of philosophy, there must be sathenhaker that can potentially make it

true|(Horwich, 199[1). But this is not yet semantic inforomati it only becomes information if it is in fact

true. As with knowledge, it is constituted by being true, noetgarapable of being true.

One argument against the truth assumption is that we e@n discover with certainty what is true or
correct. Even critical realism maintains a fallibilisewi of knowledge, that we can never prove a theory
or belief beyond doubt. Thus we would never be able to detembis@utely if something was indeed
information. A related argument is that we can nevekenastatement with absolute precision so that it

can never be absolutely true, and thus there could neverdvenation if it has to be absolutely true.

Similarly, Fricke |(2009)argues that inductive inferences such as “most rattlesnakes are dangerous”

cannot be said to be 100% true.

Considering the first argument, we essentially accept it vbotld distinguish between defining
information and warranting a particular piece of infoliomtin other words, information is that which is
correct, and much of the time we do indeed transmit irdiiom but, if we had to prove the correctness or
truth of a particular piece of information, it might rm# possible to do it. This situation is analogous to
that of knowledge which is generally defined as justified, trukefbéost philosophers would accept

that we cannot prove, beyond doubt, that a particular beltekory is true.

The second objection is quite serious as it threatens to uimgeawen the definition of information.
Again, we would accept the basic argument that all stitsrare likely to have a degree of imprecision
about them- even the most precise physical measurements have errcf.li8it we have to say that

correctness, and therefore information, will always blative to certain limits. For example, an

8 Even discrete counting cannot be perfetiow would we know that there really were “nine million bicycles in
Beijing” to quote a Katie Melua song?
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instrument such as a petrol gauge shows the amount of finel fartk perhaps to the nearest liter but still
provides information if it is working correcflylf we were told there is a train “about 10.00” we might

consider that correct if it was actually between 9.50 and 1But®ot if it was 10.30. What this shows is

that information is always relative to a level of precisiordetail, what Floridil (20089alls a “level of

abstraction”.

Another objection, from Fetzgr (2004), is that some kinds of mghridata cannot be true or false,

examples being blood spots, photographs or tree rings. This semplg 8 confuse the data with its
propositional content. It is not the data in itself thatriee or false, but what propositions or inferences
may be derived from it about its cause. The blood spot at @ egene provides (true) information about
who shed it and when. How much of that information can beaebetl depends, of course, on the
technology and is growing all the time with DNA analysis. Ingdd@NA can now provide us with
information about human population movements hundreds of thous&r@srs ago. The information
has always been there, it is only now becoming available. rFalz® raises the issue of propositions

whose truth we cannot (at the moment, and perhaps ever) ascertain such as “There is life elsewhere in the

universe”. However, this objection conflates ontology with epistemology (Sequoiah-Grayson, 2007)

Ontologically, the sentence counts as information iff theriadeed life elsewhere and its truth-status is
already, in a sense, determined. This is separate from #teraplogical question of whether we humans

will ever discover the answer.

It is necessary to discuss theories of truth brigflwe should distinguish between theories of truth and
criteria for truth. Theories of truth state what truthdsteria of truth concern deciding if a belief or

proposition is, in fact, true. The most common theory of tisuithe correspondence theory, developed by

Russell|(191p)and Tarskif (1944), although originally stated clearly bys#tie: “to say of what is that it

° If it is not working properly then it does not transinformation even if, by coincidence, it happened to display
the correct reading.

10 For a current authoritative discussion see the Staifooyclopedia of Philosophy entfy (Glanzberg, 4014), and
also other works such as LynEh (2001)
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is, or of what is not that it is not, is true” (Metaphysics 7.27). Thus, truth is a relation of correspondence

between a belief, proposition or sentence (truth bearerftanstates of affairs to which it refers (truth

maker). The problem is that (Kuukkanen, 2007) we do not haeetdiccess to reality to determine

whether particular propositions do in fact correspond. Thisdthsol a range of alternative theories, or

perhaps criteria, for truth (J. Mingers, 2008), the most promipeinty coherence theory (truth is a

matter of the coherence of a proposition with other wedistdtl theories or beliefs); consensus theory

(truth is what is accepted by a community of researchens);paagmatist theory (truth is that which

emerges at the end of enquify) (Lynch, 2001). In our approactakeea realist, correspondence view of

the nature of truth although we recognize the difficultieasaiertaining whether, in a particular instance,
a proposition is true, and is thus information. However, itldvdu principle be possible to utilize some

other truth theory as a way of assessing the validity of semantic content.

In fact we would prefer to use the criteria“obrrectnessrather than truth since it is more gengrahd

perhaps less contentious than the term truth. It also leapsattical possibilities of testing semantic

information |(Luciano Floridi, 201/1).At the pragmatic level we are concerned with informatiora in

practical situation of use by enactive and embodied agents thérea passive, purely epistemological

interest. Here, it is information that allows us to iatersuccessfully and this only to the extent that the

information is correct. That is, to put it formally f@ling Floridi (2009Ip), we can regard some putative

semantic information as providing a model m of some aspectystens or situation s. The model can be
expressed in the form of a question together with an appreyestno answer. Then, the information is
correct if accessing m (i.e., receiving the informatiemibles the receiver to also successfully access the

situation, s.

™ In philosophy, truth is usually taken as some form of spaedence between a proposition and states of the
world, and generally concerns synthetic (empirical) ratmam ainalytic (definitional) statements. But we would like
to include analytic statements such as “a square has four equal sides” which can be correct or incorrect, or indeed
other modalities such as fictional truth, future truttgral truth or negative truth. For a defense of truth amsgc

correctness sde (Horgan, 2001).
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To summarize, the actual information transmitted is alwlagswhich is correct but it may be difficult in
a particular case to prove unequivocally that it is so. Aridrmation always has a degree of imprecision

about it and correctness can only be judged relative to lingise

Information and its relation to knowledge

Implicit in much of the discussion of information is theajahformation, knowledge hierarchy (Rowlgy,

2007)- the view that data generates information and informatioergées knowledge - but this approach

is much too simplistic. As Tuomi (19P9) points out, we could aéverse the hierarchy. In order to be

able to interpret and understand events and messages as fiafiorme need to have a good deal of
knowledge. We need to know the language or symbol system, and we rlesaimauite about the
context or domain, for example, one could not gain any infiomd&rom a profit and loss account
without a lot of knowledge of business, economics, accounting and so wallyEgspecially in the IS
world, when one creates a system one needs to know what infumrigatiequired in order to design the
data collection and data formatting requirements. In otfweds, in actuality we begin from knowledge

and then proceed to information and data.

We accept Tuomi’s argument and envisage a complex and mutually dependent relationship between
information and knowledge. Information, as well-formed, medulrand true data, can indeed generate

knowledge of certain types, and under certain circumstanteasrrhs of types of knowledge, Mingers

2008) identifies four- propositional (know that), performative (know how), experierfiiabw of) and

epistemic (know that and why). Of these, information maydmgaded to propositional and epistemic but

not performative or experiential since information, onamgount, is essentially propositional.

In terms of the conditions under which information, more precisely “being informed that”, can convert

into knowledge, or “knowing that”, Floridi {2014(2014) argues that it is not sufficient for a person to be

informed, i.e., simply hold the information, that p is tase. One also needs to be aware of or understand

the information, and the information needs to be justified @ot merely chance. The first point seems
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valid — a messenger may carry an encrypted or sealed messagepmputer may contain or transmit
information, but if they do not understand the message ormaftton they cannot be said to know it.
They may carry the information that p, but they do not knowThe second point seems more
contentious. It suggests that in order to “know that” something is the case, one needs to have the
information that it is the case; to understand that infdomaaind also be able to give some account of

why it is the case.

Moving in the opposite direction, then it is clear thatdeeneed knowledge in order to be able to access
information, and the knowledge we have conditions both the anamehnature of information that is

available to us.

Information and the ambiguity of meaning

When we move from simple situations such as physical eventsctsr ifa databases to consider full
human communication, it soon becomes clear that thereugeedmounts of potential ambiguity in the
meaning of a speech act. Given that meaning is necessaryufonot the same as, information this

ambiguity may well affect the information availablemessages.

In order to be clear we will considersanple message from A to B like “T did not see him at the meeting

yesterday” (AB). First, we need to follow Mackay (1969) and distinguish between at least three different

meanings attached to this message: the intended meaning ehtle éintent), the meaning generated in
the receiver (import), and the conventional meaning of the ageséntension and extension). Now,
theoretically for us to be able to say that (true) infdiomahas been transmitted from A to B it would be
necessary that all three meanings coincided so that the receiver’s import was indeed the sender’s intent.
Often, this is the case, especially with simple, diceechmunications or information in computer systems
but equally it may not be and the import may be more,degsst different from the intent. Ambiguity is
generated because meaning is underdetermined in a variey®f We will discuss three formslevels

or contexts of communication, indexicality and polysemy.
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Semioctic Level Function Different Modalities at each Level that can affect
M eaning
Empiric Transmission Speech, handwriting, gestures, printing, electro
(SMS, email, social media etc.)
Syntactic Data representation Binary, digital, figures, maps, diagrams, pictures
Semantic Expression off Same thing said differently; tone of voice, bo
meaning language, sub-text, emotion
Pragmatic Purpose/effects Illocutionary and perlocutionary effects, deception
Social Context Norms, functions, context, distortion, suppression,
media

Table 2 L evels of independencein communication

First, if we consider the implementation of a particular mwomication there are multiple choices at each
of the semiotic levels and they can all potentially aftbet meaning (Table)2 Messages may be

transmitted in many ways: physically, virtually, electratliy and this will affect both the meaning of the

message and the way it is receiyed (Nellhaus, 2010). Considexdgmple the effects of being sacked or

breaking up a relationship via text message rather thartddaee. Syntactically, the same data can be
represented using a variety of different coding systemsnétarice if we look up a particular location in

Google we could get physical coordinates, a map, a satellite, ghstreet view or a description.

Semantically, we can say the same thing in a varietyagswvhich may have different connotations (see
below). We can also modify the overt meaning by tone of voice or louyuage thus expressing

emotion. This is one of the well-known problems of text or ema#sages which led to the development

of emoticons| (Daft & Lengel, 191&6). Equally, what is not said fmaya highly relevant part of the

meaning (as mentioned above, absence can also be a sourt@roftion). For example, in the AB

message, the subxt could be “I wish I had seen him” or “He should have been there”.

At the pragmatic level we are concerned with the intentidrthe sender and the effects on the receiver

of the message¢ (Austin, 1€1Tl2labermas, 197¢Searle, 196P). Is it to be interpreted as a question, an

order, a request or just a description? Is the speaker beingesimaae they being strategic or deceptive?

Finally, the social context of the communicative event etsibrmative expectations for what is or is not
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appropriate, or the way in which the communication mayntegpreted. For example, an intimate health
guestion would be inappropriate outside a clinical situatiom.afcusation of murder would mean

different things in a court as opposed to a th&atre

Second, indexicality in this context refers to messages ih ceaversations that often use
underdetermined terms such as “he” or “then” where the referent should be obvious from the prior

conversation or the context. In the AB example you would only kmbwwas not at the meeting from a
previous message. This works fine where everyone involved is fullyeastdhe whole conversation but
can cause misunderstanding when the term could refer t@laygople, or the recipient forgets or was

not part of the conversation. This can happen in email trailg et of which gets copied to later

recipients. It is an example of the more general view that language is always “situated” {(Suchman, 1990)

i.e., its meaning is always heavily dependent on its context.

Polysemy refers to the fact that signifiers, for examplardg; often have multiple meanings which may

or may not be relatefl (Ravin & Leacock, 2p00). Equatilg, dame signified (idea) may be expressed in

different ways, each of which may have additional connotat®ame examplesre: “I put on a light
coat” could mean the coat was not heavy or not dark. “I was close to the bank” could refer to a financial
institution or a river bank. Sometimes the ambiguity is nat particular word, but in the sentence as a

whole— for example,‘they are flying planes”, “time flies like an arrow, fruit flies like a banana” or the

well-known book title, “Eats, Shoots & LeavéqTruss, 2008). Often, the appropriate meaning can be

determined from the context but, as with indexicality, it sametimes simply remain indeterminate and

is certainly one of the biggest problems with automatic languagestadeing.

What this shows is that full linguistic human communicatiomisddibly complex and is in continual

danger of misunderstanding and miscommunication. Does this therebymimalayur conception of

2 This is not confined to humans - exipgents demonstrate that animals’ communicative actions are also context
dependent. For example, a recent study of male chickensh(8m#ielinski, 2014) showed that they issued
warnings about predators when females were presentdobtlin the presence of competitor males.
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information as the true propositional content of meaningta? We need to distinguish carefully

between meaning and information. As Luhmann (1990b) says, humameaneng processors. We exist

in and with meaning and are continually generating and intergnmeanings. Generally, but not always,
the meanings are successfully transmitted and, if the meaaieglso true or correct, then information is
transmitted as well. Ultimately, if meaning and infotima were not transmitted regularly then our very

complex and interconnected society would simply break down.
Practical implications for IS theory and practice

The question here is: what difference does it make? How nifigh&is both a practical and scholarly
discipline, be different if the conception of information th&t ave proposing were accepted? The answer
we would give is rather enigmatithe difference is everything and yet nothing. It is nothing becawse
theory essentially fits in with the implicit view of mfmation systems as was outlined in section 1 so
there does not need to be any radical overhaul of IS as alidiscRut, it is everything because it has the
potential to provide a coherent, consistent and explicit definition of some of IS’s core concepts. As we

saw in the introduction, information must be at the heanfofination systems for researchers, designers

and usersThere would be no “information technology mifact”, or even “IS artifact” {(Allen S. Lee,

Thomas, & Baskerville, 2015)without information to generate, store, represent and tignsmd

information, or that which we call information, is certto our purposeful interactions within the world.
So the question that we have pursued is, “what is this thing we call information that is so ubiquitous in

our technologically-enabledaily life?” We have proposed an answer that we believe is clear and
unambiguous but that also fits in with conventional usaiggormation processing, information systems,

information technology, repositories of information, being infor naged, informing people.

In terms of IS theories, we would suggest that our conceptiiatizarovides an under-pinning for any

theories that take information to be some form of adeqeatesentation of states of real-world systems.
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One of the main example of this type of theory is reprasienttheory|(Wand & Weber, 1990995

Weber, 200R)

“[W]e became convinced that “representation” was the essence of all information systems. The
raison d’etre for information systems was that they tracked states and state changes in other
systems. ... we will establish a theory of the core of the information systems discipline ... if we

can articulate powerful, general theories to account for the cleaisticts of representations that

enable ‘faithful’ tracking of other systems” (p. viii)

This theory has been extended more recently by, for exaBion-Jones and Grange (2012) who use it

to develop a theory of the effective use of IS including Isetimantic and pragmatic levels, and Strong

and Volkoff (2010) who use it to better understand enterpriseragstThis strand of theory stresses the

necessity of the repyentations that information systems hold being “faithful” and surely the obvious
thing is to say that an IS is faithful if its informatian faithful which ties to the idea that information
must be correct to be information. Thus, in one respect nothiagges, most of the ways that we have
used the term are still perfectly valid. The taken-fanged assumptions about information, which were
made without a proper foundation, can now be seen to ariseafrolear and well-defined conceptual

basis which:

. Specifies that information, to be information, must behboorrect and objective whilst
recognizing that this can never be known with certaintyningarticular instance.

o Articulates the relationship between information and nmeanMeaning is essentially the
medium for the embodiment and transmission of informationmaaning (import) is also the
interpretation that the information generates within doeiver.

o Recognizes the subijectivity and ambiguity of actual humanaictien— information systems

are but a part of the wider “meaning processing system” that is human communication.
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In contrast, we argue that other approaches to a condeptigal of information have inherent flaws. The

first approach is simply to allow several different, but pneeioly equally valid, concepts. An example of

this is Lee et a] (2015) who aim to productheory of the “IS artifact” as something wider than the IT

artifact, constituted by an information artifact,eghinology artifact and a social artifact. However, their

definition of the information artifact simply echoes McKinneyla0os|(201p):

“With an information artifact, the function or goal in instantiating information can be (1) to

‘process data’, (2) to ‘reduce entropy’, (3) to ‘form meaning’ or (4) to ‘achieve viability” (p. 8).

Examples of these are given as: (1) numbers. Letters or symiéatsd of content; (2) relationships
among numbers, letters or symbols, for example an equaticagdB)inting numbers that form meaning;
and (4)a ‘difference that makes a difference’ (they just quote McKinney and Yoos’ generic definition
without creating an example, possibly because it is so ab#teddt is difficult to come up with one).
None of these seem to us very satisfactory. (1) What is the gbsimply processing meaningless
symbols, surely it does not constitute an information system? (2) Do we really have IS to ‘reduce
entropy? Relationships between symbols (syntax) are of coups®tant but unless the symbols have
some meaning can they be said to be useful or informa®yg?orming meaning (semantics) is indeed
central but would we wish to design IS artifacts for the pggpaf disseminating false information? (4)
Information will, of course, have effects on receiving systéut the effect will depend significantly on
the structure of the receiver and so not be part of the f&cartiVould not the whole concept of an IS
artifact, with which we agree, be much more useful atdist with a single, well-defined and practical

concept of information?

The second approach is a single, largely implicit, viewnfdrimation as processed dalde problems
with this approach are the lack of clarity and rigor inirdef information initially, and then
differentiating it from the other related terms such as meardata and knowledge. Many studies,

especially quantitative ones, have “information” as one of their basic constructs. One would expect that if

29



such studies are properly rigorous then these constructs wouigiobeusly defined. Petter, Straub and

Rai (2007) carried out a study into properly specifying foieatonstructs in IS research. In this, they

highlighted what they considered to be research with pgyoppecified constructs, including some that

covered “information”. Two such were Malhotra et al {2004) concerning information privacy and Wixom

and Todd| (200p) concerning user satisfaction with IS. In &toties the term information is used without

any explanation or definition and, indeed, is used inter-changeatblythe term data. For example, in

Wixom and Todd we find:

“Completeness, accuracy, format and currency serve as antecedemtgdionation quality, with
accuracy and completeness serving particularly important roles. ... Timeliness was not found to

be an important antecedent belief in this context. Typically decisiased on data warehouse

data are strategic in nature”. (Wixom & Todd, 2005, p. 98).

This paper is a good example of Lee’s point above — much of the paper is devoted to justifying the rigor
of the methodology and the resulting statistical analysis bait based on ill-defined constructs. With a
proper definition of information, we could distinguish beemn the correctness of data in terms of its
syntax (does it conform to standards?), format (is it predeintthe best way?), timeliness (is it up to
date?) and completeness (is it all that is necessary?)erntensc correctness in terms of appropriateness
(does it capture the right aspects of the situation?) and relev@n it fit for purpose?); and the
informational correctness (is it true and accurate?). elkelittle point in having relevant, timely and

easily accessed data that is, in fact, false. Indeedigtipiossibly worse than having no data as it gives a

misleading view, witness all the accounting scandals in reeamns| (Rockness & Rockness, 2005).

In Malhotra et al we find:

“When applied to information privacy, SC theory suggests that a firm’s collection of personally

identifiable data is perceived to be fair only when the consumer is granted controltlower
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information and the consumer is informed about the firm’s intended use of the information”

Malhotra, et al., 2004, p. 338).

Again, it is vital to be clear about data, meaningful datad information. Data are the result of, often
complex, processes of production both physical (as in instremenbrding data) and human (input,
calculation etc.). Further processes of elaboration areeadpfui data to ensure that it is well-formed,

meaningful and truthful in order to produce information and thvolves issues such as privacy and

transparency (Turilli & Floridi, 2009). What is importastthat the production processes themselves are

made open and transparent otherwise it will not be podsilhéd! if they have been carried out according

to ethical principles- e.g., fairness, accountability, privacy and accuracy.

The third approach would be to adopt a subjectivist view oframétion. This would mean that
information no longer exists as any kind of external “thing” (albeit not a physical thing) that can be
stored, recorded or transmitted and can inform us about sfeaégios in the world. All of the normal
referencego “information” would have to beeplaced by “data”, and “information systems” would
return to “data processing”. We had hoped to analyze some papers that adopted the subjentiveut

we have not been abie find any. As mentioned, McKinney’ and Yoos’ survey only found one paper in

this category and it was actually Schultze’s (200() paper about confessional research methodology. Many

other papers from an interpretive stance are actually absearah methodology, i.e., researching the

views and behaviors of IT users from an interpretive persge@ther than the users themselves holding

an interpretive view of information. Schultze and Leid{®002) reviewed four different discourses in

knowledge management, one being interpretive. They identifiecdtxamplar interpretive paper

Stenmarld (2000-20Q1) but on inspection whilst they had an interpretive view of kadge as tacit their

conception of information was very traditional. SimilafBrice et all (2008) wrote about developing a

measurement instrument for subjective aspects of informatioiygoal the subjectivity was very much

in terms of the quality characteristics, information waleeh as given. So, whilst there are theories of
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subjective information there are no empirical studies bhged on those theories which perhaps shows

that they are not of great practical relevance..

Conclusions

This paper has addressed the foundational issue of the nafaferofation by proposing a theory that
information is both objective and veridical, and that the esbje interpretations or effects of
information are actually meaning rather than informatloalso reviewed four significant questions for
any such theory: whether information was subjective or objectiether information had to be true to
be information; the relationship between information kndwledge; and the problems of the inherent

ambiguity of meaning.

Although this paper has been wide-ranging, there is much thas intt been able to cover. In 2004,

Floridi published a paper titled “Open Problems in the Philosophy of Information” (Luciano Floridi,

2004)> In the paper he covered five main areas: analyzing the coatégormation; semantics and

information; artificial intelligence and information; fammation and nature; and values or ethics and
information. Within these five areas he highlighted eightsignificant questions. Of these, we have
touched on perhaps eight or nine in this payérat is information? How is information produced? Is a
grand unified theory of information possible? How can data acquire meadow@an meaningful data
be true? Can information explain truth? Can information explain meanMfjat is the ontological
status of information? Can there be environmental, i.e., non-hunmamatfon? Many of the others are
both interesting and of importance for information syste@an cognition be analyzed in terms of
information processing? Can intelligence be implemented non-biologicadiy?information be audited
only against other information? Is computer ethics simply ordinarysedifiplied to ICT or does it have a

unique grounding®e would like to think that IS researchers could make doutions to these debates.

13 Crnkovic and Hofkirchnef (2011) updated it in 2011
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Perhaps the most important, in an age when our most peraodaprivate information can be

electronically harvested almost at will, are the questiboesitacomputer and information ethics.
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Appendix A: A review of theories of information across disciplines

McKinney and Yooq (2010) surveyed 60 recent papers in IS but foundettyatew explicitly specified

the conception of information that they were using. Neverbelthey argued that there were four
implicit views of information which they termed token, sygteepresentation and adaptation. Of these,

the token view was by far the most common occurring in 80% @Qhmper¥. They define this as:

Information in the token view is synonymous with data: both refer to tok@mspulated b
processes. ... Information in the token view is an undifferentiated commodity of data bits that are
processed, not a particular relation among the bits (syntax), nor bibwegresents an object to

an observer (representation), nor how a bit alters the systeptdsida) (p. 331).

Under this view, information cannot be distinguished from daia,simply another word for data, and
McKinney and Yoos suggest that it should not be usedmputer systems that simply process data

tokens should just be called data processing systems.

A similar view was expressed explicitly by Bucklapd (1091). He ifledtthree uses of the term

information — informationasprocess, informatioasknowledge and informatioasthing. The first
concerns the process of being informed that X is the case and thereby changing one’s belief or
knowledge. It is similar to McKinney and Yoos’ interaction view. The second concerns that which one is
informed about, that is, the fact, state of affairs,vane which is the subject of the information. This is
equivalent to McKinney and Yoos’ representation view. Finally, and the one that Buckland actually
concentrates on, is the view that information is in facftahm in which the information is represented or
expressed, such as a message, a sign, a text, a set of alaiatore. This corresponds to McKinney and

Yoos’ token view.

% Only one paper was classified as adaptation and that was Schultze’s “confessional account of ethnography”

Schultze, 2000) which is hardly a conventional IS paper
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Kettinger and Li[(201P) suggest that there are three basic modéele oklationship between data,

information and knowledge. Model 1, the value-chain model, idrédbtional view that data is facts
about objects or events; information is processed data; and klgmwvie information that can be

generalized and applied in other contexts. This is equivalenthe token view. Model 2, the

materialization model, reverses the hierarghy (Tuomi, 1999) suggéséihgnowledge determines what

information is needed, and then structured information specifada to be collected. Model 3, the

interactive model, is based on Langefors’ {198() infological equation which suggests that information is

the interpretation of some data made by a person based on theiigpregknowledge. This is similar to

the adaptation view.

However, when we widen the scope of our review to includeeaeldisciplines we find many more

information theorieslt is clear that the term “information” can be used or applied across the whole

spectrum of disciplines from physics to histdry (RobinsonawBen, 20145. Indeed, it may be more

pervasive or general than concepts such as matter and eneryanhlanited to physical systems. It is,
therefore, an open question as to whether or not a singjebraad, definition of information could ever
fit all these fields, or whether there needs in fact tedw@ral, or many, definitions dependent on context.

We shall not cover this debate specifically although we do supipose who are trying to develop a

genuinely transdisciplinary conceptualization of informatsuch as Brier| (2008), Floridj (20[11)

Beynon-Davieg (2010) and Hofkirchner (2018Je would argue that, at the least, a theory should be

broad enough to cover information systems and its cognate dissiuch as library and information

science, computer science, Al, cybernetics, and business aadenaant.

5 For overviews that include other theories we havebeen able to cover see: Minggrs (1996), Bftes 2010)

Capurro and Hjgrland (2003), Zins (2T07) and CGase (2012).
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A structure for the review

In order to structure this review we will employ two maglimensions, although the theories differ in
many other ways as well. The first dimension is the semietiel |(to be explained below) that the
information theory primarily deals with syntactic, semantic, pragmatic or social. The second itheihe

the theory conceptualizes information as objective or subjedihese two dimensions have been chosen

because of their prevalence in the literature and alsabedd their significance. Diaz Nafiia (2010) also

uses these dimensions along with a thirdisciplinary background which we will not employ here, as

do Kettinger and Lj (2010) to be discussed belduKinney and Yoos’ {2010) taxonomy partially fits

this framework - their syntax view corresponds to our syntdetiel; their representation view
corresponds with our semantic level; and their adaptation g®vers theories that we have at both
semantic and social levels, such as Checkland, Luhmann and dHofir and also includes the

subjective dimension.

The semiotic dimension

Considering the first dimension, Morris (1938)ilbding on Peirce’s (1992 |) theory of semiotics,

suggested that symbols need to be viewed in terms of three fanddmelationships: the relations with
other signs and symbols; the relations with objects and evedtsha relations to people involved in the
communication. He named these relations the synfasimantic and pragmatic respectively. The
syntactic relations cover all the formal relationships batw&igns within a language or sign system
including non-linguistic and non-human systems. This is whahigét generally see as the grammar of
alanguage system whether it is formal, such as a programming gorainformal Semantis covers

the actual meaning of terms within the systetrow terms acquire their meanings and how they relate to

what they represent. Pragmatics covers the origin, useff@atsef signs, or speech acts- in other words,

the practical use of information and communications by peopleal situationg (Habermas, 1979)
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This basic trichotomy was developed, within information systeby Stampef (19'”3991) into what is

known as the semiotic ladder. He added the social level abopeatpmatic to reflect the use and effects
of semiotics within organizations and society beyond the indivigradler or receiver. And below syntax
he added two levels - the level of empirics which involves theggoand transmission of the physical

code tokens and, at the bottothe physical level of actual marks and differences in whichscade

embodied “no it without bit” (Wheeler, 199D} and in which we would include fundamental atomic and

guantum states. In this paper we will not deal with thedh@sonly concern the physical and empirical

levels'®.

The ontological dimension

The second dimension is ontological, that is, concerning the basle of existence of information. Is it
objective in the sense that it exists in the world outsideand independent of, individuals who may
receive or interact with it®@r, is it essentially subjective or intersubjectigseated in the minds of those
who receive communications depending orirtparticular knowledge and interpretations, and ultimately

existing only as a subjective mental state, or change in sfatgerson?

Selected information theories

Table Al shows the theories that we will review categorizedrding to these two dimensions. These
are themselves only a subset of all theories but even so, forsesspace and clarity, the text will only

deal with exemplars of the various categories.

16 For interested readers, some physicists argue thamafan might be a fundamental property of the physical

world, along with matter and energy (Brillouin, 1SFP_9ndauer, 1991rZurek, 1989). Two other relevant theories are

the idea of quantum information (Nielsen & Chuang, 200@) e holographic principIT (Bekenstein, 2P03

Bousso, 200Q).
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Empiric level

Theories at this level essentially equate information thighdata or tokens or signs that are generally said

to carry or contain information. As discussed above, mangxiS timplicitly take this view but Buckland

Buckland, 1990) does so explicitly. We argue that this is anvenished and reductionist view. Whilst

it is, of course, true that information must be represeoteanbodied in some waythere must be some
form of differences in some medium in order for informatiore received or transmittedinformation
cannot be reduced to data or sign. This would be eguiv&b saying that a Beethoven symphony was
only the score; an Eliot poem only the book it is written in;her Mona Lisa only some pigment on a

canvas.

Consider a USB stick would we wish to say thigs information? At base it is just a collection of
electrical charges. Given a protocol, these can be meteghas binary values; given a syntax these in turn
can be interpreted as numbers and letters; given a semdmeses may or may not have meaning and
thereby be informative. The stick may have had random datterwall over it which would be quite
meaningless- surely we would not wish to call this information? Eae¥el is emergent from the lower

one, and requires new structures and knowledge for it to occur.
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Semiotic Category

Information as Objective, Independent of
the Receiver

Information as Subjective, Constructed
by the Receiver

Empiric
(concerned with thg
tokens of data tha
are stored an(
processed)

McKinney and Y oos token view
Buckland informationasthing

Syntactic
(concerned with thg
rules governing thg¢

Shannon and Weaver: information as the
uncertainty associated with messag
entropy

symbol system i Weiner: information as a measure of tl
use) degree of organization; negentropy

McKinney and Y 0os syntax view
Semantic Dretske: information as the proposition] Bateson: a difference that makes
(concerned with th¢ content of signals difference
meaning of| Floridi:  Information as well-formed MacKay: change in receiver’s cognitive
information, i.e.,| meaningful, true data structure

what it represents)

Buckland: informationasknowledge
McKinney and Y oos semantic view

Langefors. the infological equation
Checkland: information = data + meaning
Maturana and Varela: information
structurally determined

Buckland: informationasprocess
McKinney and Y oos interaction view

Pragmatic Mingers. similar to Dretske but including Kettinger and Li: developed from
(concerned with th¢ personal and social dimensions Langefors

intentions and effect

of information on

senders an(

receivers)

Social Luhmann: the surprisal value of
(concerned with thg communication for the receiver’s cognitive
social context of expectations

information) Hofkirchner; The effect that differences i

the environment have on a self-organiz
system

Table A1 Theories of information organized by the semiotic framework and the objective/subjective
dimension. Note that some theories apply acr oss mor e than one level
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Syntactic level: Shannon’s mathematical theory of information

Shannon was an engineer who was interested in the transmissiciorafation from a source to a

receiver, particularly in terms of accuracy and cost. Heeldped a measurement for the amount of

information that a particular code or message could cqrdaireloping earlier work by Hartlgy (1928). It

was published in a paper with WeaJer (Shannon & Weaver,|Y9#® recognized explicitly that his

theory did not deal with the content of messages (semanticshlyutheir possible structure (syntax) and
transmission- “These semantic aspects of communication are irrelevant to the engineering problem” (p.
3). Nevertheless the theory has become widely adopted and heesl ftite basis for other, semantic and

physical theories.

The fundamental idea is that the amount of information miigpen the number of possible messages or
symbols that are available, and their relative probabililibe. more possible symbols or messages, and
the more equally likely they are, the greater the amouimfofmation conveyed by any one. This is
measured in the formula H &3p;log(p) where pis the probability of symbol i; k is a constant to define
the units; log is generally to the base 2. The minus sign ensurésehasult is positive. To give a simple
example, taking k as 1, a binary digit has an informatiomevaf 1 (assuming 0 and 1 are equally likely);
a decimal digit has an information value of 3.32, so a ddcsymbol can carry more information

(reference more states) than a binary one.

So far this seems reasonabléhe more possible messages there can be, and the moryg bkelgl they
are, the more information the receipt of a particulassage will convey. This also relates to the value of
information— the greater amount of information (as here defined)gthater its value. Shannon also
linked information to the physical concept of entropy which,itahappens, has an identical formula.

Entropy measures the amount of order or disorder in a phgsism in terms of the number of possible

1 For an excellent historical account of the development of this theory see Gleick’s [2013) The Information.
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states and their probabilities. Thus, a disordered systemmitly equally likely states has high entropy
(and information) while an ordered system with a smathiber of differentially likely states is low

entropy and low information. However, this equation betwietasrmation and entropy is controversial

Muller, 2007), for example entropy has defined units (kelvinsjgde) while Shannon and Weaver’s

information is dimensionless.

Moreover, there are counter-intuitive implications. Languaged s English are generally well
structured- letters and words are not equally likely, they are ofjaite predictable and have high
redundancy. This means that they carry less informatam tdindom strings of letters or words. Equally,
would we not usually say that a highly ordered or structesesiem (low entropy) contained more
information than a random one? One of the other founders ofrretims, Weiner, also defined

information in a similar way but with a reversed signtisat it is equated with negative entropy or

“negentropy” (Weiner, 1948).

There are no information theories at the syntactic lénaldre subjective and it is hard to see how there

could be since syntax only deals with signs and the rules goveheimgand not their meaning

Semantic level: objective theories

In considering semantic information we are moving to incltide content or meaning of signals and
messages, not just their quantity. There are significant igsuleis area: is information different from or
the same as meaning? Is information objective, subjective, lmaggeboth? Does information have to be
true or correct to be information? How does informatioatesto knowledge? We will firstly consider

objective theories and then subjective ones.

Dretske (198"1995) produced a theory of semantic information in whicbrimftion is seen to produce

meaning, and ultimately knowledgéyr the individual. Dretske’s fundamental idea is that all sorts of

signals, primarily physical one, carry information. In mattr, they carry information concerning their
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own causal origins. Given that a particular sign or event dasrieed, what must be the case because of
that, but not necessarily otherwise? What must have happehadda@enerated it? This is what he calls
the propositional content of the signal and is what he idesitifs semantic informatith Thus, a knock

on the door carries the information that there is someone thefgel gauge in the car carries the
information that the tank is half full. A database carrles information that there are 15 widgets in

stock®. A photo carries much information about the scene it partray

Dretske next considers how information can be transmitted frepuece to a receiver (which may be
machines rather than people). For this, there must be a dialsal chain of links between the two such
that the state of one affects or generates the state oftttee dhe knocking on the door causes sound
waves, which cause me to hear it (assuming | am not deaf)hwhuses me to know that someone is
there. Thus information is transmitted and generates knowledgeatmathing is the case. Informatjon
on this view, is objective in that it is carried and traittem whether or not it is received or understood by
anyone. However, if it is received, the amount of informatigailable to the receiver does depend on
their prior state of knowledge. Suppose that we are expectingosenmarticular to arrive and have
arranged for them to give a special knock. When we heakrtbak we can derive the information that it
is that particular person. Someone who did not know the special Wwondl only derive the information

that a person was there.

The issue of causality should be clearly distinguished from correlation or “mere” association. Consider an
example. When flying there is usually a map on the screen showingjgtitedf the aircraft and we
generally take it that is does indeed carry information infas) about the approximate position of the
plane. There are two ways the map could be generated: @)lit simply be a recording which starts

when the plane takes off and shows where the plane should gaobjdtbe generated directly from the

1818 Eormally “A signal r carries the information that s is F iff the conditiopeobability of $s being F, given r
(and k the prior knowledge of the observer) is 1 (but given k alone is less than 1)” [Dretske, 1981, p. §7)
19 Assuming that it is correct or true. This will be diseaskter
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plane’s actual position either through the plane’s instruments or by satellite. Both maps will appear the
same provided that the plane does actually follow its properbpetonly b) actually carries information
since it is causally connected to the plane’s actual position. a) is only correlated to it. We would see the

difference if the plane had to divert because then only b)dame correct.

Another aspect of Dretske’s theory is that information can be held in analogue or digital form. A photo of

a room, for example, has a large amount of informatioanalogue form. When someone looks at the
picture, they cannot process all this information (as an etgctmechanism could) but rather they focus
on particular aspects of it, depending on their prior interest@@metrtations, and generate a much more
specific concept or description (for exampfehat’s nice wallpaper”) that only contains some of the

information. This intentional process Dretske catigitalizing the analogue

This sophisticated theory has several important implicafionthe nature of information:

1. Information is objective and independent of the receiverifit® whether or not it is received,
and whether or not it is understood.

2. The information that is carried by a signal must be tree, it only carries the information about
what is actually the case. So, if the knocking on the door viaallocaused by a branch blowing
in the wind that is the information it carries even thoughmight mistakenly think someone was
at the door.

3. Meaning is necessary for information but not identical ta imeaningful sentence may not carry
any information if it is not true. The same informationyrba carried by different sentences, or in
different forms (for example, train times in a timetgbbn a website, over a loudspeaker).
Messages that reference the same thing can carry diffafemhation (for examplethere was
an accident on my way to work” and “* the accident on Baker Street”)

4. The actual information available depends on the prior knowledilgbeoreceiver. First, the

receiver must have the knowledge to understand the signals (for lex&mpw the conventions
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or language) to gain any information. Second, there maglifberent levels of expertise (for
example, if there are flashing lights on a machine that doewartt an engineer will be able
glean more information about the problem). Third, spekifimwledge of the context may be used
(for example, if you are told that the winner of a horgefia a grey, and you know that there is

only one grey, you can identify the horse).

Semantic level: subjective theories

We begin with Bateson’s (19733a) view that information is a “difference that makes a difference”.

Although this concept remains at a very general and undefined level in Bateson’s work, it has been

fruitful in informing many other information theories inding Floridi |(2004), Brier | (2001)

Hofkirchner(2013) and Mingefs(J. Mingers, 1995). This is because it proviohshetween the physical

world, wherein information must be embodied or representedttendognitive world of the mind. A
difference is fundamentally a relationship not a thing. d@ifferences between an egg and an apple are
not located in the egg or the apple or even in the spacedretivem, but rather in the relations between
the two. For Bateson, the fundamental characteristichefracro physical world are differences
differences in physical qualities light, sound, texture ete. which are then endlessly transmitted and

transformed circularly.

A ‘bit’ of information is definable as a difference that makes a difference. Such a difference, as it

-

travels and undergoes successive transformation in a circuit, is aenteynideal (Bateso

1973D, p. 31p).

Between any two things, or between a thing and its environtimene are an infinity of differences. Only

particular ones with be selected by, or impose themselvesn observer and thereby become differences

that are noticed, differences that make dettifice. In terms of Korzybski’s {1933) map and territory,

only certain of the differences in the territory get insatiloe the map, and these are what becomes

information. But what gets inscribed is ultimately dependerthe mind of the receiver.
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Moving to theories more specific to IS, we saw in the intotidn that the most common view in IS has

traditionally been that information is objective and ititly) true, being processed data. One of the

earliest to argue against this was Langefors ([L973) who summaiszetbdel in the infological equation

I =i(D, s, t) where Information is the interpretation (i)some Data, made by a receiver based on their
pre-knowledge or receiving structure (s) during some time pepio@iis makes it clear that information
depends on the receiver different people, with different cognitive structures (tbah be seen as

knowledge) may generate different information from the sarse da

This is similar to Checkland, the founder of soft systemshoawlogy (SSM), who proposed that

“information equals data plus meariing?. Checkland & Scholes, 1990. P. B08}s approach stems

from a phenomenological position (P. Checkland, 1985).

The most important feature of this analysis of data, capta, infiammand knowledge is that the
act of creating information is a human act, not one which a machimeaccomplish. It is the

human being who can attribute meaning to the selected data ... in a context which may well be

shared by many people but may also be unique to an individual (P &ekékiHolwell, 1998

p. 91).

What this means is that data provides basic facts about the:bhubthese facts are interpreted differently
by different people according to their intentions, bsliefalues and expectations (meaning), and
information is what results for the individual receiver. Thfig, $ystem records that there are 15 widgets
available (data) one person may conclude that that is suffi@envhat they need, another that more
should be ordered, and a third that the system is wrong asatteeonly 12 (information). This is in many
ways an appealing view as it seems clear that we do imakeegret the world differently, but it is rather
vague— what exactly are data, meaning and information, and how dw&aning interact with data to

produce information? It also means that information becaubgective, only existing in the minds of

45



observers and thus information systems, books, newspapers, timetablecannot be said to carry

information.

Pragmatic level: Objective theories

The semantic dimension only concerns the meaning of a messegpragmatic dimension goes further

to consider both the intentions of the sender of the messagehemdfécts that the message and its

information may have on the receiver(s). Ming|ers (19994) developed a theory of information based

broadly on Dretske’s but with significant enhancements. We will outline these developments here and

then discuss the theory more extensively in the theoretidabitire paper.

There are two main developments. First, Mingers (R001) presanteddel of the process by which

information is converted into meaning through the brain and nerystsns of the recipient. This was

based on the neurophysiological theories of Maturana and VA68849) Maturanf (1980b) and theories

of embodied cognition| (Merleau-Ponty, 1T(Qarela, 1991). It is in opposition to the standard

representationalist or computational paradigm of cognitive praogegsithat what can be a message or
trigger for the nervous system, and the effects that it hassteucturally determined by the nervous
system, not the communication itself. In other words, tharnmation that is received triggers a particular
response in the receiver that depends on their own cognitive sthtssis Tcalled the import of the
information for the receiver. It is equivalent to thdtich is called information in subjectivist theories. To
be clear about this, whereas subjectivist theories suggest thattivabjdata generates subjective
information, this theory suggests that objective informatiomeggies subjective meaning, i.e., import.
That is not to say that the response will be purely individtialiWe have all, through processes of
socialization, become structurally coupled to our physical ani@lsenvironments and so are likely to
interpret similar stimuli in broadly similar ways. This modelggests three stages for the receipt and

processing of the information carried by signs into meanmgdit) and ultimately action.
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Second, Dretske confined his theory to what he called de re &dgev that is generally perceptual
knowledge of our natural and social environment (tree rings, kratkkoors, instruments etc.). He did

not include the full pragmatic use of information within huncemmunications. Mingers extended this

by bringing in Habermas’s theory of communicative action [(Habermas, 19§ 19|87) which itself was

based in part on semiotics (Habermas, 1979). With de remafmn, the sign or signal carries

information about is cause what created or produced it. This is its propositionakexdnor truth. In

considering full human communications from a pragmatic petispetiabermas takes the basic unit as a

speech act (Austin, 19f3earle, 196P) as part of an on-going conversation oriented towanalfsng an

understanding.

Pragmatic level: Subjective theories

The model of Kettinger and Li (2010), a knowledge-based theory afmaton (KBI), fits into this

category. Their theory is a developihef Langefors’ informetric equation in which:

“Information is the meaning produced from data based on a knowledge framework that is
associated with the selection of the state of conditional readiness for goal directed activities” (p.

415)

Data are measures or descriptions of objects or events, andeligevis justified, true beli&fconcerning

relationships between constructs. We can clearly see radtioother theories beyond Langefors - the

reference to “states of conditional readinesses” draws on MacKay’s (1969) theory of information and the

description of information as meaning sounds similar to ChedKbat in fact it is not. For Checkland,
data + meaning = information; for Kettinger and Li, data + Kedge = information (which is the same
as meaning). This neatly illustrates the problems in developinigfarmation theory which properly

differentiates between these various terms.

20 “Justified, true belief” is the traditional philosophical definition of knowledge [J. Mingers, 2008)
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The reason that we assign this theory to the pragmatic caisdmecause it goes beyond simply meaning
to also consider the importance of purpose and intentioriacinKettinger and Li also use the semiotic
dimensions as do we, and suggest that information can beatghat each of the levels. To develop their
example, consider the set of signs |it is raining|. At the r@nigivel, knowledge of signs (e.g., the
English alphabet) and sign transmission can generate the atfomthat this is a sentence in English. At
the syntactic level, knowledge of English can generate the infiaminat it is a well formed English
sentence. At the semantic level, knowledge of the meaningsrdf can generate the information that it
is raining. At the pragmatic level, knowledge of intentions aasithbiors can generate the information

that you should take your umbrella.

It is clear that information is user-dependent‘The production of information from data needs
knowledge, and when knowiedge varies, so does informagomr16) although Kettinger and Li appear

to be somewhat ambivalent about this subjectivity:

“The above discussion on interpretations and perceptions does not imply that the content of
knowledge and the corresponding interpretation process are subjectisegijésst that both are

objective or at least inter-subjectip. 416, our italics)

Surely there is a wide gap between objective and inter-sivgect

“Nevertheless, we acknowledge that the use of knowledge varies by person ... so that the
interpretation is bound within a person’s knowledge domain or rationality” (p. 416 author’s

italics)

Which sounds rather subjective.

Social Level

So far, information has been seen primarily in terms ofrtiwidual subject the sender or receiver of a

message- although Habermas’s (1979) pragmatic view does bring in the idea of social norms. But
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information also has a social dimension beyond the individuat, fiecause meaning and language is
intrinsically social- communications only work because we share a complex systamiesf and
representations that extends before and beyond the individual.sécwmhd because the social and

organizational world shapes the information that may béable and the effects that it may have.

We will look at a major German sociologist Luhmann|(1995 (original 1984)) who developed a

sophisticated theory of society based on autopoietic, saetfupimng, communications (J. Mingers, 2D02).

Luhmann is a radical constructivist (Luhmann, 1990a). He envisagespamatebut interacting systems

— the social system which consists of networks of interactimgmunications, and the psychic systems of
individual subjects’ cognitions. What connects these two is the structure of meanings that constitute both

cognition and language and which exist outside of, and prithddndividual consciousness.

Following Mackay |(195p), Luhmann sees the primary function of mgaas selectivity| (Luhmann

1990h) — selecting from a range of possibilities what will becomeaatuality. Thus in sending a

message, the many possibilities - things that could beaaidyways in which they may be saithecome
reduced to just the one (Shannon-like) that actually is saidniktpas the relation between what is
selected “(presenced and what is not, the selection being characterized ptimen terms of its
difference to what was not selected. In this way, meagimngrates a selection but at the same time
remains related to all the alternatives that were Hetteel. Meaning thus acts as the gateway to the next
instant by opening up further, related, possibilities. Equadhen a communication is received, it selects
from within a range of possibilities within the psychic or cogritiomain of the receiver. The particular
selection made depends on the existing set of readinesses dmatgpecand the resulting experience
may change these expectations. It is this change that Luheramninformation- the surprisal value of a

meaning complex for the receiver’s structure of expectations.

As with MacKay and Checkland, this makes information subjectilative to the individual, while

meaning is objective, or at least intersubjective. The saessages may generate different information
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for different people, and a repeated message is still meaningful but not informative. Whilst Luhmann’s

actual definition of information is basically semantic,igt the fact that he locates this within a

sophisticated social theorly (Luhmann, 1995 (original 19844) discusses the effects that society’s

functional differentiation has on communicatipn (Luhmann, HQQBC) that leads us to locate it at the

social level.
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