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Abstract
This paper provides an overview of a planned experiment
to evaluate the latest iteration of ADELE, an artificial con-
versational agent to aid in the care of the elderly. It is being
evaluated against an earlier iteration of itself and against
the leading systems from the 2018 ConvAI2 Challenge at
NeurIPS (formally NIPS) to measure its progress on pro-
ducing improved natural social dialogue.
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CCS Concepts
•Human-centered computing → Natural language inter-
faces; Empirical studies in HCI; •Computing methodolo-
gies → Discourse, dialogue and pragmatics;

Introduction
ADELE is being developed as an artificial conversational
agent (ACA) to aid in the care of the elderly by providing
them with health and well-being related advice and monitor-
ing through social dialogue. Users will be able to converse
with ADELE naturally through informal yet informed social
dialogue on a variety of topics. Introduced in [23] and ex-
pounded upon in [22], ADELE was entered into the Con-
vAI2 challenge at NeurIPS in 2018 where it came second



in the automatic evaluation and sixth in the overall competi-
tion (Note: the competition entry was called "Adapt Centre")
[5]. The 2018 engine was based on a Recurrent Neural
Network Sequence-to-Sequence Model. The 2020 engine
has evolved into a Transformer Decoder Model taking ad-
vantage of Transfer Learning from generic large-scale Lan-
guage Models trained by Generative Pretraining. ADELE
currently supports text-based interaction.

The purpose of this experiment is to evaluate and bench-
mark the dialogue produced by the 2020 version of ADELE
to the 2018 iteration, and at least two other systems from
the leading 2018 ConvAI2 entries. This will be undertaken
using the DialCrowd Framework and Toolkit [14].

Background
The project is comprised of a team of machine learning,
HCI, and personalisation experts who are working on the
design and evaluation of ACAs to aid in the care of the el-
derly. ADELE is being designed to deliver health and well-
being personal care advise and monitoring through social
and informal dialogue in a similar fashion to a district care
worker visiting the elderly in their own homes.

As such, it poses a number of research challenges to over-
come. These include trying to better understand the nature
of good conversation [1], how topic transitions [21] can be
used to extend social talk [9, 8], and concerns about trust
in ACAs for the care of the elderly [24]. The project is cur-
rently focused on evaluating ADELE’s ability to produce
high quality natural or human like social dialogue. In future,
it will be evaluated as a means of delivering health and well-
being personal care advise through social dialogue. Longer
term, it will be evaluated in realistic care settings with el-
derly users.

Motivation
Population ageing has become an increasingly acute chal-
lenge in Europe [10], Japan [15], North America [4], and
China [28]. Other countries are also beginning to experi-
ence the same problem. According to the UN [18], for the
first time there are now more people in the world over 65
than under 5, and by the year 2050, 1 in 6 people in the
world will be over 65, up from 1 in 11 in 2019. In China,
many young people are now caring for the needs of up to
four grandparents on their own [30].

Many countries have responded with large scale invest-
ment into research and technology to aid in the care of the
elderly [11], though others have pointed out that this has
been slow to result in business success [26, 12]. One area
receiving particularr attention is ACAs which are capable of
unconstrained natural language input. Laranjo et al. provide
a detailed review of fourteen such natural language conver-
sational agents [13]. ADELE furthers the state of the art by
combining unconstrained natural language input with per-
sonalisation technologies to create a more natural social
dialogue which can be used to deliver health and well-being
advice and monitoring.

Evaluation Experiment
Hypothesis
This experiment will evaluate ADELE and benchmark its
performance against an earlier iteration (2018) of itself and
other leading ACAs. We aim to identify how ADELE per-
forms on a number of key established metrics from the liter-
ature. We hypothesize that:

HA: ADELE (2020) will produce more engaging, coherent
and natural dialogue than the other dialogue agents.



Design
The number of ACAs being evaluated in this experiment is
dependent on how many of the 2018 ConvAI2 Challenge
entries are integrated with the DialCrowd experiment frame-
work and toolkit [14]. Currently, 4 ACAs are integrated:
ADELE 2018, ADELE 2020, and two other ACAs. If more
of the ConvAI2 entries are integrated with DialCrowd, our
experiment design will be adjusted accordingly. Currently,
the experiment is being set up as a 4X1 between-subjects
design. Participants will be randomly assigned to one of
four groups to interact with one of the four ACAs without
knowing which ACA they are interacting with.

Scenario and Dataset
The experiment scenario will be the Persona-Chat task
which was used in the ConvAI2 Challenge. The purpose
of the task is to model normal conversation when two inter-
locutors meet for the first time and try to get to know each
other. Their purpose is to be engaging while learning about
the other’s interests and discussing their own interests to
find common ground. The task involves asking and an-
swering questions while maintaining a persistent persona
which is provided in the dataset. Each of the systems will
be trained on the Persona-Chat dataset [29]. It contains
10,907 dialogues with 162,064 utterances. The dataset also
contains 1155 unique personas with at least 5 sentences
with revised descriptions.

Metrics and Scales
The main concerns (in no particular order) guiding the se-
lection of metrics for this evaluation are: 1) The dialogue
is text based. 2) ADELE is designed to produce non task
based social dialogue. 3) The Persona-Chat dataset was
evaluated with four human metrics (fluency, engagingnes,
consistency, and profile detection) [29]. 4) The metrics must
suit the star rating scales (1-5 stars) DialCrowd supports.

5) A limited number of metrics is preferred to prevent task
fatigue and to prevent too much overlap. 6) In this experi-
ment, ADELE is being evaluated and benchmarked as an
ACA and not on its ability to deliver health and well-being
related advice, however it would be optimal if some of the
metrics would also carry over into future evaluations. 7) The
metrics should already be established in the literature.

Engagement is an obvious choice based on 1, 2, 3, 4, 6
and 7 [29, 20]. Coherence was selected based on 1, 4, 6,
and 7 [27]. Naturalness was selected based on 1, 2, 4 and
7 [17, 20]. These will be measured using star rating scales
(1-5) which produce ordinal type data. The mean score for
each of the metrics will be reported for each of the ACAs.
The mean of the three metrics will be used to satisfy the ex-
periment hypothesis. In future, when ADELE ability to diliver
healthcare and well-being related advice and monitering
are being evaluated, additional metrics such as likeabil-
ity, felt support, caring, and warmth etc. may also be used
[17]. Participants will also be asked to provide qualitative
feedback on the system via questions with free form text
responses.

Participant Recruitment
Participants will be crowdsourced online via Amazon Me-
chanical Turk (AMT) and randomly assigned to one of the
four groups. Participants will be over 18 and will be required
to have native English language proficiency.

Sample Size
Estimating sample size a priori is difficult as there is cur-
rently no way to compute this for a Kruskal-Wallis H Test.
However, Mahoney and Magel [16] maintain that an f-test
can be used to approximate power, and that the Kruskal-
Wallis Test may be more robust than a similar f-test. G*Power
[7, 6] was used to approximate that at least 436 participants
(4 groups of 109) will be sufficient to have a >0.95 power



of detecting an effect size of 0.2 which is considered small.
This was chosen based on the work of Cohen [3], Coe [2],
and Nelson [19]. Should more systems become available
on DialCrowd the sample size will be adjusted accordingly.
Post hoc, we will report the achieved effect size in the form
of eta squared based on [25].

Statistical Analysis
Kruskal-Wallis H tests will be used to compare the means
of the individual metric scores, and the overall combined
mean, for each of the four systems. The results of com-
bined mean will be used satisfy the hypothesis.

Importance of Evaluation and Benchmarking
The 2018 version of ADELE performed very well in the
ConvAI2 Challenge coming 2nd on the automatic evaluation
and 6th on the final human evaluation. Since then, ADELE
has undergone significant redevelopment to integrate the
latest technologies and improve the quality of the dialogue
it produces. This experiment was conceived to focus on
the human evaluation. By using the same Persona-Chat
dataset and experiment scenario, it will provide a fair evalu-
ation of both the ADELE 2018, and 2020 systems, and the
two other leading systems. By adopting new but established
human evaluation metrics, it will also be possible to see the
strengths and weaknesses of each system.

This evaluation and benchmarking of ADELE as a ACA is
important as this needs to be undertaken before it can be
evaluated as a means of delivering health and well-being
related advice through social dialogue. Longer term, com-
pleting these two evaluations is important so that ADELE
can be evaluated in a staged care setting and subsequently
in a real care setting with elderly users.

Constraints and Limitations of the Evaluation
Due to the nature of the ConvAI2 challenge we cannot ex-
actly replicate all of the experiment conditions, particularly
around the automatic evaluation. However, this has likely
proved to be a boon, as in doing so would have severely
limited innovation and control. Our solution, facilitated by
DialCrowd, is to utilize the same Persona-Chat task and
dataset, and to utilize suitable and established human eval-
uation metrics taken from the literature. This will allow oth-
ers to easily replicate our experiment with their own sys-
tems to measure and benchmark their progress. The use-
fulness of DialCrowd and the release of the large Persona-
Chat dataset must be acknowledged for facilitating this.

One criticism of DialCrowd and other experiment frame-
works such as ParlAI is that currently they can also be quite
limiting in terms of the experiment designs they support and
individual experiment options. One example of the limita-
tions is the single type of measurement scale (star rating
scale) that is currently supported on DialCrowd. Star rating
scales produce ordinal type data which limits the analysis to
non-parametric statistics. Consequently, the experiment is
forced to use a Kruskal-Wallis H test rather than an ANOVA.

Conclusion
This paper provided an overview of the planned evalua-
tion and benchmarking of ADELE, a personalised ACA de-
signed to aid in the care of the elderly. Our approach is to
utilize the DialCrowd experiment framework and Persona-
Chat dataset which will allow us to evaluate and benchmark
the latest iteration, ADELE 2020 against ADELE 2018, and
other leading systems from the domain. This allows oth-
ers to replicate our approach and benchmark their ACAs
against ADELE 2020. The experiment has received ethics
approval and it will be executed in the coming weeks with
the results being submitted for publication in the future.
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