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Abstract: Characterizing the neural substrate of reasoning has been investigated with regularity over
the last 10 years or so while relying on measures that come primarily from positron emission tomogra-
phy and functional magnetic resonance imaging. To some extent, these techniques—as well as those
from electroencephalography—have shown that time course is equally worthwhile for revealing the
way reasoning processes work in the brain. In this work, we employ magnetoencephalography while
investigating Modus Ponens (If P then Q; P//Therefore, Q) in order to simultaneously derive time
course and the source of this fundamental logical inference. The present results show that conditional
reasoning involves several successive cognitive processes, each of which engages a distinct cerebral
network over the course of inference making, and as soon as a conditional sentence is processed. Hum
Brain Mapp 34:684–697, 2013. VC 2012 Wiley Periodicals, Inc.
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INTRODUCTION

What cognitive mechanisms underlie our ability to per-
form deductive inferences? The emergence of positron
emission tomography and functional magnetic resonance
imaging (fMRI) has provided researchers with a way to

address this question by identifying the brain areas
involved in various tasks of logical inference making.
These include investigations of traditional Aristotelian syl-
logistic inferences (All As are Bs, All Bs are Cs, therefore
All As are Cs), transitive inferences (A is taller than B; B is
taller than; C; therefore A is taller than C) and propositio-
nal inferences (e.g., If P then Q; P; Therefore Q) [for a
review, see Goel, 2007].

These experiments have allowed researchers to better
characterize reasoning processes and have shown that in-
ference making, far from being a unitary process based on
a single cortical network, actually engages different brain
regions depending on the type of reasoning task or argu-
ment. For instance, while some evidence indicates that
propositional reasoning activates left frontal, and occasion-
ally parietal, regions [Reverberi et al., 2007; Noveck et al.,

*Correspondence to: Mathilde Bonnefond, PhD, Donders Institute
for Brain, Cognition And Behaviour, Radboud University, Nijme-
gen, 6526 EN Nijmegen, Netherlands.
E-mail: m.bonnefond@fcdonders.ru.nl

Received for publication 7 January 2011; Revised 29 June 2011;
Accepted 18 August 2011

DOI: 10.1002/hbm.21465
Published online 16 January 2012 in Wiley Online Library
(wileyonlinelibrary.com).

VC 2012 Wiley Periodicals, Inc.



2004; Reveberri et al., 2010; Prado et al., 2010; see also
Prado et al., in press, for a meta-analysis], it appears that
transitive reasoning tasks primarily activate bilateral parie-
tal and frontal areas, which are usually engaged by visuo-
spatial tasks [Goel and Dolan, 2001; Goel et al., 2004;
Knauff et al., 2003]. The findings across tasks also indicate
that the activation of a reasoning network varies to some
extent with the inference form [Prado et al., 2010; Prado
et al. in press; though see Monti et al., 2007; Monti et al.,
2009 which will be discussed later]. Taken together, these
studies provide a major contribution to the understanding
of the multiple mechanisms involved in reasoning (see
also Houdé, 2007 for a broader view on reasoning).

Moreover, neuroimagery researchers of reasoning, while
using fMRI, have strived to focus on the neural activity
linked to various stages of reasoning [Fangmeier et al.,
2006] or to the very moment that a task allows for pre-
mise-integration [Reverberi et al., 2007]. Fangmeier et al.
[2006], who investigated transitive reasoning, showed that
the processing of premises involves the occipito-temporal
cortex, while the integration of the premises involves the
anterior prefrontal cortex; this is followed by a validation-
of-the-conclusion phase, which recruits the prefrontal cor-
tex and the posterior parietal cortex (see also Fangmeier
et al., 2009 for an account of this model for acoustic rea-
soning). Reverberi et al. [2007], who investigated proposi-
tional logical inferences (linked to conditionals and
disjunctions), focused their work on the very moment that
participants were in a position to carry out a logical infer-
ence. More specifically, Reverberi et al. [2007] showed that
a left parietal and frontal network is implicated as soon as
two integrable premises are available to a reasoner. For
example, in (1) below, participants were presented three
premises beginning with a categorical one and were able
to generate an inference with the arrival of the third pre-
mise only (before being presented with a multiple choice
of potential conclusions):

1. There is a square

If there is a hexagon then there is a triangle.
If there is a square then there is a rhombus.

Since an inference can be produced as soon as two com-
patible premises are available [see Lea, 1995; Reverberi
et al., 2009], this approach represented an advance over
prior studies which had captured processing only at the
conclusion level [e.g., see Noveck et al., 2004].

These and other more recent studies [see also Rodriguez-
Moreno and Hirsch, 2009] demonstrate how the neuroima-
gery-of-reasoning literature has remained innovative and
has, in fact, inspired the present work. Nevertheless, while
these recent fMRI studies may cleverly isolate premise inte-
gration, they are not in the position to go much further,
i.e., to finely distinguish among the potential cascade of
events that a logical inference quickly unleashes. This is
due, at least partly, to the fact that the latencies involved in

logical inference-making are on the order of several 100 ms
while brain images are acquired with temporal resolution
on the order of 2 to 3 seconds. This constraint is what has
led some researchers to investigate neural correlates of in-
ference making from a temporal perspective.

Bonnefond and Van der Henst [2009] used electrophysi-
ological techniques in order to investigate brain processes
that are instantaneously involved in the processing of con-
ditional inference. Their findings showed that in the con-
text of an If P then Q conditional, the minor premise P
prompts a P3b component. In contrast, when the minor
premise is R (mismatching premise), it results in a N2
component. Given that the P3b is typically associated with
target detection (see Picton, 1992 for a review) and that the
N2 is a signature of mismatch (see Folstein and Van Pet-
ten, 2008 for a review), the authors argued that their
results indicate that the conditional premise If P then Q
raises expectations regarding upcoming information. If the
expectation is met (If P then Q; P), the participant has the
means to produce an inference. They also found that infer-
ence generation is associated with a positive slow wave, a
component traditionally linked to the immediate cognitive
processes following the detection of a stimulus [Garcia-
Larrea and Cezanne-Bert, 1998]. Moreover, the positive
slow wave is followed by a contingent negative variation,
which is known to be associated with expectations about
an upcoming stimulus [Rohrbaugh et al., 1997]. The
authors argued that the contingent negative variation is
associated with the anticipation of the conclusion to be
presented. Overall, the findings from Bonnefond and Van
der Henst [2009] indicate that there is much relevant neu-
ral activity to be captured over the entire course of a con-
ditional argument (from the moment a participant is in the
position to make an inference) and that such a thorough
approach can shed additional light on inference-making.

In this article, we take this sort of approach one step fur-
ther. While continuing to focus on conditional arguments
(and in particular Modus Ponens), which have arguably
become the canonical object of study in the reasoning liter-
ature, we aim to advance our knowledge concerning the
underlying cerebral processes involved in logical infer-
ence-making by using imaging techniques from magneto-
encephalography (MEG). This technique, as is well known,
has a temporal resolution that is extremely precise (on the
order of milliseconds) while still allowing for source
imaging.

In this experiment, we present stimuli that resonate with
distinct sensory (i.e., visual and auditory) modalities in
order to optimally exploit MEG technology. More pre-
cisely, the conditional reasoning paradigm is designed
with (1) a conditional statement (i.e., a major premise,
such as If there is a square then there is a low sound);
(2) an actual geometrical shape (i.e., a visual stimulus),
which serves as a minor premise that matches or mis-
matches the antecedent of the conditional statement (e.g.,
a square or perhaps a nonsquare—a circle) and, finally; (3)
a sound (i.e., an auditory stimulus) which serves as a
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conclusion that either matches or mismatches the expected
outcome. The example in (2) shows a conditional argu-
ment with a matching minor premise that allows for a Mo-
dus Ponens inference to go through:

2. Major premise: If there is a square then there is a low
sound

Minor premise:&
Conclusion: (low sound)

Our ultimate goal is to distinguish preliminary steps of
inference-making from later steps. That is, while visual
stimuli ought to recruit visual areas early (e.g., with the
detection of the visual shape corresponding to the minor
premise), auditory stimuli ought to recruit auditory areas
relatively late (e.g., when the anticipated sound is inferred
from the combination of the two premises; see the predic-
tions later). Had the task involved only visual stimuli, it
would have been harder to discriminate the beginning and
the end of inference since in both cases visual areas would
have been recruited. Therefore, such a procedure ought to
provoke activity in specific areas of the brain and at dis-
tinct points in time; the upshot is that this investigation
increases the degree of confidence one can have with
respect to the link between cognitive processes and their
neural activation [see Poldrack 2006], since it offers two
complementary dimensions to capture these processes,
namely time and (brain) space. This approach also allows
us to bring into play (and to potentially capture on-line) a
variety of supporting mechanisms that are presumed to be
critical to reasoning.

Equipped with this experimental set-up, we posit the
following four predictions. First, if the conditional premise
yields specific expectations regarding upcoming informa-
tion as indicated by Bonnefond and Van der Henst [2009],
then a minor premise that matches the antecedent of the
conditional should activate the network associated with
the magnetic counterpart of the P3b component [in partic-
ular the parietal and posterior cingulate cortices, see Lin-
den, 2005]; further, these activations should be observed in
the wake of geometrical shape identification [i.e., in the
visual ventral stream]. Second, a minor premise that does
not match the antecedent of the conditional premise
should elicit activity in the areas associated with the mag-
netic counterpart of the N2 component, i.e. the anterior
cingulate cortex (ACC) [Kerns et al., 2004]. Third, assum-
ing that inference-making can be captured at the very
moment of premise integration, as posited by Lea [1995]
and Reverberi et al. [2007], activity should be unique to
the condition where the minor premise matches the ante-
cedent of the conditional statement; furthermore, this
should be detectable after the visual shape has been recog-
nized as a match for the antecedent of the major premise
(see below for detailed predictions about this cognitive
step). Finally, following the (presumably) successful inte-

gration of the two premises, one should come upon evi-
dence of activity in the auditory cortex even before the
auditory conclusion is presented. Any sustained activity in
this area is arguably linked to auditory working memory
[see Pasternak and Greenlee, 2005].

Overall, by confidently isolating the activity linked to
each step in a conditional reasoning argument, one can
ask a more general question. What is the network that
generally supports the inferential processes in conditional
reasoning? There are currently two positions on that. One
comes from the literature presented earlier, which reports
that a left frontal area—that overlaps with language proc-
essing—is generally responsible for propositional reason-
ing [Noveck et al., 2004; Reverberi et al., 2007, 2010; Prado
et al., 2010; Prado et al., in press.]. The other comes from
Monti et al., [2007, 2009], who claim that the left rostrolat-
eral prefrontal cortex (RLPFC) and the medial superior
frontal gyrus (mSFG) are ‘‘core’’ regions of deduction
because these areas become active uniquely when partici-
pants are required to carry out logical transformations (on
complexly worded conditional statements). Their studies
aim to show that deductive reasoning is independent of
language. The overall objectives of the study remain two-
fold: determining the sequence of cognitive processes
involved in this conditional reasoning task and localizing
the regions associated with the integration of the premises.

METHOD

Participants

Sixteen healthy right-handed volunteers (5 males and 11
females, aged 20-30 years, mean: 23 years) with no history
of neurological or psychiatric disorders participated in the
study. All participants gave written informed consent and
received compensation for their participation. Procedures
were approved by the local ethics committee (CPP of
Lyon, France). Four participants were excluded from the
analyses due to excessive eye or head movements.

Stimulus material and Paradigm design

Participants were seated upright in a magnetically
shielded room. They were instructed to sit still and look at
a screen placed about 80 cm in front of them. The visual
stimuli consisted of 12 geometrical forms (arrow, asterisk,
circle, cross, diamond, ellipse, moon, parallelogram, rec-
tangle, square, star, triangle). The auditory stimuli con-
sisted of three different tone sounds: low (300 Hz),
medium (1,000 Hz), and high (1,300 Hz) pitch tones pre-
sented binaurally via air-conducting tubes with foam ear-
tips. The experimental task was preceded by a training
session that consisted in familiarizing the participants with
these three different tone sounds. The loudness of the
sounds was 45 db above the detection threshold of each
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participant. Total number of trials was 475 (i.e. 460 þ 15
fillers).

The paradigm consisted of two test conditions and one
control condition. The two test conditions explicitly
involved a conditional (if-then) premise such as ‘‘if there is
a square then there is a low sound’’ followed by a premise
which matched or not the antecedent of the conditional
premise (Matching and Mismatching conditions, respec-
tively) while the control condition simply said ‘‘There will
be a shape and a sound.’’ It is important to note that the
three conditions were not distributed equally. A behav-
ioral pilot study lead us to discover that the task was per-
ceived as being easier when containing more trials with
premises and conclusions that respectively matched the
antecedent and the consequent of the conditional state-
ment. We presented 5 trials for each conditional sentence
(see experimental procedures). In particular, we observed
that when a matching trial arose after several mismatching
trials (two or more) the rate of correct answers decreased
(83%, vs. 98% when the matching trial arises first or after
a single mismatching trial). Moreover, when asked to indi-
cate what aspects of the task contributed to difficulty, par-
ticipants reported that there were too many mismatching
items. It might be the case that mismatching premises
hamper the retention of the conditional in working mem-
ory as they introduced figures that are unrelated to it. Par-
ticipants also expressed the feeling that mismatching items
were more numerous than matching items. We thus pre-
sented more trials that contained matching, rather than
mismatching, premises and conclusions (61% of the prem-
ises in the test conditions were matching premises; 61% of
the conclusion following the matching premise were
matching conclusions).1

In the matching condition (200 trials), the minor premise
(i.e. a visual shape) matched the antecedent of the major
premise and could be integrated with the major premise
in order to infer which sound could be expected in the
conclusion. In the mismatching condition (130 trials), the
visual shape did not match the antecedent of the major
premise. Thus, the expectations raised by the major pre-
mise were not satisfied and participants could not make a
determinate inference regarding the consequent of the con-
ditional statement. They were instructed to respond ‘‘inde-
terminate’’ when the sound appeared. The two conditions
are represented in Figure 1.

As indicated above, the control condition (130 trials)
presented participants with the same kind of visual and
auditory stimuli as in the experimental conditions but they
were not required to combine two premises in order to

perform an inference. In lieu of a conditional statement,
they were shown the sentence: ‘‘There will be a shape and
then a sound.’’ The 130 trials did involve a shape/sound
pair and 15 filler trials were introduced with no visual
stimuli. The experimental design is illustrated in Figure 1.

Experimental Procedures

Stimuli were presented with Presentation 10.2 software
(Neurobehavioral Systems, http://www.neurobs.com/). In
the experimental conditions (i.e., the matching and mis-
matching conditions), a conditional premise was presented
initially before being followed by five shape/sound pairs
(i.e., If there is a square then there is a low sound was
used once before five different shape/sound pairs were
presented, representing at least one of each of the experi-
mental conditions). Hence participants had to remember a
single conditional premise throughout five trials. The type
of premises and conclusions administered for the same P1
were randomized across trials but there was always at
least one mismatching premise and one matching premise
(the latter being followed either by a matching or a mis-
matching conclusion). Such a procedure allowed us to
reduce the duration of a rather long experimental session.
In the control condition, a neutral sentence was initially
presented (i.e., there will be a shape and a sound) and
was also followed by five shape/sound pairs.

Once participants had read a sentence, they had to press
a key with their left hand to see the cross of the first delay
(1,500 ms) followed by the visual shape (i.e., the minor pre-
mise). The shape was presented for 800 ms and after a
1,500 ms delay (delay 2), an auditory stimulus (i.e. the con-
clusion) was presented for 800 ms. Between the five
shape/sound pairs, a red cross appeared and participants
had to press a button to see the next shape/sound pair
associated with the sentence he read the first time. In the
experimental conditions, participants were instructed to
decide whether the conclusion was valid, invalid, or inde-
terminate (i.e., they could not decide whether the premise
is valid or inconsistent) by pressing a response key with
their right hand. In the control condition, participants were
instructed to respond only when a visual shape appeared
before a sound. Some filler trials were introduced with no
visual stimuli (i.e., the fixation cross remained of the screen
until the sound was heard) and participants were asked
not to respond to these fillers. The 460 trials involving 66
conditional statements (each of them followed by five
shape/sound pairs) and 26 neutral statements were pre-
sented in four sessions of around 15 min each.

MEG Recording

MEG was recorded using a whole-head system (CTF
Inc., Vancouver, Canada) comprising of 275 first-order
magnetic gradiometers. The signals were sampled at 600
Hz with an anti-aliasing filter at 150 Hz. Recording epochs

1In fact, despite our best efforts, debriefing questionnaires would
later reveal that participants felt that they dealt with more mismatch-
ing premises/conclusions than matching premises/conclusions.
This may result from the fact that the proportion of pure matching
arguments (i.e. those which include a matching premise and a
matching conclusion) is less than 50% and that participants were par-
ticularly attentive to the pure matching vs. other arguments contrast.
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lasted from 100 ms before trial onset to 6,000 ms after trial
onset. The participants’ head position was determined
with head coils fixated at the nasion and the preauricular
points at the beginning and end of each recording to
ensure that head movements did not exceed 0.5 cm. Bipo-
lar Ag-AgCl electrodes (band pass ¼ 0.05-150 Hz) were
used to record the electro-oculogram monitoring both hori-
zontal and vertical eye movements and the electrocardio-
gram detecting the subjects’ cardiac activity. These
recordings were acquired in continuous mode digitized at
600 Hz, and stored for offline analysis.

MEG Scalp Data Analysis

Data preprocessing

Trials were rejected from any further analysis if (a) the
segment of interest contained identified eye-blinks or mus-
cle artefacts, or if; (b) the standard deviation of any MEG
recording channel within a sliding 200-ms time window
exceeded 1,500 fT. The MEG signals were low-pass filtered
off-line below 25 Hz. The trials with incorrect responses or
with reaction times of more than three standard deviations

from the mean were also excluded from the analysis. This
resulted in 4.5% of trials being removed from the dataset
across subjects on average.

Event related field analyses

Event related field (ERF) analyses were conducted using
ELAN-Pack software developed at INSERM U821 (Lyon,
France). Such analyses consisted in averaging, for each
block and each condition the MEG segments time locked
to the onset of the visual stimulus in each trial over a
2,450 ms period, including a 150 ms prestimulus interval.
The baseline correction was calculated for all conditions
from the 150 ms prestimulus interval of the control condi-
tion (crossbaseline) to have the same baseline for each con-
dition. We choose such a baseline because we presume
that the prestimulus window of the control condition
would elicit a lower level of expectation than the presti-
mulus window of the experimental condition. Indeed, the
anticipation of a piece of information is known to generate
specific waves [see Brunia, 1999]. However, we also ana-
lyzed the data with the pre-stimulus window of each con-
dition as a baseline and the findings turned out similar.

Figure 1.

Experimental procedure. Timing of a sample trial. 127 � 97 mm (300 � 300 DPI).
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To analyze the effects of condition in the MEG record-
ings, the root mean square (RMS) of the amplitude was cal-
culated on every sensor within seven time windows
centered around the seven main ERF components observed,
that is 100–140, 140–180, 200–250, 270–320, 320–370, 370–
500, and 550–2,100 ms (i.e., sustained activity during the
second delay, i.e. the delay between the shape and the
sound). The use of time windows, instead of each time
point, was done to reduce calculus time. The first time point
of each time window was reinitiated as zero and the value
of each time point of the window was calculated relative to
the value of this first point. This was done to negate effects
from the previous time window. The mismatching and the
control conditions were contrasted to assess the effect of
mismatching between the minor premise and the anteced-
ent of the conditional statement. The matching premise and
the control conditions were contrasted to assess the effect of
inference for the different time windows. For each partici-
pant, the same number of trials in the matching condition
and in the control condition was randomly selected.

MRI data

Individual T1-weigthed MRI anatomical volume data
was acquired for each subject’s head with 1 mm isotropic
voxel dimension with a 1.5T MRI scanner (Siemens Sonata
Maestro Class) equipped with a standard quadrature head
coil. Three markers visible in MRI images were positioned
at the same locations as those of the MEG head position
indicators. These landmarks were subsequently used for
accurate registration between the MEG and the MRI refer-
ence frames through rigid-body affine transformation.

MEG source imaging

MEG source imaging was performed using the Brain-
Storm software package (http://neuroimage.usc.edu/
brainstorm). MEG forward modeling was achieved using
the overlapping-sphere approach [Huang et al., 1999]
based the individual scalp geometry as identified from the
segmentation of head tissues performed using the auto-
matic segmentation pipeline of BrainVisa (http://brainvi-
sa.info). Head movements inside the MEG helmet between
acquisition runs were compensated by interpolating the
MEG recordings onto a common sensor array, which posi-
tion was the average position of the rigid MEG sensor hel-
met across the entire set of acquisition runs [Senot et al.,
2008]. Source estimation was performed in each subject
using a depth-weighted minimum norm imaging model of
MEG generators consisting of 10,000 elementary current
dipoles distributed over the individual cortical surface
[Baillet et al., 2001]. Elementary current dipoles orienta-
tions were constrained perpendicularly to the cortical sur-
face. Source amplitudes were estimated for each condition
and for each subject on the 2,450 ms time window.

Cross-Subject Anatomical Coregistration

Individual source maps were geometrically registered to
the Colin27 brain template from the Montreal Neurological
Institute (MNI). This process was achieved by spatially nor-
malizing the individual cortical surface tessellation from
each subject to the Colin27 brain template and by linearly
interpolating the individual source maps from the cortical
distribution on surface vertices to the image volume.

Spatial and Temporal Smoothing,

Grand Averaging

Data from each subject were spatially smoothed, using a
gaussian kernel (FWMH 11.8 mm), and temporally smoothed
(moving average temporal window: 25 ms). The individual
source amplitude maps were subsequently normalized with
respect to baseline and averaged across subjects to yield the
group’s grand average of MEG source imaging models.

Statistical Analysis

At the channel level

With the RMS data obtained in each time-window, we used
non-parametric permutation tests between conditions based
on t-statistics for 4,095 permutations. The statistic of global
maximum across channels was used to control for the family-
wise error rate across the entire set of MEG channels (i.e., this
allows to correct the results for multiple comparisons).

At the source level

For each time window for which there was a significant
difference at the channel level, we used the same statistic
procedure to test for amplitude effects at the cortical
source level [Pantazi et al., 2005]. Thresholding on the size
of the effects was applied: clusters of at least 10 cortical
vertices in the distributed sources model were considered.
We used the same technique than at the source level to
correct the results for multiple comparisons but across the
vertices of the brain space instead of the MEG channels.
The statistic of global maximum across vertices was used
to control for the family-wise error rate across the entire
set of vertices. The brain structures found being signifi-
cantly activated were reported and identified according to
a probabilistic atlas of the human brain [Hammers et al.,
2003], with coordinates defined in the MNI coordinate sys-
tem. We did not report Brodman areas associated with the
stereotaxic coordinates since the accuracy of the labelling
is controversial [Devlin and Poldrack, 2007].

RESULTS

Behavioral Results

Arcsine transformations were carried out on the rate of
correct answers before analysis [Howell, 1997]. A log
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transformation was applied to the reaction time data. The
rate of correct answers did not significantly differ across
conditions (Matching condition: conclusion true 96% false
conclusion 94%; mismatching condition: 100%; control con-
dition 100%). Student’s t tests revealed that reaction times
did not significantly differ between the Mismatching con-
dition (mean ¼ 326 ms) and the control condition [mean ¼
333 ms; t (11) ¼ 1.02; P ¼ ns]. However, response times to
the true conclusion of the Matching condition (mean ¼ 421
ms) were faster than the response times to the false con-
clusion [mean ¼ 527 ms; t (11) ¼ 7.5; P < 0.001], but both
were slower than response times of the control condition
[t (11) ¼ 7.15; P < 0.001].

ERF Results

Common components

In all conditions, we observed four common compo-
nents: the M100 component, at about 120 ms after the vis-
ual stimulus onset (minor premise), the M150 component
at about 160 ms, the M200 component at about 225 ms
and the M300 component at about 340 ms. The M200 com-
ponent was slightly more pronounced in the experimental
conditions than in the Control condition and the M300
was slightly more pronounced in the Matching condition.
However, neither of these differences was significant (see
Table I for a report of areas with a Z-score >6 at each
latency in the matching condition). As reported in Table I,
the results confirm that the ventral stream is activated
early during the processing of the visual shape.

In order to isolate the processing demands of the match-
ing and the mismatching conditions respectively, each of
these conditions was first compared with the control condi-

tion. Indeed, had we chosen to only compare the two test
conditions to each other, it would have been difficult to sep-
arate out the effects raised by one condition from those
raised by the other. Indeed, because each of the conditions
comes with its own processing demands they are not neu-
tral to each other. In particular, while the mismatching con-
dition introduces a clash between the expectations raised
by the major premise and the actual minor premise, the
matching condition raises concordance between the two. It
is thus only in a second stage that we directly compare
matching and mismatching conditions. This comparison is
performed in order to connect our data with the existing
fMRI literature which often uses such a contrast.

Mismatching Effect (Figs. 2 and 3): Mismatching

Condition vs. Control Condition

About 300 ms after stimulus onset, we observed a larger
component (M290) in the Mismatching condition than in
the control condition including two clusters, one over right
central sensors and a second one over left frontal sensors.
Permutation t tests performed on the RMS data obtained
for the 250-320 ms time window revealed that the ampli-
tude of this component was significantly larger in the mis-
matching condition than in the control condition (Fig. 2).

Permutation t test performed at the source level
revealed a significant activation of the bilateral ACC (left:
x ¼ �8; y ¼ 35; z ¼ 21; right: x ¼ 5; y ¼ 36; z ¼ 21; see
Figure 3 and Table II for a complete report of significantly
activated areas).

Matching effect (Figs. 2 and 4): Matching

Condition vs. Control Condition

We observed three larger ERF components in the Match-
ing condition when compared to the Control condition.
First there was an M400 component which occurred at
about 400 ms after the stimulus onset. This component
includes several clusters, one over left temporal sensors
(also over left/middle frontal/parietal sensors) and the
other one over right temporal/frontal sensors. Second, we
observed an M450 component which occurred at about
450 ms over middle frontal sensors. Given that these two
components partially share the same sensors we consid-
ered them as a complex. Permutation t-tests performed on
the RMS data of the 370–500 ms time window revealed
significantly larger amplitude of this component in the
Matching condition than in the Control condition. Third,
we observed slow waves that started at about 550 ms after
the stimulus onset and lasted until the end of the second
delay (550–2,300 ms time window). They appeared over
right and left temporal sensors and over right and left
parietal sensors (also over frontal sensors). Permutation t-
test showed that these components were significantly
larger in the Matching condition than in the control condi-
tion, though only over the right hemisphere.

TABLE I. Brain areas activated in the Matching premise

condition

Anatomical location

No. of
vertices

in cluster
Vertex-level

Z value

MNI
coordinates

x y z

120 ms
L. lateral occipital 90 12 �13 �105 �3
R. lateral occipital 80 16 15 �104 0

160 ms
L. posterior
temporal lobe

60 15 �30 �62 �19

R. posterior
temporal lobe

66 14 41 �63 �20

220 ms
R. postcentral
parietal gyrus

88 12 65 �20 38

R. medial frontal gyrus 34 14 44 7 37
340 ms

L. parietal 20 8 �38 �75 43
R. posterior temporal/
parietal

43 10 58 �60 11
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Permutations t tests at the source level between match-
ing and control conditions showed that the M400/M450
complex was partly explained by a distributed network
(see Fig. 4A) involving four areas: the bilateral superior
parietal lobe (i.e., SPL; left : x ¼ �14; y ¼ �80; z ¼ 46;
right: x ¼ 15; y ¼ �75; z ¼ 35), bilateral SFG (left : x ¼
�24; y ¼ 22; z ¼ 62; right: x ¼ 29; y ¼ �3; z ¼ 70), the
right superior temporal lobe (i.e. STL: x ¼ 54; y ¼ 53; z ¼
14) and the right inferior/medial frontal gyrus (x ¼ 46;
y ¼ 25; z ¼ 24). The two last areas functionally correspond
to the superior temporal sulcus and the inferior part of the
dorsolateral prefrontal cortex (DLPFC) respectively (see
Table II for a complete report of significantly activated
areas in this time window).

Permutations t tests at the source level between these
conditions in the time window of the slow waves revealed
a source in the right STL (x ¼ 60; y ¼ �18; z ¼ 9) and in the
bilateral superior frontal gyrus (left: x ¼ �27; y ¼ 44; z ¼ 44;
right: x ¼ 20; y ¼ 24; z ¼ 43; see Fig. 4B). The former area
corresponds to the auditory cortex and the latter to the
superior part of the DLPFC (see Table II for a complete
report of significantly activated areas in this time-window).

Time courses of activity within these areas revealed that
the activity of the bilateral SPL, superior frontal gyrus
(and also right superior temporal gyrus) peaked at 400 ms

while the right inferior/medial frontal cortex (including
the DLPFC) peaked at 450 ms. The superior temporal
gyrus (auditory cortex) and the bilateral superior frontal
gyrus showed sustained activity during the delay (see Fig.
4C, for the clarity of the figure, only right hemisphere
areas are reported).

Matching Condition vs. Mismatching Condition

In order to compare our results to those obtained in
studies using the Mismatching condition as a control, we
also analyzed the contrast between the Matching and Mis-
matching conditions in the two time windows mentioned
above. In the 370-500 ms time window (Fig. 4D), permuta-
tion t-tests at the source level revealed a similar network
than the one observed for the contrast between Matching
and Control conditions except for the right superior frontal
gyrus (see Table II for a report of the observed activation).
It is also important to note that we did not observe a bilat-
eral frontal activation in this contrast but only the left
superior frontal gyrus (x ¼ �27; y ¼ 17; z ¼ 61). In the
550-2,300 ms time window, permutation t-tests at the
source level between these conditions revealed the same
network as the one observed for the contrast between
Matching and the control condition (see table II).

Figure 2.

A—(left) ERF profile of the mismatching premise condition and

the control condition on MRC23. (middle) ERF profile of the

matching premise and of the control conditions on MLT13 and

MLF45. (right) ERF profile of the matching premise and of the

control on MRP57. B—(left) p-map at the scalp level of the

M290 component. (middle) p-map at the scalp level of the

M400/450 component. (right) p-map at the scalp level of the

slow waves component. 87 � 46 mm (300 � 300 DPI). [Color

figure can be viewed in the online issue, which is available at

wileyonlinelibrary.com.]
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DISCUSSION

In this paper, we investigated (1) the sequence of cogni-
tive steps involved in this fundamental inference and (2)
more specifically, the brain regions related to the integra-
tion of the premises in conditional reasoning. To achieve
these goals, we presented a major conditional premise
(e.g., If there is a square then there is a low sound) and
then analyzed the processing of a minor premise (a shape)
that either matches (matching condition) or mismatches
(Mismatching condition) the antecedent of the major pre-
mise (e.g., a square or a circle, respectively). With respect
to the potential expectations raised by the conditional pre-
mise, we expected the Matching condition to yield the
magnetic counterpart of the P3b component (M300) and
the Mismatching condition to yield the magnetic counter-
part of the N2 component (M200), known to be produced
by the ACC, since they are both known to reflect satisfac-
tion and violation of expectations respectively [for reviews,
see Folstein and Van Petten, 2008; Picton, 1992]. With
respect to actual inference-making, we also expected only
the Matching condition to yield multiple brain activities

linked to distinct moments in inference processing; e.g.,
this condition leads to the generation of a conclusion
which then has to be maintained in working memory.

We will summarize our results in the processing order
in which they arrive. First of all, we observed a more pro-
nounced M200-like component, stemming from the ACC,
in the mismatching condition. The activation of the ACC
in the mismatching condition is typically viewed as the
signature of a perceptual conflict resulting from a violation
of a participant’s expectations [Kerns et al., 2004] and thus
confirms the hypothesis that a conditional statement yields
expectations regarding the upcoming minor premise. This
result is in line with the results of a previous electroence-
phalography (EEG) study in which a pronounced fronto-
central N2 component was observed when the minor
premise mismatched with the antecedent of the major pre-
mise [i.e., If P then Q; R, see Bonnefond and Van der
Henst, 2009]. Another complementary explanation that
accounts for the presence of N2 could be that inhibitory
control is particularly active in the mismatching premise
condition. Indeed, the processing of the conditional state-
ment could generate a strategy in which the participant
focuses only on the items mentioned in such a way that
when they process the mismatching minor premise, they
have to provide extra effort in order to determine how to
deal with this stimulus, i.e., they have to inhibit their ear-
lier strategy [see Daurignac et al., 2006; Joliot et al., 2009].
Whatever the process behind these results, and as dis-
cussed in the article of Bonnefond and Van der Henst
[2009], such findings reveal that one must be cautious in
using mismatching cases as a baseline of a reasoning task
in fMRI [Goel et al., 2000; Goel and Dolan, 2001, 2003; Qiu
et al., 2007]. That said, we think that two mitigating
remarks should be made regarding the M200-like compo-
nent observed in the present experiment. One is that the
paradigm was designed so that there were fewer trials in
the Mismatching condition than in the Matching condition
(much like in the fMRI studies cited above where there
were fewer trials in the Control condition than in the rea-
soning conditions). Such a design can actually increase the
conflict generated by the mismatching premise as it has
been reported that rare nontarget stimuli elicit a greater
N2 than frequent nontarget stimuli [Squires et al., 1975].
Second, this component appears later (300 ms after stimu-
lus onset) than the well-known frontocentral N2 compo-
nent in EEG studies [though some EEG studies report a
late N2, see van Veen & Carter, 2002]. One explanation for
this disparity could be that participants sometimes
reported difficulty in detecting differences between shapes
(in the debriefing questionnaire).

We did not observe a more pronounced M300 in the
matching condition compared to the control condition and
we will discuss this absence below. However, we did find
that satisfied Modus Ponens inference making (If P then Q;
P) allowed us to capture inference making both temporally
and spatially in the brain. In short, we found that integration
led first to activation in the parietofrontal network followed

Figure 3.

A—p-map at the source level (time window ¼ 270-320 ms).

ACC ¼ anterior cingulate cortex. B—Time course of activation

of the left and right ACC. 192 � 225 mm (300 � 300 DPI).

[Color figure can be viewed in the online issue, which is avail-

able at wileyonlinelibrary.com.]
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by an activation of the DLPFC and, finally, the recruitment
of the right auditory cortex. We consider each of these later.

From the point at which the visual stimulus is presented
(the minor premise), the matching vs. control contrast
revealed a specific network involving parietofrontal areas
with activity peaking at 400 ms, that we associate with in-
ference generation. Moreover, at this point, and with the
same contrast, one can also notice the activation of the
posterior part of the superior temporal gyrus, which is
linked to the superior temporal sulcus. Such a structure
has been associated with audiovisual integration in numer-
ous imaging studies [for a review, see Calvert, 2001]. Such
integration is of particular interest here, since the task
involves both visual and auditory stimuli whose links are
enunciated by a conditional statement. In order to better
relate our data to the existing fMRI literature in reasoning,
we also performed the more typical matching vs. mis-
matching comparison. This contrast shows a pattern of

results which is similar to that obtained with the matching
vs. control contrast but also reveals more activity in an
area located in the left frontal cortex as compared to the
right frontal cortex. This area is close to the one reported
in several studies investigating propositional reasoning
[Prado et al., 2010; Reverberi et al., 2010; Reverberi et al.,
2007; Prado et al. in press] but is more centrally located.
This difference may simply result from the lower spatial
resolution of MEG as compared to fMRI and from the
type of material used. It is also important to point out that
one does not find evidence of activity, at this very critical
stage of processing, in the left RLPFC and the mSFG, the
areas that Monti et al. [2007, 2009] consider ‘‘core’’ regions
of deduction. However, it should be noted that Monti
et al. did not compare an inferential condition to a nonin-
ferential condition but contrasted two conditions that dif-
fered with respect to inferential difficulty: easy (Modus
Ponens) vs. difficult (Modus Tollens: If P then Q; Not-Q;

TABLE II. Brain areas activated across the different contrasts

Anatomical location No. of vertices in cluster Vertex-level P value

MNI coordinates

x y z

Mismatching premise condition > control condition (270–320 ms)
L. anterior cingulate gyrus 15 <0.001 �8 35 21
L. superior frontal gyrus 18 <0.001 �1 55 41
L. posterior temporal lobe 12 <0.001 �70 �36 �5
R. anterior cingulate gyrus 24 <0.001 5 36 21
R. superior frontal gyrus 70 <0.001 6 45 37
R. posterior temporal lobe 10 <0.001 52 �57 11
R. posterior temporal lobe 10 <0.001 13 �41 2

Matching premise condition > control condition (370–500 ms)
L. superior parietal lobe 60 <0.001 �14 �80 46
L. superior frontal gyrus 54 <0.01 �24 22 62
R. inferior/medial frontal gyrus 45 <0.001 46 25 24
R. superior frontal gyrus 45 <0.001 29 �3 70
R. superior temporal lobe 23 <0.001 54 �53 14
R. posterior/inferior temporal lobe 11 <0.001 56 �33 �4
R. superior parietal lobe 30 <0.001 15 �75 35
R. rest parietal 59 <0.001 54 �58 43

Matching premise condition > mismatching premise condition (370–500 ms)
L. superior parietal lobe 25 <0.01 �8 �84 41
L. superior frontal gyrus 80 <0.01 �27 17 61
R. inferior/medial frontal gyrus 32 <0.01 54 19 36
R. superior temporal lobe 10 <0.05 53 �30 2
R. superior parietal lobe 34 <0.01 14 �84 46

Matching premise condition > control condition (Delay: 550–2,100 ms)
L. superior frontal gyrus 20 <0.01 �27 44 44
L. posterior temporal lobe 29 <0.001 �60 �59 11
L. occipital cuneus 60 <0.001 �12 �68 13
L. inferior temporal lobe 36 <0.001 �52 �69 0
R. superior temporal gyrus 256 <0.001 60 �18 9
R. superior frontal gyrus 53 <0.001 20 24 43

Matching premise condition > mismatching premise condition (Delay: 550–2,100 ms)
L. superior frontal gyrus 20 <0.05 �17 51 41
L. inferior temporal lobe 36 <0.001 �51 �72 1
R. superior temporal gyrus 230 <0.001 66 �14 11
R. superior frontal gyrus 44 <.001 27 44 43
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therefore not P). It might then be the case that the RLPFC
and the mSFG are specifically involved when a task
reaches a certain level of difficulty but not when an ele-
mentary inference is triggered. Thus Monti et al. might
have identified regions involved in reasoning complexity
but not necessarily core regions per se.

Following the parietofrontal activation but before the
activation of the auditory cortex, we found activation of
the right DLPFC with an activity peaking at 450 ms. This
activation could be associated with the encoding of the
generated conclusion. Indeed, this structure was also
found to be activated during sound encoding by Opitz
et al. [Opitz et al., 2000]. In their experiment, participants
were required to assess the loudness of a sound and
were then tested in a recognition task. Moreover, the tim-
ing of this activation corresponds well with such a func-
tion (i.e. it arrives after the integration of the premises
but before the maintenance of the conclusion generated in
working memory). However, given the weak specificity of
this area, one must be cautious with such an
interpretation.

Finally, the activation of the auditory cortex during the
delay (i.e. 550-2,100 ms) arguably reflects the maintenance
of the inferred conclusion in working memory until it can
be compared to the presented conclusion. We draw this
conclusion because we found that the right auditory cortex
was significantly more active in the Matching condition
than in the Control condition in which a sound was also
expected. Several studies reveal the implication of the au-
ditory cortex in working memory tasks (see Pasternak and
Greenlee, 2005 for a review) and some studies show that
the right temporal cortex is specifically implicated in tonal
working memory tasks [Lancelot et al., 2003a; Lancelot
et al., 2003b; Samson and Zatorre, 1988; Zatorre and Sam-
son, 1991]. Taken together, these findings indicate that the
inferential process is not an atomic process but is one com-
posed of several phases.

We now turn to the absence of the M300 which is not in
line with the EEG study [Bonnefond and Van der Henst,
2009], in which the authors found that a P3b component
arose in their inferential condition. We highlight three fac-
tors that can account for such an absence. The first factor

Figure 4.

A—p-map at the source level (time window ¼ 370-500 ms). SFG:

superior frontal gyrus. SPL: superior parietal lobe. STL: superior

temporal lobe. MFG: medial frontal gyrus. B—p-map at the source

level (time window ¼ 550-2,100 ms). SFG: superior frontal gyrus.

PTL: posterior temporal lobe. C—Time course of activation of

four regions of interest (SPL, SFG, MFG, and STG in the right

hemisphere). D—p-map at the source level of the contrast

between matching and mismatching conditions (time window ¼
370-500 ms). SFG: superior frontal gyrus (from the M400-450

window). SPL: superior parietal lobe. MFG: medial frontal gyrus.

99 � 59 mm (300 � 300 DPI). [Color figure can be viewed in the

online issue, which is available at wileyonlinelibrary.com.]
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relates to the difference between the control conditions in
the two studies. In Bonnefond and Van der Henst [2009],
the control condition consisted of a minor premise which
was provided before the conditional statement: P; If P then
Q. Hence, this premise did not occur in a context eliciting
specific expectations regarding what the minor premise
should be. This distinctly differs from the inferential condi-
tion, which consisted of a minor premise presented after a
conditional statement: If P then Q; P. In the comparable
contrast of the present task, the expectation of seeing a
shape was high in the context of both conditions (context
of the inferential condition: If specific geometrical shape
then specific sound vs. context of the control condition:
There will be a shape then a sound). In the control condi-
tion here, there is always an expectation to see the shape at
the moment that it is presented. Arguably, the conditional
is strong at raising expectations for the minor premise
when compared to a case where there are no prior expecta-
tions [Bonnefond and Van der Henst, 2009] but may be not
strong enough to distinguish itself from an instruction that
tells participants to await some generic shape.2

This analysis underlines the notion that expectations are
arguably not specific to inference making. By comparing
an inferential condition to a control condition when both
are likely to elicit expectations, as we did here, one reduces
the possibility of observing expectations associated with in-
ference making. However, one also increases the probabil-
ity of delineating specific processes raised by such a
mechanism. More generally, the choice of a control condi-
tion is guided by the stance one takes in investigating a
cognitive process. On the one hand, if one aims at describ-
ing the highest number of processes involved in a cognitive
task one should design a control condition that requires as
little effort as possible so that nonspecific but relevant proc-
essing may be captured.3 On the other hand, if one aims at
capturing what is very specific to a cognitive mechanism
one should design a control condition that minimally dif-
fers from the mechanism under investigation. In the pres-
ent case a control condition that would have raised the
same type of expectations as the inferential condition ought
to have included a sentential context such as ‘‘there will be
a square and then a low sound.’’ However the absence of
difference, with respect to the magnetic counterpart of the
P3b (i.e., M300), between the control condition and the
inferential condition may already indicate these two condi-
tions elicit a similar level of expectation.

We now turn to the second reason that may account for
this absence of difference. It concerns the recording tech-
nique and the difference between MEG and EEG. What is
observed through one technique cannot necessarily be

observed through the other since MEG, while having a
better spatial resolution, is less sensitive to deep and radial
sources. It should be noted that a difference between the
M300 and the P3b was reported in the results from Croize
et al. [2004] who used both EEG and MEG techniques to
explore the neural correlates of working memory. In their
task, participants were required to make symmetricality
judgements across two conditions. In the ‘‘simultaneous’’
condition, a single ‘‘eight-ray’’ figure contained dots that
were either on opposite sides of each other or not as par-
ticipants were required to determine whether or not the
dots were symmetrical to each other. In the ‘‘delayed’’ con-
dition, two such figures were presented in sequence (3 sec-
onds apart) and the participant was required to determine
whether the dot in the second figure was in a position
symmetrically opposed to a dot presented in the previous
figure. They found that the P3b was more pronounced in
the ‘‘delayed comparison’’ task than it was in the ‘‘simulta-
neous’’ task. However, they did not find any difference in
the M300 window across these two tasks. In light of these
data and our own, the sources of the EEG P3b may have a
signature that is too weak in MEG (such a phenomenon is
well-known for quasiradial and deep sources).

Finally, a third factor relates to the frequency of stimuli
across conditions. As indicated earlier the current design
resulted in more matching trials than mismatching trials
(61% vs. 39%). However, the P3b amplitude is inversely
related to the frequency of target stimuli and in many
experimental settings that elicit a P3b, the target stimuli
are relatively rare (such as the oddball paradigm; see Pic-
ton, 1992, for review). Hence, the relatively high number
of matching trials in the present design (versus 50% in
Bonnefond and Van der Henst, 2009] may account for the
absence of the magnetic counterpart of the P3b.

To summarize, it is difficult to say that there is one sin-
gle specific network that is dedicated to valid inference
making. Rather, it appears that it is much wider and it
includes the generation of a conclusion, its encoding and
its maintenance in working memory. Some of these
reported areas of activation overlap with previous findings
in the neuroimagery-of-reasoning literature, e.g., the acti-
vation of parietofrontal network.

It is important to note that our observations are based
solely on Modus Ponens and the advantage this carries.
Although ubiquitous, this inference has received less em-
pirical attention than other types of inferences. The reason
is that cognitive scientists have traditionally investigated
reasoning by focusing on difficulty [see Johnson-Laird &
Byrne, 1991; Brain and O’Brien, 1998] because such a vari-
able can adequately test contrastive predictions. As a con-
sequence, a fair amount of typical reasoning tasks are
quite challenging for people who are not trained in logic.
When included in reasoning experiments, Modus Ponens
is then often used as a control for other more complex
inferences (see Monti et al., 2007, for instance) and is not
investigated in itself [but see Noveck et al., 2004]. How-
ever, neuroimaging offers a direct way to approach

2However, it must be noted that the presence of a M200 component
in case of mismatching does indicate that the conditional statement
elicits expectations about a specific shape.
3This approach is especially relevant when the description of proc-
esses is improved by access to the temporal profile of neural activity,
(as it is the case with MEG; see Introduction).
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inference beyond the manipulation of difficulty. While be-
havioral measures may hardly describe the mechanisms
underlying Modus Ponens when comparing such inference
to a control (i.e. non-inferential) condition4 this is obvi-
ously not the case for neuroimaging. Of course what we
observed for Modus Ponens may be specific to that infer-
ence and the generalization of our results will depend on
the investigation of a broader range of inferences. There
are actually a number of factors such as content, logical
form, and complexity, which are likely to affect the neural
profile we reported for Modus Ponens. For instance, it
could be the case that more complicated inferences, such
as backward inferences (i.e., affirmation of the consequent:
If P than Q; Q therefore P) or inferences including a nega-
tion (i.e., or-elimination: P or Q; Not-P; Therefore Q)
would involve the areas reported by Monti et al. [2007].
However, the present investigation demonstrates that
MEG techniques provide for a promising and exciting ave-
nue of research into the neuroimagery of reasoning.
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