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Accessibility has become an important focus in software development; the goal is to allow as many people as possible, regardless
of their capabilities, to use software. We have investigated the methods that software teams prefer when testing the accessibility
of their software. We conducted a large-scale study to evaluate six methods, using a sample of 53 people who work on various
software teams. We present a detailed breakdown of the results for each testing method and analyze the differences between the
methods. Our findings show that there are statistically significant differences in team members’ preferences, particularly for those
with different roles. This implies that a software team should not choose a single method for all team members.

1. Introduction

Most software-development teams focus on making software
with good usability, and both the industry as a whole and
individual team members understand that products and ser-
vices with poor usability will fail due to poor user experiences
[1]. However, there is a need for software teams to pay more
attention to accessibility testing [2]. Many countries have
legislation that requires digital solutions to be accessible and
universally designed; a reliance on these laws is not sufficient
to raise awareness and increase responsibility within the
industry [3].

Today’s education for information and communication
technology (ICT) specialists does not provide proper training
with regard to accessibility concepts and practices [4]. As a
consequence, members of software-development teams—the
people who develop tomorrow’s ICT solutions—gain very
little knowledge and even less training in how to test for
accessibility during the course of their education [5]. In
many scenarios, these teammembers only know a few testing
methods; some are only aware of the de facto method,
which involves checking the WCAG [6]. This leads these
workers to neglect accessibility testing because they do not

have complete knowledge of the available testing methods
and cannot choose the most appropriate method for a given
situation.

In this article, we present the results of a study inwhichwe
gathered feedback for six methods of testing accessibility. We
evaluated these methods with a sample of 53 people who are
involved in software development, including representatives
of the typical roles in the software process: developers, testers,
designers, and managers (team and project leaders). Our
motivation for this study is to compare how other, lesser-
knownmethods compare to the de factomethod (theWCAG
walk-through). Earlier, we have reported the findings from
seven of these participants evaluating three of the tools
[7].

The remainder of the paper is organized as follows:
Section 2 contains an overview of the related work for
accessibility testing. We then present the method we used
to gather the data in Section 3. We describe the evaluation
process in Section 4. After that, we present the results
from the evaluations in Section 5 and discuss the findings
in Section 6. We present the limitations of our work in
Section 7 and then highlight potential research directions in
Section 8.
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Table 1: Overview of selected methods.

Name Type Disabilities

WCAG walkthrough Checklist/Guidelines Multiple

SiteImprove Automatic checker Multiple

Cambridge Glasses Simulation (physical) Visual

Screen reader Assistive Technology/Simulation Visual

Dyslexia simulator Simulation (browser plugin) Cognitive

Personas Heuristic Cognitive

2. Background and Related Work

The goal of accessibility testing is to evaluate whether a given
solution is accessible for a wide range of people, including
people with various types of disabilities. Accessibility testing
is an integral part of achieving universally designed solutions
[8, 9], and companies want a greater focus on accessibility
[10].

Because the developers control the code behind the
solutions, they need both knowledge and engagement to
ensure that those solutions are accessible [11]. An essential
aspect of ensuring accessibility is finding tools and methods
that engage developers, designers, testers, and other team
members; greater engagement increases the likelihood that
those tools and methods will be used frequently. However,
software teams have limited knowledge of which techniques
are most appropriate for finding and addressing accessibility
issues [12, 13]. Kane [14] highlighted the lack of usability
testing in agile development and proposed techniques for
incorporating more such testing into already established agile
practices.Other scholars have suggestedways for various test-
ing methods to be integrated into software development [15],
as well as ways for usability testing to be part of an agile sprint
[16]. In addition, usability testing in iterative environments
can lead to increased testing as part of a development strategy
that is integrated into the work process [17].

The correct comparison of tools is not trivial, and Brajnik
[18] proposed the following comparison criteria: complete-
ness, correctness, and specificity.The comparison ofmethods
and tools depends heavily on the accessibility model, and
multiple definitions exist [19]. Other scholars have focused on
often-neglected aspects of the various testing methods, such
as their inherent benefits and drawbacks [20]. Bai et al. [21]
previously evaluated many methods for testing accessibility
in order to determine which methods are best for identifying
various types of problems.

3. Accessibility Testing Methods

Many methods exist for accessibility testing [22]. For
instance, the W3C [23] listed over 100 tools for checking web
accessibility. It is challenging to provide a good overview of
these testing methods, as there are so many of them and as
they are often complex; it is also difficult to determine which
types of issues each method is best at identifying [21].

In this study, we evaluate methods that test visual or
cognitive aspects, in addition to methods that cover a broad
range of disabilities. Users with visual disabilities often have

difficulties using ICT solutions, since these solutions often
are based on visual information and navigation. Users with
cognitive disabilities can also have difficulties using digital
solutions because those solutions contain significant complex
information. Cognitive disabilities are also challenging to test
for [24]. Many other disabilities and impairments could be
included, but because of limited scope and time, we decided
to focus on these two disability groups, as well as on methods
that cover all disabilities and impairments.

Based on Bai et al. [25], we selected the de facto methods
for each of the categories, resulting in the methods listed
in Table 1. We also focused on selecting testing methods
that are intended to be simple to install and use. Both the
screen reader and the Cambridge Simulation Glasses can test
for visual accessibility, whereas the Dyslexia Simulator and
personas can test for cognitive accessibility. Personas can also
be virtually used for any disability, but the ones that we used
targeted cognitive disabilities. Both theWCAGwalk-through
and the SiteImprove method cover multiple disabilities and
impairments.

It is important to select tools that are complementary and
that can be used together in order to provide a new perspec-
tive Fuglerud [9]. For instance, the Cambridge Simulation
Glasses and screen reader can be used together, even though
they both cover the visual range. This is because a screen
reader gives a more technical view of the issues, whereas the
Cambridge Simulation Glasses give a more personal view
of the issues. There are also multiple ways to combine the
methods in various orders [26].

3.1. WCAG Walk-Through. We chose to include a WCAG
walk-through, as it is the de facto standard for testing acces-
sibility. Several countries legally enforce part or all of the
WCAG 2.0 standard [6].

To conduct a WCAG walk-through, we created an Excel
document with all 61 of the criteria fromWCAG 2.0.We sent
the document after the in-person evaluation and reminded
the participants to complete it twice (after two days and after
two weeks). For each criterion, the participants could select
pass, fail, or not applicable, depending on their evaluation.
We used a local translation of the WCAG criteria and also
provided links to the W3C’s WCAG 2.0 standard.

3.2. SiteImprove. We assessed multiple automatic checkers
(includingWave; [27]) during the pilot session, and we chose
SiteImprove [28] because it had the best feedback regarding
the user interface and layout. Bai et al. [25] also recommended
SiteImprove.
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For SiteImprove, we gave the participants instructions on
how to use the Chrome extension, and we explained how to
install it. We also informed the participants that automatic
checkers have limitations in what they can practically check
[29]. For instance, they can check whether an image has an
alternative text, but they cannot determine whether the text
itself is accurate or helpful for those who use screen readers.

3.3. Cambridge Simulation Glasses. The Cambridge Simula-
tionGlasses [30] do not simulate a particular eye condition or
disease. Its effects are representative of an inability to achieve
the correct focus, a reduced sensitivity in the retinal cells, and
cloudiness in the internal parts of the eye. These problems
typically are the result of aging, one of several eye conditions
or diseases, or a failure to wear appropriate corrective glasses.
We further explained that the simulation of general visual
impairments can reveal issues with contrast and text sizes.

By stacking multiple pairs of glasses, wearers can increas-
ingly degrade their visual conditions. Before starting, we
calibrated the number of glasses that each participant needed.
We used the 1% test, for which 99% of the population must
be able to use the solution for it to be acceptable. Most
participants used two glasses, but some required three glasses.

3.4. Screen Reader. We informed the participants that blind
or visually impaired individuals cannot use vision to read the
content of a web page, so they instead use a screen reader
to parse the content. The content is either spoken aloud or
sent to a braille reader as the user navigates the page. We
used NVDA [31] for the participants who used Windows and
VoiceOver [32] for those who used macOS.

Before the evaluations, we sent an email with a link
to some resources and instructions, which we asked the
participants to read. We sent different emails for Windows
and macOS users. We also asked the participants to watch
a short movie that explained how to use a screen reader as
a sighted developer or tester. The tips in the video included
disabling speech and turning on the speech viewer plugin,
which shows a textual output from the screen reader. These
tips make testing more manageable for those that are not
proficient with screen readers.

3.5. Dyslexia Simulator. To simulate the experience of
dyslexia, we used the Dyslexia Simulation Chrome extension
[33]. This extension was developed in collaboration with
dyslexic people and is meant to help the users understand
what many dyslexic people experience when reading. We
explained to the participants that this does not necessarily
provide a good simulation of dyslexia but that it does provide
insight into what people with dyslexia experience when they
visit web pages. The extension constantly moves the letters
within words around, so the users need to use considerable
concentration in order to recognize words and read the
content of a web page.

We stressed that although this is not exactly how dyslexics
experience reading, it does help nondyslexic people to expe-
rience text that is approximately as difficult to read as normal
text is for dyslexic people. For dyslexic people, unstructured
information and long words are particularly difficult to read,

as they require more concentration. We explained that this
effect is what helps a simulation reveal the consequences
of dyslexia. We also provided the participants with some
background information about the dyslexic population and
dyslexia itself.

3.6. Personas. The use of personas is a well-known method
for becoming more familiar with a user group [34]. Personas
are often used in ICT to represent users in target groups.
They are typically used during the specification process, as
well as during development, testing, and marketing. We gave
the participants instructions, such as how tomap users’ needs
(which is essential when creating personas). We selected
a persona with cognitive challenges and one with chal-
lenges associated with attention deficit hyperactivity disorder
(ADHD). However, in the latter case, instead of focusing
on the diagnosis, we focused on the challenges that come
with this disorder because this makes it easier for people to
visualize the persona.

We used publicly available personas that were developed
for a separate project [35].

4. Evaluation Process

4.1. Setup. We conducted two pilot studies before we started
the evaluation. In the pilot studies, we sought to verify that
the scenarios and selected methods were appropriate; we
adjusted the final study based on the feedback from the pilot
study. The most significant adjustments involved making the
time control stricter and using an external, publicly available
website. We wanted the participants to be able to use their
own solutions, but this caused trouble for some because of
login restrictions. The participants also seemed to be more
relaxed when they used an external website than when they
were restricted to an internal page.

After the pilot sessions, we conducted the main eval-
uations over a period of 4 months. We included seven
software teams across six public and private companies in
the evaluations. In the end, we gathered feedback from 53
participants. Each participant evaluated two or three meth-
ods, depending on how much time they had available. On
average, the participants spent between 60 and 70 minutes
on the evaluation sessions. The participants used their own
laptops throughout the sessions, as this made logistics easier
and as we wanted to ensure that the participants were already
familiar with the equipment.

We used a well-known public website and asked the
participants to consider five scenarios using the methods. We
used the same setup for all participants. The participants had
10 minutes to test each method before filling out the evalua-
tion form for that method.

The participants spent on average 3 minutes filling out
each of the evaluation forms. We told participants to focus on
the method itself rather than on the scenarios. Even though
we instructed the participants thoroughly in advance about
how to complete the survey, two participants misunderstood
the process and did not master the concepts involved until
the second or third evaluation. For those participants, we
asked them to reevaluate the previous methods and deleted
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their original evaluations for those methods. To reduce the
influence of the order of the evaluations, we put the methods
in different orders for different participants.

We collected all the responses anonymously through
Google Forms [36]. We removed all the incomplete evalua-
tions from the results, resulting in 176 total method evalua-
tions. We used the USE questionnaire [37], which consists of
30 questions across four categories: Usefulness, Satisfaction,
Ease of Use and Ease of Learning. We also considered other
questionnaires, such as SUS [38], but we chose the USE
questionnaire because we wanted to compare methods across
various categories.

The USE questionnaire is constructed such that the
respondents use a 7-point Likert scale (from 1, strongly dis-
agree, to 7, strongly agree) to rate their agreement with
various statements. We used the original (English) versions
of the questions to avoid confusing the respondents with
incorrect translations. During the pilot study, we verified
that the participants understood all the questions. We used
all 30 original questions even though factor analysis has
shown that the questionnaire could be reduced to 21 questions
[39].

The four categories of the USE questionnaire provide
valuable information about the participants’ evaluations of
each method. Usefulness can be interpreted as how effective
and efficient a method is when testing accessibility. Satisfac-
tion relates to how pleasing a method is to use, including
whether the participants want to use it again. Ease of Use
relates to how simple the method is to use on an occasional
basis. Ease of Learning involves how simple the method
is to understand. Together, these four categories provide a
good overview of the advantages and disadvantages of each
method.

We interviewed all the participants after their evaluations.
We used an interview guide, and the interviews lasted 10
minutes, on average.

4.2. Participants. The sample comprises 53 participants who
evaluated one or more methods. Team leaders or project
owners recruited all of these participants. We asked each
participant to fill out a background survey, which was
anonymous. Unfortunately, not everyone did this, so we only
have full background data on 42 participants.

In this paper, we use standard notations for mean, stan-
dard deviation, and standard error (𝜇, 𝜎 and 𝜎𝑥, respectively).
The participants’ ages are well-distributed: 𝜇 = 37.2 (𝜎 = 10.4)
years. The data have a higher representation of men (74%)
than women (26%), which is expected, as the ICT industry is
dominated by men.

The target population comprises the members of web-
development projects; we thus recruited all participants from
web-development teams. The participants’ amount of experi-
ence also had a good distribution: 𝜇 = 11.7 (𝜎 = 8.8) years.

We asked the participants about the domains they work
in and their roles. They could use predefined choices or
input their own answers. For domains, the majority (58.6%)
of the members work in the front-end domain with user
interfaces, whether as interaction designers or as developers
(or both); another 9.9% worked in the back-end domain,

Table 2: Overview of participants.

Role Count Avg. age Avg. experience

Designers 12 32.5 8.3

Developers 27 36.5 11.8

Managers 4 51 25.0

Testers 10 41.2 13.5

Total 53 37.2 11.7

which indicates that they have no direct connection with the
end users. However, the back-end developers can still influ-
ence user interfaces in numerous ways. It is not uncommon
for back-end services to generate graphics, tables, content,
and so on; thus, the back-end developers must also know
about accessibility and usability. The last large group of 19.6%
comprises full-stack developers, which involves both back-
end and front-end developers. Designers made up 7% of
the sample; finally, those who did not specify a domain
comprised 4.9% of the sample.

For the distribution of roles, a plurality (40.5%) are
developers; another 26.2% are designers (either graphical or
interaction designers). In addition, 31.0% are testers. Finally,
a few members (2.3%) have a management role. This popula-
tion of participants is typical of agile teams. An overview of
the participants is provided in Table 2.

We also asked the participants to self-evaluate their
knowledge of universal design (UD) [8] by asking “How do
you rate your own competence within UD?”We used a Likert
scale from 1 (very poor) to 7 (very good).We asked about UD
and not accessibility, as the former is the broader termHenry
[40]. As shown in Figure 1, the participants’ scores are a bit
below average (𝜇 = 3.7, 𝜎 = 1.3, 𝜎𝑥 = 0.15).

Next, we asked the participants about tools that they have
used recently (“Which of the following tools ormethods have
you used for testing UD in the last 6 months?”). The choices
included sixmethods, as well as a “None of the above” option;
the participants could also add a method that was not on
the list. As shown in Figure 2, a high number of participants
(35.7%) had recently used WCAG or other checklists; even
more (45.2%) had recently used a screen reader. Another
38.1% had not recently used any methods for testing UD; this
was quite surprising because almost 60% of the participants
work in the front-end domain. One explanation is that some
of the participants rely on knowledge and experience, so they
feel that they do not need to use any other tools.

Both the age and experience distributions are wide, and
all the common professional roles (e.g., developers, testers,
and designers) are well-represented. Based on the fact that
most of the participants experienced no accessibility training
during their education [41], we assumed that most of the test-
ingmethods would be unfamiliar tomany of the participants.
This is supported by the answers shown in Figure 2.

We thus can be reasonably sure that the study’s population
is typical of the wider population of software-development
team members. For more background details regarding the
participants and setup, see [42]
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Figure 2: Which tools have been used.

5. Results

All participants managed to install the tools in a short time
(less than 5 minutes).

5.1. WCAG Walk-Through. A subsample of 19 participants
evaluated the WCAG walk-through method. This is the
fewest number of evaluations in the study, despite the
reminders that we sent to complete the evaluations for this
method. The participants did not have much motivation to
conduct a WCAG walk-through, and this is reflected in the
evaluations.

As Figure 3 and Table 3 show, this method scores poorly.
A score of 4 is average. All the categories for theWCAGwalk-
through have scores below 4, and the participants stated the
method is especially hard to use (Ease of Use: 𝜇 = 2.89; 𝜎 =
0.50).

On the positive side, the participants stated that the
WCAG walk-through is a reasonably useful method (𝜇 =
3.68; 𝜎 = 0.54). One of the questions in the Usefulness
category stood out from the rest: Question 3, “Is it useful?”
(𝜇 = 5.00; 𝜎 = 1.34). This might imply that most participants
think the WCAG walk-through is useful in itself but that
the other attributes of the method make it tedious to use.
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Figure 3: WCAG walk-through evaluation results.

Table 3: WCAG walk-through evaluation results.

Category Avg. Std. dev. Std. err.

Usefulness 3.68 0.54 0.12

Ease of Use 2.89 0.50 0.11

Ease of Learning 3.50 0.29 0.07

Satisfaction 2.95 0.52 0.12

Total 3.19 0.61 0.14

This is also reflected in its low satisfaction score (𝜇 = 2.95;
𝜎 = 0.52), which indicates thatmost participants do not think
the WCAG walk-through is satisfying to work with.

The WCAG walk-through had very low scores overall
(𝜇 = 3.19; 𝜎 = 0.61); these scores are worse than we
anticipated. The 95% confidence interval for the WCAG
walk-through is between 𝜇 = 2.92 and 𝜎 = 3.5.

We detected a slightly hostile attitude among the intervie-
wees toward the WCAG walk-throughs, often because they
had been forced to conduct WCAG walk-throughs. We do
not know if this is representative of all users; we suspect some
of these negative results are due to bad previous experiences
and do not represent objective views of the method itself.

5.2. Dyslexia Simulator. A subsample of 29 participants
evaluated the Dyslexia Simulator, and as Figure 4 shows, they
regarded this method highly. This is one of the best methods
overall; it has the second-highest evaluation in the Ease of
Learning category: 𝜇 = 6.41 (𝜎 = 0.18). This is expected
because the method only requires the push of a button in the
browser to enable. Both Usefulness and Ease of Use also have
high scores: 𝜇 = 4.97 (𝜎 = 0.41) and 𝜇 = 4.98 (𝜎 = 0.49),
respectively.

Table 4: Dyslexia Simulator evaluation results.

Category Avg. Std. dev. Std. err.

Usefulness 4.97 0.41 0.08

Ease of Use 4.98 0.49 0.09

Ease of Learning 6.41 0.18 0.03

Satisfaction 4.73 0.38 0.07

Total 5.11 0.66 0.12

Overall, the Dyslexia Simulator method scores highly,
particularly in the category of Ease of Learning, as Table 4
shows. The method itself scores well above neutral (4), and it
might have got even better scores if not for some bugs in the
extension. This is also reflected in a subquestion for Ease of
Use (“I don’t notice any inconsistencies as I use it”; 𝜇 = 3.86;
𝜎 = 1.74), which has a score well below that of all the other
subquestions. This is also probably connected to the fact that
the extension does not adapt all the text on a web page.

The Dyslexia Simulator scores very highly overall (𝜇 =
5.11; 𝜎 = 0.66), with a 95% confidence interval between
𝜇 = 4.87 and 𝜇 = 5.35. This is higher than we had
foreseen, particularly because we expected more participants
to misunderstand the idea behind the method.

In the interviews, many participants said that this method
opened their eyes to other experiences. The participants
also liked, first, that this method made it easy to visualize
problems such as there being too much text on a web page
and, second, that the method put emphasis on writing clear
and readable text. One participant put it like this: “It is a good
reminder to not write complicated [sentences], but instead [to
use] simple and good language.” On the negative side, several
noted that it can be difficult to understand how effective the
method is at finding issues for people with dyslexia. One
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Figure 4: Dyslexia Simulator evaluation results.

participant commented, “It is difficult to understand when
something is wrong,” and another participant stated, “The
dyslexia plugin is less useful than the other tools.”

This eye-opening experience and the fact that there are
few other methods for testing readability help explain why
the Dyslexia Simulator has good evaluations. However, even
though the method has high scores, several participants did
not understand the difficulties of having dyslexia or how the
challenges associated with dyslexia should be solved. Some
also had difficulty understanding that the method simulates
the experience of dyslexia rather than dyslexia itself. On the
other hand, several participants said that this would be a
welcome tool for organizations to visualize challenges with
significant complex text on their website.

5.3. Cambridge Simulation Glasses. This method had the
most participant evaluations, as nearly every participant
(50 in all) completed the evaluation. Not surprisingly, this
method scores very well on both Ease of Learning (𝜇 = 6.80;
𝜎 = 0.10) and Ease of Use (𝜇 = 6.12; 𝜎 = 0.43), as it only
requires wearing a pair of glasses. The Ease of Use scores
for the Cambridge Simulation Glasses are probably reduced
somewhat because of the need for calibration before use. For
the Usefulness category, the method scores highly (𝜇 = 5.41;
𝜎 = 0.54); the score for the subquestion “Is it useful?” (𝜇 =
6.38; 𝜎 = 0.94) was also well above the mean.

For the Satisfaction category, this method scores the
highest of all the methods (𝜇 = 5.54; 𝜎 = 0.69); this is also
reflected in the interviews. Many participants mentioned that
this method is pleasant to use, andmany also tried the glasses
on their own after the session ended. During the interviews,
many participants also mentioned that the method increased
their awareness of the challenges associated with poor con-
trasts and small fonts.

As Figure 5 and Table 5 show, the Cambridge Simulation
Glasses has high scores in all categories and had the highest

Table 5: Cambridge Simulation Glasses evaluation results.

Category Avg. Std. dev. Std. err.

Usefulness 5.41 0.54 0.08

Ease of Use 6.12 0.43 0.06

Ease of Learning 6.80 0.10 0.01

Satisfaction 5.53 0.69 0.10

Total 5.88 0.69 0.10

overall score (𝜇 = 5.88; 𝜎 = 0.69) of all the methods.The 95%
confidence interval for the method is between 𝜇 = 5.69 and
𝜇 = 6.07.

In the interviews, the most frequently mentioned positive
aspects of this method are its simplicity, ease of use, and
speed. One tester stated, “The glasses were very easy to use
– it was a very low-threshold at [a] low cost. I got a sense
of what it was like to have those eye challenges.” Almost all
participants liked being able to keep the glasses on their desks
and only put them on to do quick verifications when needed.
Some participants mentioned that the glasses are tiresome
to use, and some also had problems getting the glasses to
sit comfortably. In general, the designers rated this method
most highly, perhaps because they regularly use digital tools
to check for contrast errors. One tester commented that
designers often are tempted to use gray for a professional
look and noted that the glasses reveal contrast errors. In
general, everyone seemed to gain empathy for users who
faces challenges associated with low vision. One tester stated,
“Honestly, I did not expect those glasses to help that much.”

5.4. Personas. The personas method received evaluations
from 21 participants, making it one of the methods with
the fewest evaluations. This method has good scores in all
categories, as shown in Figure 6, but it scores a little lower on
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Figure 5: Cambridge Simulation Glasses evaluation results.
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Figure 6: Personas evaluation results.

the Usefulness category than most of the other methods do.
This is not a bad score (𝜇 = 4.44; 𝜎 = 0.39), but it is still lower
than the score for all the other methods except the WCAG
walk-through.

We are surprised to see such high evaluations in the Ease
of Learning category (𝜇 = 5.44; 𝜎 = 0.32), as this method
is difficult to learn and understand. However, in the Ease
of Use category, the method has a relatively low score (𝜇 =
4.21; 𝜎 = 0.41), which indicates that the participants think
the method is easier to learn than to use in practice. We
are not surprised to see close-to-average scores on Ease of

Use. The personas method has the second-lowest score in
the Ease of Use category, which indicates the complexity of
understanding the persona and gaining empathy for other
viewpoints.

Table 6 shows that the personas method does quite well,
with scores above average. Several of the participants had
experience with themethod and used it actively in their work,
and we found that to be very positive. Not all participants
used the method as designed, but we do not think that is a
problem as long as it creates awareness around the various
challenges that users can have. However, almost nobody had
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Figure 7: Screen reader evaluation results.

Table 6: Personas evaluation results.

Category Avg. Std. dev. Std. err.

Usefulness 4.44 0.39 0.09

Ease of Use 4.21 0.41 0.09

Ease of Learning 5.44 0.32 0.07

Satisfaction 4.56 0.53 0.12

Total 4.52 0.57 0.13

personas with some cognitive challenges; several participants
commented on this in the interviews. We got the impression
that they wanted to have more personas with cognitive
challenges to increase understanding and awareness.

The personas method scores well overall (𝜇 = 4.52; 𝜎 =
0.57), with a 95% confidence interval between 𝜇 = 4.28 and
𝜇 = 4.76.

During the interviews, many participants expressed
appreciation that this method can be easily combined with
other methods, such as the Cambridge Simulation Glasses.
A surprisingly large number also liked the role-playing part
of the persona; we suspect that this might be because it
is quite different from how they work on a regular basis.
However, several noted that the method is hard tomaster and
expressed that disregarding their own habits and experience
was difficult. A participant commented by stating that per-
sonas requiring thinking all the time and in a different way
thanusual. Personas offer a creative way towork, but the users
often forgot the roles that theywere playing. Some people also
thought the method was too subjective to interpretation, and
several were unsure that they had interpreted the personas
correctly.

5.5. Screen Reader. In all, 22 participants evaluated the
screen reader: 15 using the NVDA screen reader and seven

Table 7: Screen reader evaluation results.

Category Avg. Std. dev. Std. err.

Usefulness 5.49 0.43 0.09

Ease of Use 4.36 0.39 0.08

Ease of Learning 4.56 0.25 0.05

Satisfaction 4.81 0.46 0.10

Total 4.79 0.61 0.13

using the VoiceOver screen reader. The VoiceOver version
has marginally better scores than the NVDA version, but
the difference are not statistically significant. We therefore
present the combined scores for both screen readers in
Figure 7 and Table 7.

As expected, the screen reader method has a high score
(𝜇 = 5.49; 𝜎 = 0.43) in the Usefulness category. More
surprisingly, the method also scores well in Ease of Learning
(𝜇 = 4.56; 𝜎 = 0.25) and Ease of Use (𝜇 = 4.36; 𝜎 =
0.39). We had expected lower scores because this is a very
complex method to learn and to use.We probably influenced
the results by providing some introductions in the email
that we sent in advance of the study; this should be taken
into account, particularly for the Ease of Use category. We
recommended using the speech viewer plugin, which likely
helped the novice users.

Even though the method scores high in the Usefulness
category, it has even higher scores for the subquestion “Is
it useful?”: 𝜇 = 6.32 (𝜎 = 0.76). This is almost as high as
the Cambridge Simulation Glasses method has for the same
subquestion. In the Ease of Use category, the subquestion “I
can use it without written instructions” has a score that is
well below average for the category (𝜇 = 3.77; 𝜎 = 1.70).
None of these results are surprising, and they confirm our
expectations that screen readers are useful but complicated.
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Figure 8: SiteImprove evaluation results.

As shown in Table 7, this method does well overall (𝜇 =
4.79; 𝜎 = 0.61). The 95% confidence interval is between 𝜇 =
4.53 and 𝜇 = 5.04.

Many participants noted that this method gave an eye-
opening experience similar to that of the Cambridge Sim-
ulation Glasses. Many said during the interviews that they
gained a new awareness for people who use screen readers
or keyboard navigation. Most participants also felt that this
method uncovered most of the critical issues, which is
probably because an incorrect encoding makes the screen
reader impossible to use in many cases. The negative aspects
that the participants mentioned are expected because the
screen reader method is difficult to both install and master.
Another disadvantage some participants mentioned is that
the method requires more than just a prototype of a product
or service to be used. They argued that prototypes often
are not focused on structure or accessibility. We have seen
this argument before, as it is often used to postpone testing.
Many scholars have shown that this is not a good approach,
however, because it increases both the risk and the cost of
making changes late in the development phase [5, 43].

5.6. SiteImprove. A subsample of 35 participants evaluated
the SiteImprove method, which made this the second-
most-evaluated method. As Figure 8 shows, the SiteImprove
method has a high score for all categories. It scores very
highly in the Usefulness category (𝜇 = 5.50; 𝜎 = 0.30),
which is the highest category score for any of the methods.
It is not surprising that the participants gave this method
good evaluation for Ease of Learning (𝜇 = 5.08; 𝜎 = 0.24)
because most of its operations are provided automatically
after starting the extension.

The method also scores highly in Ease of Use: 𝜇 =
4.85 (𝜎 = 0.28); we expected a lower score here because

Table 8: SiteImprove evaluation results.

Category Avg. Std. dev. Std. err.

Usefulness 5.50 0.30 0.05

Ease of Use 4.85 0.28 0.05

Ease of Learning 5.08 0.24 0.04

Satisfaction 4.96 0.30 0.05

Total 5.08 0.39 0.07

the method uses many complicated terms and advanced
terminology.

The SiteImprove method did very well overall, as Table 8
shows (𝜇 = 5.08; 𝜎 = 0.39). The 95% confidence interval is
between 𝜇 = 4.95 and 𝜇 = 5.21.

During the interviews, many participants mentioned
that they liked the fact that they received their results
immediately and that the information was well-structured
and objective. The participants also liked that the method
revealed many issues in a short time. However, many had
problems understanding the exact locations and nature of
the issues. One tester commented, “I think it is difficult
sometimes to understand what they mean.” Some mentioned
that it is easy to ignore repeating information, but the most
prominent objection for most was that this method requires
prior knowledge of WCAG. The SiteImprove method also
requires a working prototype and cannot be used on design
sketches.

6. Discussion

In Figure 9, we plot all the methods for easier comparison.
The WCAG walk-through method stands out as having the
lowest scores.TheUsefulness and Satisfaction categories have
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Table 9: All evaluation results.

Method Usefulness Ease of Use Ease of Learning Satisfaction Total

Cambridge Glasses 5.41 6.12 6.80 5.53 5.88 ± 0.19
Personas 4.44 4.21 5.44 4.56 4.52 ± 0.24
WCAG walk-through 3.68 2.89 3.50 2.95 3.19 ± 0.27
Screen reader 5.49 4.36 4.56 4.81 4.79 ± 0.25
Dyslexia Simulator 4.97 4.98 6.41 4.73 5.11 ± 0.24
SiteImprove 5.50 4.85 5.08 4.96 5.08 ± 0.13

relatively low levels of variation between methods, whereas
the Ease of Learning andEase ofUse categories have relatively
high levels of variation.

We find it very promising that almost all of the methods
have a high overall score, as shown in Table 9. We are
surprised that the screen reader scores so highly because it
is often considered to be complex and difficult to use. The
Cambridge Simulation Glasses also have a high score, which
corresponds well with the impression we gained during the
testing sessions. On the other hand, although we expected
that the WCAG walk-through would get low scores, we are
disappointed that themethod has such a significant difference
from the others.

We conducted a two tailed test with an expected mean of
4.0, and all the results are statistically significant (𝑝 < 0.0001).
Thismeans that we can be sure that the results are generic and
representative.

Brajnik [44] pointed out that evaluation methods should
be valid, reliable, useful, and efficient. Vigo et al. [45]
discussed how to select a tool based on its strengths and
weaknesses with respect to coverage, completeness, and
correctness. However, we strongly believe that a testing
methodmust be user-friendly so that the practitioners will be
motivated to use it. This is also supported by results showing

that developers will not use a method if they do not like it
[46].

Several participants noted that the methods overlap and
complement each other. We find this to be very interesting
because we had hoped that the participants would experience
different challenges for different impairments. This is also
supported by other studies’ results showing that each testing
method works best when included at a particular stage of
software development Bai et al. [15].

Figure 10 shows how the overall scores for all the methods
are distributed based on the participants’ roles. We only show
the results for developers and testers because the other roles
have too few evaluations for some of the methods. However,
Figure 10 clearly shows that there are differences between
the roles. In general, the developers have more positive
evaluations of the methods than the testers, particularly for
the WCAG walk-through method. The developers also have
more positive views than the testers and the total population
for three methods: WCAG walk-through, personas, and
SiteImprove.

We are not surprised that the developers have positive
views of the more technical methods such as SiteImprove
because they use tools such as these on a daily basis.
However, we find it very interesting that developers regard
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personas much more highly than either the testers or the
full population. We did not expect that the testers would
rate the WCAG walk-through the lowest of all roles, as this
is the only group that uses that method on a regular basis.
Perhaps the testers find thismethod to be tiresome and see the
other methods as refreshing. Alternatively, the WCAG walk-
through could be difficult to use, even for experts [47].

7. Limitation

As with all empirical studies, there are some limitations that
we need to consider. First there is the possibility of bias in the
data collection and analysis. Therefore, the general criticisms
such as uniqueness, may apply to our study. However, we
triangulated from multiple sources of evidence such as
observations, interviews, and questionnaires to increase the
quality of the study. We also had participants with various
roles from seven different teams in six different companies.
Although we tested only six accessibility testing methods,
these methods are generally representative of the various
testing types, and they cover various aspects and impairments
Bai et al. [25].

Second, the participants filled out evaluation forms.
When using self-reported data to measure usability of tools,
one might have the “social desirability bias” [48] where
respondents respond more positively to rating questions
because they unconsciously want to satisfy the facilitator
giving them the questionnaire. To reduce this bias, following
the advice of Albert andTullis [49], we collected the responses
anonymously on the web, and we did not look at the results
until afterward. In general, we assume that the majority of the
participants are more motivated than average individuals, as

they chose to participate. That might have resulted in overall
higher scores for the evaluations in our study. However,
the background information indicates that there is notable
variation among the participants when it comes to work
experience, roles, and previous experience with accessibility
testing.

Third, one may argue that 10 minutes is too little time
to evaluate a method properly. However, our intention in
this study was to have methods that are easy to understand
and use, and therefore we wanted to limit the time frame
for the evaluations. If the participants had more time, their
evaluations of all the methods would probably be more pos-
itive, as they would have more experience with each. On the
other hand, methods that are too complex to understand and
conduct within our specified 10 minute time frame are out of
scope for our evaluation. We suspect that the WCAG walk-
through method achieved low evaluation scores because it
requires more than 10 minutes to conduct. However, since it
is the de facto method it must be included in the evaluation
on similar terms as the other methods.

We probably influenced the results of the screen reader
by providing some introductions in the email that we sent
in advance of the study; we recommended using the speech
viewer plugin, which likely helped the novice users. We
suspect that if we had not given some tips in advanced, then
the method would have received similar scores as theWCAG
walk-through method.

Lastly, the participants tested several tools and methods
in the same test session, so the scores for a given method
may have been colored by the scores for the previously
tested methods. For instance, if a participant was very happy
with a previous method, the score for the next method
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might be lower than if the order had been reversed (as the
participant in that case would not have had another method
for comparison). To reduce this limitation, we should have
randomized the order in which the participants evaluated
the different methods. We did not randomize the order, but
some reordering of the methods was done for around half the
evaluations, and this should reduce the impact.

We had a good number of participant and they were also
from several different project and companies. Even though
all the results were statistically significant (𝑝 < 0.0001), it
would be nice to see even larger studies for each of the roles.
In particular it would be interesting to have more data from
manager, since we had quite few participants with that role
as shown in Table 2. It would also be very interesting to have
more studies for other testing methods.

8. Conclusion

Almost all the participants had a positive experience when
evaluating themethods, and almost all said that they acquired
more empathy for users and more awareness of the various
challenges. Many of the participants also said that it was
pleasant and valuable to utilize testing methods, except
for the WCAG walk-through. Many participants found it
difficult to test accessibility, and they found some methods
to be more subjective and open to interpretation than
others.

The project members stated that, when testing acces-
sibility, their choice of method would depend on many
factors, including preference, development phase, role, and
context. However, the results of this study show that there are
significant differences in how software members of different
roles (e.g., developers vs. testers) regard testing methods,
which implies that software teams should not choose a single
method for all members. We also conclude that the other
methods are better liked than the WCAG walk-through and
that the software teams need to focus on findingmethods that
complement the WCAG walk-through. Several participants
suggested that these tools should be part of their weekly
routines and included in existing checklists.
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