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What Types of Defects Are Really Discovered
in Code Reviews?

Mika V. Mäntylä and Casper Lassenius, Member, IEEE

Abstract—Research on code reviews has often focused on defect counts instead of defect types, which offers an imperfect view of

code review benefits. In this paper, we classified the defects of nine industrial (C/C++) and 23 student (Java) code reviews, detecting

388 and 371 defects, respectively. First, we discovered that 75 percent of defects found during the review do not affect the visible

functionality of the software. Instead, these defects improved software evolvability by making it easier to understand and modify.

Second, we created a defect classification consisting of functional and evolvability defects. The evolvability defect classification is

based on the defect types found in this study, but, for the functional defects, we studied and compared existing functional defect

classifications. The classification can be useful for assigning code review roles, creating checklists, assessing software evolvability,

and building software engineering tools. We conclude that, in addition to functional defects, code reviews find many evolvability defects

and, thus, offer additional benefits over execution-based quality assurance methods that cannot detect evolvability defects. We

suggest that code reviews may be most valuable for software products with long life cycles as the value of discovering evolvability

defects in them is greater than for short life cycle systems.

Index Terms—Code inspections and walkthroughs, enhancement, extensibility, maintainability, restructuring.

Ç

1 INTRODUCTION

DESPITE the fact that peer reviews have been extensively
studied, knowledge of their benefits is still inadequate.

Previous research on reviews has repeatedly shown them to
be an effective quality assurance measure, catching a large
percentage of overall software defects. For example, Boehm
and Basili [12] noted that reviews catch 60 percent of
product defects.

While understanding that the relative number of defects
caught by different quality assurance methods is valuable, it
provides only a limited view of their effectiveness unless
the types of defects that various methods discover are
understood. Thus, while formal experiments on reviews
reporting only defect counts provide valuable data, it is
difficult to assess the costs and benefits of reviews and
inspections solely upon such data [40]. Similarly, industrial
cases reporting only the number of defects per person hour
have little value. In addition to not providing information
about the types of defects discovered, defect counts can be
misleading. There can be fundamental differences in the
defect counts as the defect definition may vary from case to
case. Thus, to better understand the effectiveness and value
of various quality assurance methods, we must also
comprehend the type of defects each method is likely to
reveal. Only by understanding the types of defects
identified, as well as the context and quality goals, can
guidelines be proposed for the order and timing of various
quality assurance methods.

While peer review literature has focused on defect

counts and often overlooked qualitative issues, such as

defect types and severities, the few existing studies that

look deeper into types of defects provide some initial

insight. For example, Siy and Votta [67] proposed that

75 percent of the defects found by code reviews are

evolvability defects that affect future development efforts

instead of runtime behavior. Despite this, most previous

studies have focused on functional defects, i.e., defects that

affect runtime behavior. Thus, the vast majority of defects

found in code reviews seem to have been ignored in most

published studies. While one may question the value of

discovering evolvability defects, several studies from

academia and industry [2], [4], [5], [13], [17], [23], [27],

[30], [46], [51], [57], [62], [69] indicate that poor evolvability

results in increased development effort in terms of lower

productivity and greater rework.
Making a distinction between functional and evolvability

defects is important for three reasons. First, code reviews

are often compared to various testing techniques that

cannot detect evolvability defects, giving an incomplete

picture of the benefits of code reviews. Second, code review

literature has created the impression that code reviews are

mainly about finding functional defects. Third, the practical

implications of the distribution between functional and

evolvability defects are significant. For example, one would

expect software product companies to be interested in

discovering evolvability defects since their products may

need to withstand heavy subsequent evolution, whereas

software project companies would be less interested in

evolvability issues. In addition, code reviews have other

benefits, such as increased knowledge transfer and learn-

ing. Thus, looking at the types of defects found represents

only a partial, but important, illustration of their benefits.
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In this paper, we qualitatively explore and classify
defects discovered in code reviews. Furthermore, we study
the distributions of defect types to determine if there are
generalizable consistencies. In many disciplines, but most
notably in the natural sciences, classifications are created,
maintained, and improved to increase scientific knowledge
[56], such as Linnaeus’s classification of the natural world
[47] and the periodic table of the chemical elements. The
classification of defects has five purposes. First, we hope
that classification will increase the body of knowledge in
software engineering and bring to light the true benefits of
code reviews as well as their role in the software
development process. Second, the classification can be
useful when creating company coding standards and code
review checklists, as well as assigning roles to participant of
code reviews. Third, the classification of evolvability defects
can be used as a basis for evolvability assessments (e.g., [1]).
Fourth, the defect classification can provide input for
creating automated defect detectors or developing new
programming languages. For example, memory handling
defects are much less frequent in Java than in C language.
Fifth, organizations may utilize defect classifications to
receive feedback from the development process, allowing
deeper learning from the mistakes than if using only defect
counts. We hope to stimulate similar studies of other quality
assurance methods, thus constructing a basis for making
informed decisions on which quality assurance method or
methods to choose for each real-world situation.

This paper is organized as follows: Section 2 introduces
the relevant theoretical background. Section 3 delineates the
methodology and Section 4 outlines the results. Finally,
Sections 5 and 6 present the discussion and the conclusions.

2 THEORETICAL BACKGROUND

This section summarizes previous research and identifies
research space we try to fill. First, we discuss definitions of
the term defect and define it as a deviation from quality.
Second, we review existing defect taxonomies, discussing
their common points and shortcomings. Third, we review
existing empirical work on defects discovered in code
reviews and find contradicting evidence. Some studies
indicate that the majority of code review defects are
evolvability defects, but still, many highly regarded studies
have ignored these. Fourth, to understand whether evolva-
bility issues are actually worth discovering and removing,
we discuss their economic value.

2.1 Definition of a Defect

There seems to be no universally accepted definition of the
term defect, even in the code review context. An often-
quoted distinction is the error, fault, failure by IEEE [34].
However, in the code review literature, there are three
different viewpoints of the term. The viewpoint is not
dependent on the author, as the same author may utilize
different viewpoints in different works. The viewpoints are
as follows, in order of breadth:

. Defects as failures [42], [70]: This viewpoint empha-
sizes that only findings in the code should be
counted as defects if they cause the system to fail

or produce unsatisfactory results (i.e., produce fail-
ures) when executed.

. Defects as faults [14], [34], [64]: According to the
IEEE [34], the term fault means an incorrect step,
process, or data definition. Hence, this viewpoint
considers defects as incorrect code, which may or
may not result in a system failure.

. Defects as deviations from quality [29], [32], [44],
[63]: This is clearly the broadest viewpoint, exem-
plified by the PSP guide [32, p. 38], which states, “A
defect is counted every time you make a program
change.”

The above definitions are quite different and it seems
possible that these differences can cause large differences in
code review results, particularly with respect to defect
counts. In this study, we explore the findings detected
during the code review process. Thus, in order to consider
all findings, to note bias the results, and to reveal the true
nature of defects detected by code reviews, we have opted
to use the broadest possible definition of defects (i.e.,
defects as deviations from quality). Quality is a term that is
difficult to define precisely and such an attempt is largely
dependent on one’s point of view [28], [39]. We take a
pragmatic point of view regarding quality and define it
from the viewpoint of the code review team. Thus, if the
code review team finds an issue and agrees that it is a
deviation from quality, the issue is counted as a defect.

2.2 Defect Taxonomies

There is no shortage of defect taxonomies. According to
Runeson et al. [64], defects are often classified according to
three dimensions. First, a defect can be classified as either
an omission or a commission. Second, a defect may be
classified based on its technical content. Third, defects may
be classified by the impact on the user.

In this work, we focus on defects’ technical content and,
thus, we identified and studied the major prior works in
this area. The studied taxonomies were by Basili and Selby
[7], Chillarege et al. [18], Humphrey [32, p. 262], Beizer [10],
Kaner et al. [37], IEEE [33], and Grady [31]. A comparison of
the taxonomies reveals that there are several similarities
and that numerous classifications share many defect types.
However, we also found all classifications to have short-
comings: The classifications either are missing defect types
or use restrictive definitions. For example, Kaner et al. have
perhaps the most extensive classification, but its missing
defect type interface and its hardware defect type represent
only part of the interface defects. Furthermore, evolvability
defects have received little attention in the taxonomies. The
existing defect classifications are discussed in depth in
Section 4.3, where we construct our functional defect
classification.

2.3 Code Review Defects

Software reviews have been extensively studied. However,
very little information on the detected defect types was
provided in the most recent review articles [3], [44], [64].
While suspecting that the same would be true for primary
studies, we performed a literature search in the Inspec
database using the terms (searching all fields) code inspection
and code review, resulting in 96 and 66 records, respectively.
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For these records, we first read the abstracts to determine
whether the papers were likely to contain information about
the defects discovered in code reviews. Furthermore, we
searched for studies citing the most influential articles. In
the literature study of code review defects, we excluded two
types of studies. First, studies that did not provide or utilize
a classification of discovered defects were excluded (for
examples, see [3], section Inspection Metrics). Second, we
excluded small-scale studies (those with less than 50 defects)
as distributions from small data sets are likely to be biased.
Next, we present the most influential prior works of code
review defect types.

Fagan’s work [26] provided a schema of defect classifica-
tion and distribution, but the details of the classification are
not presented, making it difficult to understand. Russell
[65] presented the data of 2.5 million lines of inspected
code, where defects were classified as major, minor, and
commentary, making the classification quite coarse. Basili
and Selby [7] provided well-defined and often cited 2D
classification. Unfortunately, the number of defects in the
study was only 34, limiting its usefulness as a source for
defect distributions.

Chillarege et al. [18] created a defect classification
consisting of eight defect types and a distribution of
roughly 300 defects. Several studies have utilized their
classification, but, unfortunately, there are large fluctua-
tions in reported defect distributions. This is natural as
studies are conducted in different environments. However,
the fluctuations can also be due to different interpretations
of the defect type scheme. For example, the defect type
function is described quite differently in Chillarege et al.
[18] than in Humphrey [32]. Thus, the differences between
the operationalizations in the previous studies make
quantitative comparison challenging.

In prior works of code review defects, evolvability
defects have been mostly ignored. Chillarege et al. [18],
Humphrey [32], and Runeson and Wohlin [63] mention
only one evolvability defect type, documentation. However,
we think that it might be possible, based on the defect type
description, that Chillarege et al. [18] included evolvability
defects as well as functionality defects in the function defect
type of their classification. Additionally, El Emam and
Wieczorek [25] have defect classes called understandability
and naming conventions. However, none of these studies
included defect types for structural evolvability defects,
such as long methods, duplicate code, or incorrectly located
functionality. Naturally, there are three possible causes:
First, structural defects might have been ignored; second,
they might have been classified under another defect class;
or third, such defects did not exist in the code. As the last
explanation seems very unlikely, the results from the study
are most likely biased when it comes to the proportions of
evolvability and functional defects.

Ignoring evolvability defects seems odd. Siy and Votta
[67] suggested that, based on 130 code inspection sessions,
the majority of code inspection findings are evolvability
defects. In their study, only 18 percent of the findings
identified were functional defects causing system failure,
22 percent were false positives, and 60 percent were
evolvability defects. Their research further categorized

369 evolvability defects of 31 code inspection sessions and
created four groups: documentation, style, portability, and
safety. However, the study also had limitations. First, the
study provided no detailed analysis of the defects, provid-
ing only high-level groups and their subgroups. Second, the
classification is not descriptive enough. For example, the
style group is described as issues related to an author’s
personal programming style, which could be almost any-
thing. In addition, the documentation group contains issues
related to code commenting but excludes code element
naming; such issues are placed inside the style group. Code
element naming and commenting should be in the same
group as they both communicate the intent of the code to
the reader. Furthermore, having a safety group, meaning
additional checks for scenarios that cannot possibly happen,
for evolvability defects is unusual.

Siy and Votta’s findings are also supported by a
nonacademic report by O’Neill [58] indicating that 85 per-
cent of the defects detected in code reviews do not affect
execution. This report is based on over 3,000 code
inspections that covered over one million lines of code.
Although O’Neill’s report is certainly interesting, it should
be studied with caution, as the methodology and data
collection mechanisms are only vaguely described. Further-
more, similar results have been reported for document
reviews: An industrial study [11] found that only 17 percent
of faults found in document inspections would propagate
into the code.

We recognize the studies by Chillarege et al. [18]
(elaborated in [16]) and Siy and Votta [67] as the most
significant prior works on the qualitative analysis and
classification of defects found in code reviews. Chillarege
et al. created a classification that was used to classify a large
amount of defects, which was later extended and utilized in
studies by other scholars. Siy and Votta were the first to
suggest that the majority of code review findings are
evolvability defects.

2.4 Economic Value of Evolvability Defects

Prior work hints that the majority of code review defects
might be evolvability defects. Practitioner literature on
inspections (e.g., [29], [70]) has emphasized the identifica-
tion of major issues that affect cost and quality. Naturally,
one may argue that evolvability defects are not important as
they will never be seen by the customer and they cannot
directly cause a system failure. Thus, before studying
evolvability defects in more detail, their value or impact
must be assessed.

Several studies [4], [5], [13], [17], [23], [46], [62] showed
poor structure results in increased development effort.
Experiments by Bandi et al. [4] and Rombach [62] both
compared two functionally equal systems that had different
levels of structural evolvability. Bandi et al. showed that
adding new functionality took 28 percent longer and fixing
errors took 36 percent longer for the less evolvable system.
Rombach’s data indicated that requirement changes took
36 percent longer and fixing errors took 28 percent longer in
the less evolvable system. Studies utilizing industrial data
naturally do not have the luxury of comparing two
functionally equal systems. Thus, they have used regression
models [5], [17], [46] to show that poor software structure is
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correlated with lower productivity and greater rework.
Based on such models, Banker et al. [5] reported that
software structure may account for up to 25 percent of the
total maintenance costs. In addition to structure, visual
representation and documentation have been shown to
have an effect on program evolvability [30], [51], [57], [69].
Miara et al. [51] showed that two and four space
indentations were correlated with the highest test scores
when compared to zero and six space indentations. Oman
and Cook [57] indicated that an advanced form of code
commenting and layout (called book paradigm in the original
work) is correlated with significantly higher comprehension
test scores and slightly shorter test times when compared to
traditional commenting and layout. The results of Tenny
[69] indicated that code commenting has a larger effect on
program comprehension than code structure. Evidence of
the benefits of code element naming indicated that proper
identifier name length is correlated with shorter debugging
times [30]. Furthermore, studies of source code [54], [72]
modifications showed that code element renaming is
frequently performed in practice. To summarize, the
scientific empirical evidence seems to indicate that source
code evolvability has a clear economic importance through
its effect on feature development and error fixing efficiency.

In the industry, practitioners have realized that poor
software evolvability has economic importance. For exam-
ple, Microsoft’s Office division has determined that
20 percent of the development effort should be budgeted
to code modification [22]. An empirical study [45], con-
ducted 11 years after the original study, showed that the
actual time spent on making the code more maintainable
was 15 percent of the development effort. Although this
number is slightly smaller than what was claimed earlier, it
shows that the idea is implemented in practice. Similarly,
extreme programming [9], a software development method
created by industry experts, has recognized the need for
high software evolvability. Extreme programming empha-
sizes short development cycles with frequent releases, close
collaboration with the customer, minimal up-front design,
and willingness to adapt continuously to change. To be able
to cope in such an environment, extreme programming
emphasizes continuous refactoring as a method to assure
high evolvability. Industry experts [2], [27] who advocate
refactoring claim that high evolvability results in easier
program comprehension and defect detection, increased
software development speed, better testing, auditing, and
documenting, reduced dependency on individuals, greater
job satisfaction, and extension of a system’s lifetime, all of
which preserve the software value for the organization.
Finally, some industry experts view poorly evolvable code
as technical debt that can slow down development. Thus,
debt should be promptly paid to avoid high interest
accruing when working with poorly evolvable code [21].
Although industrial sources mostly lack supporting data, it
seems that industrial experts consider software evolvability
important.

Finally, the potential economic value of evolvability
defects is largely based on the context. If the software is
facing several years of subsequent evolution, the costs of
unfixed evolvability defects are likely to be high during the

lifetime of the software. On the other hand, if the software is
not modified or further developed after the code review, it
makes very little sense to try to detect evolvability issues.

3 METHODOLOGY

In this section, we present the methodology of the study.
First, we present the research questions and then we
describe the research setting and the data analysis.

3.1 Research Questions

This study addresses the types and distributions of the
defects found in code reviews. We divide this overall
problem into two research questions. Our first question is of
a confirmatory nature.

Research question 1. What is the distribution between
functional defects and evolvability defects?

We wish to study the proposition by Siy and Votta [67]
that most defects discovered in code reviews are evolva-
bility defects rather than functional ones. We define a
functional defect as a defect in the code that may cause system
failure when the code is executed. This definition is identical to
the fault definition given by the IEEE [34]. Further, we
define an evolvability defect as a defect in the code that makes the
code less compliant with standards, more error-prone, or more
difficult to modify, extend, or understand. Virtually all
evolvability defects can be claimed to make the code more
error-prone. If error-prone codes were included in the
definition of functional defect, there would not be any items
in the evolvability defects’ class.

Research question 2. What different types of evolvability
and functional defects are found in code reviews and how can they
be classified based on the defects’ technical content?

This research question is both exploratory and con-
firmatory. For functional defects, there are several existing
classifications. We first compared existing functional
classifications and created a classification based on their
defect classes. Second, we studied whether such defects are
discovered in the reviews. For functional defects, our study
is confirmatory, and for evolvability defects, it is explora-
tory. With technical content, we refer to a defect classifica-
tion dimension by Runeson et al. [64] that emphasizes the
technical nature of defects. Finally, we compared our defect
classification and distributions with previously presented
defect classifications and distributions.

3.2 Research Setting

The types of defects identified in code reviews might vary
due to contextual variables, such as the code reviewed, the
review process, the reviewers’ focus, and the reviewers
themselves. In this paper, we present data from two
different environments, industrial and student code re-
views, as a measure to improve validity. Naturally, having
only two data sources, the sample is still limited, but,
nevertheless, it is an improvement over many past studies
that are based only on single data sources.

Quality assurance performed prior to the code review
can have a significant impact on the results. For example,
studies that have used uncompiled code have found large
amounts of syntax errors [32], [63]. In our studies,
developers performed automatic unit testing or quick
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functional testing prior to code review, something we
consider a typical scenario in the real world.

3.2.1 Industrial Code Reviews

We studied code reviews in one industrial company. The
company was selected based on accessibility and the fact
that it had an established code review practice. The
company develops software products for professional
engineering design, has several thousand customers, and
roughly 100 people working in its software development
department. We observed the code review sessions of six
development teams, working with three separate products
with a size of more than one million lines of code in each, an
age of 8-15 years, and that were coded using C/C++. We
observed six reviews of the first product, two reviews of the
second, and one of the third. The reason we observed a
higher number of reviews for the first product was that it
had the largest number of developers working on it (four
development teams). The other products had only one team
each. All products were roughly equal in code size. The
product with the most developers was a spearhead product
with the largest number of customers that generated the
majority of the revenue.

Each coding task (10-150 hours, 100-5,000 LOC) required
a code review. Before each review, the responsible devel-
oper (the code author) performed smoke testing (i.e., quick,
informal functional testing) to ensure that the features were
working, assembled the code review material consisting of
all new and modified code lines, and distributed it to the
reviewers. Prior to the review meeting, the reviewers read
the code and tried to find quality deviations. The company
had code review checklists, but they were not actively used
in the core review process and, in fact, not all employees
were even aware of the checklists. The company checklist
had 90 items covering 22 different areas, such as functions,
argument passing, strings, memory management, condi-
tionals, loops, design, and maintenance. The checklist items
had nearly even amounts of functional and evolvability
defect checks. The reviewers were mostly from the same
development team working in the same code area as the
author. The number of reviewers varied from 1 to 4. In some
teams, only the team leader reviewed the code and, in other
teams, the whole team participated.

After the review, the author fixed the identified defects
based on his or her handwritten review notes. Since the
company did not keep detailed records of the defects
identified in code reviews, the primary author of this paper
observed code review sessions. Seven out of nine review
sessions lasted 30-90 minutes. Two sessions deviated from
this average time: The shortest session lasted 10 minutes and

the longest was 4 hours. During the review, the observer
made notes regarding the identified defects and audio
recorded the code review sessions for further analysis.

3.2.2 Students’ Code Reviews

For this study, we also had students perform code reviews
in a software quality assurance course at our university. All
87 students participated as code reviews were a mandatory
part of the course. Table 1 summarizes the most important
demographic variables. Programming language skills were
self-evaluated on a 1-5 ordinal scale, with 1 standing for not
at all and 5 standing for excellent understanding. Code review
experience was determined using a 1-5 ordinal scale, with 1
representing no code review experience and 5 representing
participation in 10 or more code reviews.

The students formed 23 groups with three to four
students in each group. The groups were randomly divided
into 11 group pairs in order to get external reviewers
outside of each group and to reduce the number of review
sessions that was observed by the course staff. The
remaining group was paired with course personnel. Each
group reviewed two Java classes, one from a member of
their group and one made by a member of their pair group.
See Fig. 1 for an illustration of one student group pair. Thus,
23 different classes were reviewed. The Java class under
review had been implemented in a previous course
exercise, but at that time, the students were unaware that
it would be used for a code review. All group members had
implemented the Java class, but, for the review, the Java
class that had received the highest grade among the group
members was used. The grading of the Java class was
performed by one of the course assistants and it was based
on the number of failures discovered. The students had
tested the reviewed code with JUnit tests as part of a
previous exercise.

The students performed the reviews individually and
submitted their individual defect logs to course staff before
the code review meeting. The average preparation time was
88minutes and the average code under reviewwas 188 LOC.
The students had the possibility to use the checklist available
in the course book. The checklist had 34 items, 22 for
functional defects and 12 for evolvability defects. For full
details of the checklist, see [14, Table 10.3]. The studentswere
not forced to use the checklist, as this might have biased the
results. However, we did not want to leave the students
completely without aid, so the checklist was available. Sixty
percent of the students indicated that they utilized the
checklist in individual preparation, but we have no details
of how thoroughly it was used. After the meeting, they
submitted the meeting defect log. The students were graded
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based on the individual defect logs, meeting activity, and the
meetings’ group defect logs. The defect logs were graded
basedon thenumber of defects, types of defects, and clarity of
the defect reports. However, a high number of defects alone
did not assure a high grade. For example, reporting several
redundant, minor issues was not rewarded. The grading
principles were announced before the exercise. The data for
this study were gathered from the meetings’ group defect
logs and the reviewed code.

Table 2 summarizes the most important differentiating
factors between the industrial and student reviews.

3.3 Data Analysis

Qualitative research varies greatly in research strategies and
types (for details, see [52, pp. 6-7]). Based on the ideas
gathered from [52], [53], and [66], the first author of this
paper used a labeling process1 (in this case, the process of
conceptually labeling the defect descriptions with defect
types and further refinement of the labeling) and Atlas.ti,2

which is a program designed to support qualitative data
analysis. The labels were mostly created during the
analysis, rather than using a predetermined list, although

our previous work [49] provided us with some ideas of
what the suitable defect classes might be.

The labeling process was an individual effort carried out
by the first author and it proceeded as follows: First, the
industrial code review sessions from the audio tape and the
notes taken during the observations were transcribed to a
description of each defect. Then, defects were further
analyzed and labeled. The labeling of the industrial data
created roughly 80 percent of the final labels. Second, the
defect logs of the students’ code review sessions were
analyzed, using the labels developed from the industrial
data. However, some additional labels were also created as
some defect types did not exist in the industrial code
reviews or they had been ignored and labeled incorrectly.
After this, both defect sets were rechecked to validate the
quality of the labeling and to discover the need for
additional labels. Throughout the process and particularly
after a long labeling and defect analysis period, the labels
themselves were analyzed to ensure the quality of the
created labels. Based upon this, too general or too specific
labels and labels with poor names were discovered. Labels
that were too general and specific were typically created
during the labeling process when the researcher discovered
a defect for which he did not yet have a proper label. Thus,
the researcher either assigned a defect to some general
group or created a new label for that specific defect. There
were no precise measures on what was considered too
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TABLE 2
Differences in the Code Review Contexts

1. The term labeling process is used as a substitute for coding process, a term
that is traditionally used in qualitative data analysis because the word code
has such a strong attachment to program code in the software engineering
context.

2. For more details about the Atlas.ti program, see http://www.atlas
ti.com/.



specific or general; the researcher tried to reach a proper
level of granularity that would enable further analysis of the
defects. After labeling, the student review defects were
classified into larger groups that emerged from the data.
This eventually resulted in the evolvability portion of the
defect classification schema presented in this paper. The
evolvability defect classification was created and elaborated
over a longer period (i.e., several months). For the
functional defects, there was no need to create a new
classification, so we used existing classifications to group
the functional defects.

The primary authorwas responsible for all data collection,
analysis, and labeling. Thus, the methods of data collection
and analysis are comparable and the data coding is consistent
between review sessions. However, this also means that no
comparison between researchers was conducted, leaving the
repeatability of the created classification as an issue. Prior
work [25] has shown that the classification of functional
defects is generally repeatable, so it is safe to assume that our
functional defect classification is reliable since it is quite
similar to the one that was studied for repeatability. To
address the repeatability of the evolvability defect classifica-
tion, the second author studied and classified 95 defects. The
agreement between raters was 82 percent, and the calculated
Kappa was 0.79 indicating very good agreement. The Kappa

values are similar to the ones that were obtained when

studying functional defects in [25].

4 RESULTS

This section is organized in the following way: Section 4.1
presents our overall classification of code review findings

and its high-level distributions. Section 4.2 provides the
details of the evolvability defect classification and its defect
distributions. Similarly, Section 4.3 presents the details of

the functional defect classification and distributions.

4.1 Code Review Findings

4.1.1 Classification of Code Review Findings

Fig. 2 presents an overview of our classification of code
review findings, which is discussed in detail in Sections 4.2
and 4.3. This classification is based on both literature survey

and empirical data. At the highest level, we have the class
code review findings, which are divided into the following
main groups: evolvability defects, functional defects, and false

positives. These groups are taken from Siy and Votta [67].
Furthermore, the functional defect main group is subdi-
vided into the following groups: interface, logic, resource,

check, timing, support, and larger defects. The functional defect
groups are based on several prior works (see Section 4.3 and
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Table 12 for details). Finally, the evolvability defect main
group is subdivided into the following groups: documenta-
tion, visual representation, and structure. Additionally, the
documentation and structure groups have subgroups. The
evolvability defect groups and subgroups are based on the
data analysis discussed in this paper.

4.1.2 Distribution of Code Review Findings

Table 3 shows the distribution of code review findings
arranged in the three main groups: evolvability defects,
functional defects, and false positives. The classification of a
defect as evolvability or functional was based on whether
the defect had an impact on the functionality. If the
researcher was not sure and it was not possible to ask the
author of the code, a functional defect class was chosen. In
both the industrial and student code reviews, over
70 percent of the findings were evolvability defects. In the
industrial reviews, about 20 percent of the identified defects
were functional, while in the student reviews, only
13 percent were functional. Functional defects existed in
the code since module-level functional testing did not
reveal all defects. False positives were issues that were
identified in the meeting but that were discovered not to be
defects either during the meeting or after. The decision
whether a defect was a false positive was done by the code
review team. However, for the student cases, some defects
were ruled to be false positives if the researcher could not
determine what the defect was based on, either the defect
description or the source code. If false positives are
removed, the share of evolvability defects is 77 percent in
the industrial review and 85 percent in the student reviews.
Thus, based upon our data, it seems that roughly four out of
five of the true defects identified in the code reviews were
evolvability defects.

4.2 Evolvability Defects

This section presents the details of the evolvability defect
classification and the defect type distributions of the
evolvability defects. We categorized the evolvability defects
into three groups: documentation, visual representation,
and structure. Documentation is information in the source
code that communicates the intent of the code to humans
(e.g., commenting and naming of software elements, such
as variables, functions, and classes). In addition, issues that
are currently embedded in and enforced by modern
programming languages, whose main purpose is mostly
documentation, are included in this category. For example,
we see that declaring a variable to be immutable (final in the
Java language) or limiting the scope of a method (private in
the Java language) is mainly done for documentation (e.g.,

immutable variables are not modified and private methods
are used from within a class only). Furthermore, people
using programming languages that lack the power to limit
method scope often use other means to mark private
methods. For example, in PHP, developers frequently use
an underscore at the beginning of a method name to
indicate that it is a private method. Visual representation
refers to defects hindering program readability for the
human eye. In the present study, this subgroup contains
problems mostly related to indentation and blank line
usage. Structure indicates the source code composition
eventually parsed by the compiler into a syntax tree.
Structure is clearly distinguishable from documentation
and visual representation, because the latter two have an
impact neither on the program runtime operations or on the
syntax tree generated from the source code. Table 4 shows
the distribution of the evolvability defects.

In both reviews, roughly 10 percent of the evolvability
defects were visual representation defects. Roughly one-
third of the evolvability defects from the industrial reviews
were concerned with documentation of the code. In the
student reviews, almost half of the evolvability defects came
from the documentation group. In the industrial reviews,
55 percent of the evolvability defects belonged to the
structure group, while, in the student reviews, only
44 percent belonged to the structure group.

4.2.1 Documentation

As some documentation defects are embedded in and
enforced by the programming language and others are
textually documented, we have subdivided the documenta-
tion defect group into two subgroups: textual and
supported by language. Table 5 shows the distribution
within these two categories.

Table 6 shows the distribution of the textual documenta-
tion defects. Most of the defect type naming came from
uninformative names or from violations of naming stan-
dards. Discussions with the industrial reviewers made it
clear that the company strongly believed in self-descriptive
naming rather than code commenting, a fact that explains
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the difference in the distribution of naming issues. In both
contexts, comment defects referred to a need to explain
complicated program logic or to fix incorrect comments. It
is possible that the higher amount of comment defects in the
student review is explained by Java’s built in the doc-
umentation system JavaDoc.

Table 7 presents the distribution of the supported by
language defects. Both reviews identified such defects,
although they were less common than textual defects. The
only major difference was that the industrial reviewers
were more eager to point out defect type immutable, a fact
probably explained by corporate coding practices. Natu-
rally, the supported by language defect distributions are
affected by the programming language (e.g., with nontyped
languages, element type defects are not possible).

4.2.2 Visual Representation

Table 8 shows the distribution of the visual representation
defects. There were no major differences in the defect types
between reviews. In general, these defects are easy to detect
and there is a low risk associated with fixing them. The
grouping defect, referring to the omission of blank lines to
group logical code segments, is the only one that could not
be fixed by automatic code formatter tools.

4.2.3 Structure

Inside the structure group, there are two subgroups:
organization and solution approach. The organization

subgroup consists of defects that can be fixed by applying
structural modifications to the software. Moving a piece of
functionality from module A to module B is a good example
of this. Solution approach defects require an alternative
implementation method. For example, replacing the pro-
gram’s array data structure with a vector and knowing the
existence of prebuilt functionality that could be used
instead of a self-programmed implementation would be
considered a solution approach defect. Therefore, solution
approach defects are not about reorganizing existing code
but rethinking the current solution and implementing it in a
different way. Thus, identifying a solution approach defect
is likely to require programming wit, innovative thinking,
and good knowledge of the development environment and
the applied development practices. Organization defects, on
the other hand, can often be identified without deep
knowledge of the development environment and practices,
simply by assessing the code under review. Table 9
illustrates the structural defect distribution.

Some of the structure defects could actually be detected
from a higher level of abstraction than the source code. For
example, the need to move functionality between classes
could be discovered by studying UML diagrams. Similarly,
the need to create new functionality or classes could be
found at the design level. Thus, the proportion of structural
defect found in code reviews could be heavily affected by
the quality of the architecture and design and the presence
of reviews in those phases. In our data, the software
company performed design reviews prior to coding, but the
industrial developers still found more design level defects
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than students who were provided with design by the course
staff. In fact, this was the biggest overall difference between
industrial and student reviews. For example, Table 10
presents the most frequent organization defects, showing
that industrial reviewers identified more move functionality
defects, whereas the students identified more statement
issues. This trend was also noticeable inside dead code
defects where the students identified more low-level
defects, such as unnecessary headers and unnecessary
variables, while the industrial reviewers found more
uncalled functions and branches of code that were never
executed. Additionally, in Table 11, the distribution of the
solution approach defect types is presented. This data shows
that industrial reviews occasionally found a need for new
functionality (e.g., new classes) to keep the software
evolvable, but such issues were not identified in the student
reviews. However, this result is not surprising because the
industrial software system was much larger and more
complex than the students’ exercise application. Unfortu-
nately, we cannot assess the effectiveness of the industrial
design reviews in relation to structure defects detectable at
design level as such detailed data were not available.

The solution approach subgroup contains defects ran-
ging from simple function call changes to a complete
rethinking of the current implementation. Interestingly, we
found semantic versions of dead code and duplication (see
Table 11). Semantic dead code is code that is executed in the
program but serves no meaningful purpose. Similarly,
semantic duplication means that a program contains un-
necessary duplication of syntactically no-equal code blocks
with equal intent (e.g., different sorting algorithms, such as

quicksort and heapsort, have equal intent but are not
syntactically equal). The defect type others contains a wide
range of defects. The issues in this group represent the
solution approach defect category in its most fruitful form.
When attempting to spot solution approach issues, books,
guides, and education provide little help. Instead, the
reviewer’s skills and experience are crucial in detecting
these defects. Examples include using arrays instead of
other more complex structures, enabling the easier removal
of several data items from the database, and simpler ways
of performing computing and comparison operations.

4.3 Functional Defects

4.3.1 Functional Defect Classification

To address the shortcomings of the existing functional
defect classification mentioned in Section 2.2, we created a
functional defect taxonomy based on our data and existing
classifications. However, our classification of functional
defects should be seen as a superset of the previous
classifications rather than a completely new one. This
classification has seven groups: resource, check, interface,
logic, timing, support, and larger defects. Table 12 shows
how the categories are based on prior work and enables
comparison between our data sets and previous work.

Resource defects refer to mistakes made with data,
variables, or other resource initialization, manipulation, and
release. We make no distinction between data being stored
in variables, other types of data structures, or memory for
the data being allocated statically or dynamically. Further-
more, it makes no sense to separate memory allocation
issues from similar defects made using other resources,
such as files or database handles. Our decision to combine
assignment and data defects is supported by El Emam and
Wieczorek [25], as they indicated that reviewers often have
problems distinguishing these categories from each other.

Check defects are validation mistakes or mistakes made
when detecting an invalid value. Interface defects are
mistakes made when interacting with other parts of the
software, such as an existing code library, a hardware device,
a database, or an operating system. The group logic contains
defects made with comparison operations, control flow, and
computations and other types of logical mistakes. The timing
category contains defects that are possible only in multi-
thread applications where concurrently executing threads or
processes use shared resources. Support defects relate to
support systems and libraries or their configurations. For
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example, version control and build-management system
configurations can introduce defects. Similarly, using the
wrong version of an external library can cause defects.
Larger defects, unlike those presented above, cannot be
pinpointed to a single, small set of code lines. Larger
defects typically refer to situations in which functionality
is missing or implemented incorrectly and such defects
often require additional code or larger modifications to
the existing solution.

Table 13 shows the defect categories from prior works
that we have excluded. We left out four types of defects.

First, defect categories that contained syntax errors have
been excluded because they are best identified by the
compiler (syntax by Humphrey [32]). Second, we left out
categories measuring the impact of the defects, as we think
that defect impact and technical type should be measured
on different scales (cosmetic by Basili and Selby [7]). Third,
defect categories whose content belong to the evolvability
defects have been excluded (documentation by Chillarege
et al. [18], Kaner et al. [37], IEEE, and Humphrey [32],
enhancement by IEEE, and Standards by Grady). Fourth,
defects that are not defects in the code but reside in the
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requirements, design, or in the test definitions have been
excluded (functional requirements and test definition or
execution bugs by Beizer, testing errors by Kaner et al.,
module design by Grady).

4.3.2 Distribution of Functional Defects

Tables 14, 15, 16, 17, and 18 show the types and
distributions of the resource, check, interface, logic, and
larger defects that were identified. We were not able to
identify any timing or support defects in the reviews.

As we can see, resource defects were mostly present in
the industrial reviews. There are two reasons for this. First,
the students’ application was small and did not involve
heavy data manipulation. Second, the language used, Java,
handles or enforces many issues in resource management,
making such defects impossible.

Two main types were present in the check defects
category: the need to check function return values or the
need to check variable values. The interface defects were
missing or incorrect function calls or parameters and they
were mostly present in industrial reviews. In the logic
defects category, there were no major differences between
the review contexts. The high number of compute defects
was caused by the fact that the students’ application
required several computations.

We also identified three types of larger defects that could
not be pinpointed to a limited set of code lines. No larger
defects were found in the student reviews, likely due to the
small application size. For example, in the industrial
reviews, there were cases where a feature was not complete
and, thus, would not work in all scenarios, issues related to
the user interface, or defects existing in parts of the
application code that were not under review.

5 DISCUSSION

In this section, we answer the research questions and then
compare our results with related work. Section 5.3 describes
the implications of the results. In Section 5.4, we suggest
how the review responsibilities may be assigned based on

the identified defect classes. Finally, in Section 5.5, we
discuss the limitations of the study and evaluate our work.

5.1 RQ1: Distribution between Functional and
Evolvability Defects

Research question 1 was given as follows: What is the
distribution between functional defects and evolvability defects?
Based on our study, roughly 75 percent of the findings
identified in the code reviews were evolvability defects that
would not cause runtime failures. This research question
was confirmatory, as Siy and Votta [67] had previously
proposed, and based on data from a single company that

most code review findings are evolvability defects. Our
results confirm their findings.

Comparing our results (see Table 19) with the numbers
of Siy and Votta indicates that our study has a slightly
higher proportion of evolvability defects, a slightly lower
proportion of false positives, and a similar proportion of

functional defects. Siy and Votta used the defect data from
the repair form after the author had made the fixes. We
observed the defects encountered during the code review
meeting in the industrial reviews and used the defect logs
returned after the meeting in the student reviews. We used
discovered defects while Siy and Votta used fixed defects.
Therefore, we can speculate that, had we observed the

actual fixed defects, the number of false positives may have
increased and the number of evolvability defects may have
decreased since the author might have disregarded some
defects, considering them to be false positives.

To determine whether the large number of evolvability
defects (as compared with functional defects) in our study
and that of Siy and Votta was simply due to chance, we

attempted to use public data available from prior code
review studies. Unfortunately, we only found three studies
[18], [25], [58] with a sufficient number of defects and
enough information to try to perform an approximation of
the defect distributions. We excluded the PSP data sets of
Humphrey [32] and Runeson and Wohlin [63] as they had

high shares of syntactical errors because they performed the
reviews before compilation.
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Fig. 3 compares eight data sets, showing the proportions
of functional and evolvability defects. In five of the eight
data sets, the majority of the defects are evolvability defects,
and in seven of the sets, over half of the defects are
evolvability defects. Based on the figure, it seems likely that
the majority of the defects detected in code reviews are, in
fact, evolvability defects. However, there is considerable
variation between the studies, for which we think there
might be three explanations. First, quality assurance
performed prior to code reviews affects the amount and
types of defects detected. Unfortunately, such information
is not available in studies Si, O, E1, E2, and C. In study So, a
set of acceptance tests provided by the course staff was used
to ensure a minimal level of functionality. Only minimal
functionality was tested as the purpose of the So study was
to compare different functional defect detection methods. In
our studies, the code authors personally tested the applica-
tion and were either personally responsible (industry case)
or had been graded based on the number of faults (student
case). Thus, it is likely that the higher amount of functional
defects detected in reviews in So is explained by quality
assurance performed prior to code review. Second, mis-
classified defects or mistakes in our reclassification in
studies E1, E2, and C can cause part of the variation. In
those studies, the authors had no class for structural
evolvability defects and, as previously discussed in Sec-
tion 2.3, it is possible that such evolvability defects were
ignored or categorized as functional defects. Furthermore,
in study C, there appeared to be a defect class that possibly
contained both functional and evolvability defects. Addi-
tionally, in those studies, the authors did not make a
distinction between functional and evolvability defects.
Therefore, we made the separation into evolvability and
functional defects based on the defect type description and
it is possible that we have misclassified some classes. Thus,
it is probable that, in those studies, the proportions of
evolvability defects would have been higher, had the
original data been available. Third, other unknown context

factors can also explain the variation, for example, applied

coding standards, strictness of the code review process, and

the company culture. Because of these shortcomings, Fig. 3

should be studied with caution.

5.2 RQ2: Defect Types and Defect Classification

Research question 2 was given as follows:What different types

of evolvability and functional defects are found in code reviews, and
how can they be classified based on the defects’ technical content?

The classification scheme is presented in Fig. 2.
This research question was both exploratory and con-

firmatory. For the functional defects, wewere able to confirm

that the existing classifications match well with each other

and that such defects are found during code review. For

evolvability defects, we created a new classification.
The evolvability classification also appears to be gen-

erally repeatable, as the measured Kappa values indicated
very good agreement between the raters. We recognize that

the defect classification is difficult [7], [10], that there are

borderline cases for which it is difficult to classify the

defect, and that different people make different interpreta-

tions. However, this issue exists in prior defect classifica-

tions as well. The classification also appears to be
exhaustive in the study context, as we were able to classify

all of the defects in our data set. However, it is possible that

the classification is not exhaustive with other data sets.
Next, we compared our evolvability defect classification

scheme to prior work. Textual documentation defects have

been reported in previous studies and we found such

defects in six of the seven code review data sets shown in
Fig. 3 (excluding study O). The comparison shows a large

fluctuation between textual defect proportions: from 17 per-

cent up to 50 percent. Further analysis of textual defects

shows fluctuation between the two largest textual defect

types, comment and naming. El Emam and Wieczorek [25]

found hardly any naming defects, but studies [54], [72] of
source code modifications confirm that code element

renaming is very frequently performed in practice. It is

possible that naming issues have simply been ignored in

some reviews.
For visual representation, we found that such defects

have only been reported by Siy and Votta. Our study had

proportions of 10 percent and 11 percent, while Siy and
Votta had a proportion of 12 percent. Thus, based on

limited evidence, it appears that visual representation

accounts for approximately 10 percent of the evolvability

defects detected in code reviews.
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In the structure group, we have two categories: organiza-
tionandsolutionapproach. Fixing theorganization subgroup
defects is known as refactoring and it has been studied
extensively in the past [50]. The proportions of organization
defects have been previously reported by Siy and Votta
(under the name clean up), but comparison of the defect
proportions reveals no consistencies, as they vary from 26
percent to 55 percent. For the solution approach defects, we
are not aware of any research presenting or discussing such
defects in the software engineering domain. For structural
defects, we noticed that industrial developers found more
defects that couldhavebeendetected fromdesigndocuments
than did student reviewers. The industry case had design
reviews, butwehavenodata of the detecteddefects from that
stage, so we cannot evaluate the effects of design and
architectural reviews (e.g., [19], [38], [59]) that are related to
the amount of structure defects. Thus, it seems likely that the
industrial software hadmore high-level defects due to its size
and complexity. Furthermore, little empirical research is

available on the defect types detected in architectural or
design reviews. The only source we found was by
Chillarege et al. [18] who, as expected, indicated that more
high-level defects are found in design reviews than in code
reviews.

Our functional defect classification was heavily based on

existing work and, in our data set, we found functional

defects belonging to five of the seven function defect classes

presented. We did not find defects belonging to the timing

group because the review code did not have multiple

threads and support defects were not found since it is very

unlikely that a reviewer will detect such defects when

reviewing a code. Based on our study, we can confirm that

existing function classifications are solid and that they work

well with code review defect data. We compared our

functional defect proportions to those of prior studies, but

the comparison did not reveal any interesting consistencies

or trends.
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5.3 Implications

5.3.1 Implications to Practitioners

Having discussed the value of evolvability defects, we can

outline some practical implications:

. Code reviews seem particularly valuable for soft-
ware product or service businesses in which the
same software or service is modified and extended
over time. However, organizations working with
customer specific projects may elect to skip code
reviews as the higher cost of subsequent evolution is
often paid for by the customer organization. Natu-
rally, the firms in product or service business should
consider targeting reviews for those modules that
will be modified in the future.

. Only 10 percent of the evolvability defects belong to
the visual representation group that can be (mostly)
automatically detected and fixed. Organizations
should consider using pretty printers for automati-
cally fixing visual representation defects so that code
reviews can focus on issues that are more important.
The majority of the evolvability defects cannot be
fixed simply by using tools. However, tools can help
in detecting structural defects, although human
intervention is still required for analyses and repair.

. An established and empirically grounded defect
classification should be used as a baseline when
building checklists for code reviews or when
creating coding standards for the developers. This
assures that most typical defect classes are covered.

. An organization should try to link defect severity
and fixing time to technical type since this may allow
savings. The most costly mistakes could be pre-
vented or found earlier in the development process.

. Classifying defects based on technical content can
help organizational and individual learning. A
classification also provides information of the
applied quality practices and enables comparisons
between them.

. If organizations are using the classification system to
classify defects (instead of building checklists or
instructions), it may be beneficial to start with the
three main classes: visual representation, documen-
tation, and structure. Furthermore, the functional
defect types that are most useful for the organization
should be considered. It is easy to extend the
classification later based on the organizational
needs, but starting with a complex classification
can lead to resistance with minimal additional
benefits.

5.3.2 Implications for Research

The results relate to prior studies in which code reviews

have been compared with software testing [7], [36], [42],

[55], [71]. In these studies, only functional defects causing

failures have been counted in order to make a fair

comparison between testing and code review. The studies

show no consistent differences in defect detection effective-

ness between review and testing. Assuming that, in these

studies, the ratio of evolvability defects to functional defects

has ranged from 3:1 to 5:1, we can suggest that code review
is superior as it not only finds the same amount of
functional defects as testing but also identifies a large
number of evolvability defects. However, it is not proven
that the ratios of 3:1 to 5:1 can be transferred to earlier
studies and, therefore, this result needs further research
before it can be generally accepted.

Further, the discovered evolvability defects can be used
as a basis for further research when creating tools that can
detect various evolvability and functional defects. How-
ever, creating tools that recognize possibilities of using an
alternative approach in code implementation or that
recognize semantic duplication will likely be challenging.

5.3.3 Implications to Scenario-Based Reviews

In the context of requirement document inspections,
previous studies have proposed scenario-based reading
[6], [60]. The scenarios are based on either perspectives
reflecting the organizational roles (e.g., requirement en-
gineer or test case designer) [6], [48], [61] or defect classes
[60]. We see that, in the context of code review, defect
classes might be more suitable than perspectives as many of
the organizational roles do not work directly with the code.

Five reviewers may utilize the following roles based on
our classification. The documentation reviewer should
approach the code from a textual point of view and try to
determine whether it contains enough information in
names, comments, and code element specification. The
code structure reviewer should focus on structural organi-
zation defects. Suitable people for this role are module-level
architects, as they have suitable knowledge of how the
module should be organized. The solution approach
reviewer may be a suitable role for experienced guru
developers, who have a wide knowledge of the system and
are able to think of alternative implementation approaches.
The resource and interface reviewer should concentrate on
functional defects belonging to the resource and interface
categories. Finally, the check and logic reviewer should
focus on functional defects belonging to the check and logic
categories, requiring an alert individual who has the
patience to look for logical errors and missing checks.

Defects belonging to the visual representation group are
best handled with tools, so we assigned no role for this
defect group. When presenting the above idea for the case
company, one employee suggested that only the last three
roles are needed, as the defects detected by the first two
roles should come automatically when reviewing and
trying to understand the code.

5.3.4 Value of Defect Classifications

One may question the value of technical defect classifica-
tions as there is currently no research (that we are aware of)
that would have linked technical defect type and defect
severity or defect fixing time. Overall, there has been little
work linking defect severity to other software attributes.
Currently, the only work of this nature that we aware of is
by Zhou and Leanung [73], who tried to link defect severity
with code metrics. However, there is anecdotal evidence
that a link between defect technical type and severity or
fixing time could exist. For example, our discussions with
industrial developers indicate that memory leaks can cause
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severe problems that are difficult to fix. Unfortunately, we
have no hard data on this issue. Furthermore, the link
between defect type and severity would probably be
context dependent. Nevertheless, studies linking technical
defect type to defect severity or fixing time could help
practitioners avoid the most severe and time-consuming
defects. Even though the link between defect technical type
and defect severity or fixing time has not yet been
established, defect classifications are important because
they allow comparisons between quality assurance meth-
ods. They are also important because they can be used to
focus code reviews, build and organize checklists or coding
standards, and can make it easier for individuals or
organizations to learn from typical mistakes.

5.4 Limitations

To assess the limitations of this work, we studied the
possible weaknesses in qualitative studies and analyzed
internal and external validities based on [15], [20], [52].

5.4.1 Evaluation and Threats to Internal Validity

The limitations of the study stem from the difficulty of
classifying defects, the repeatability of defect classification,
and the issue of researcher bias stemming from personal
assumptions and values.

The data are retained, but only the student data may be
viewed by other researchers due to the case company
agreements. It should be noted that the effect of researcher
bias could have been controlled during the data coding had
there been several researchers. Thus, triangulation of the
researchers could have benefited the data analysis.

It could be argued that having several data sources is a
weakness since the data sources are heterogeneous and not
comparable. However, our data sources are not different
from those in any two studies where one is performed in a
real industrial context and the other is performed with
students. Furthermore, having two data sources is an
improvement over past studies that have arrived at their
conclusions mostly based on data from only a single source
(e.g., an experiment or data from a single company).

Method triangulation was also performed. We observed
the industrial code review sessions but used the defect logs
and the source code in the student code reviews. However,
the method triangulation was not done within a data
source, as the same method was applied to all reviews. This
may have created a slight bias between data sources.

It is possible that the presence of the researcher in the
industrial reviews and the fact that the student review
sessions and review logs were graded could have affected
the results. Students might have tried to find as many
defects as possible, leading to higher counts of evolvability
defects. On the other hand, it would be difficult to assume
that such behavior would have occurred when observing
the industrial reviews.

Grading of the students might have introduced some
bias, but the absence of grading could have resulted in lack
of motivation, which could have introduced additional bias.
It is possible that students cheated in their individual defect
lists, although it is unlikely. It would be easy to identify
cheating if several members of the team provided similar
defect lists. During the grading of the personal defect lists

performed by the first author, there was no cheating
detected. Thus, there is no reason to believe that the
students had not reviewed the code before the meeting.
Cheating during the meeting was controlled by the course
assistants, who were present during the review meetings.

As mentioned in Section 3.2.2, all students had imple-
mented the reviewed Java class. It is unclear how this
affects the results. It is possible that, as the students were all
aware of the functionality, they focused more on the
evolvability issues. On the other hand, it is possible that
the students’ prior knowledge made them more aware of
the possible sources of functional defects.

The impact of an individual evolvability defect is also
unknown. Thus, it is possible that a fix to solution approach
defect will turn out to be a better or worse solution in the
future. In this study, it was not possible to study the impact
of individual evolvability defect in a longitudinal fashion.
Thus, it is likely that, in the future, some evolvability defects
would turn out to be false positive, but there is no way to
estimate the amount of such defects.

5.4.2 Evaluation and Threats to External Validity

It must be noted that, in the industrial reviews, the
preparation time fluctuated and, in some cases, the
reviewers admitted that they had not properly prepared
for the review. These kinds of problems in industrial
software reviews are also reported by Laitenberger [43].
Thus, in the presence of variations in the review process,
one may question the generalizability of our defect
distribution results. First, variations in the real-world code
reviews are natural and are likely to occur in most
organizations, as previous work has also shown [43].
Second, it is unclear how these variations affect the defect
types. It is also possible that the variations canceled each
other out, leaving little overall variation. We must also note
that poor preparation was not an issue in the student
reviews, where preparation time was an average of
88 minutes and the code under review was rather short,
an average of 188 lines.

One issue affecting generalizability is the context in
which the code reviews were performed. The number and
type of defects detected with any quality assurance method
are largely affected by other factors not directly related to
the quality assurance method. These factors include the
development environment, the individual’s skills, and the
prior quality assurance methods used. It is arguable that
having a great share of evolvability defects in this study is
because unit-level functional testing was performed before
the code reviews. Naturally, the number of functional
defects detected would have been greater if there had not
been any functional testing prior to code review. However,
we think that this study represents a realistic view, as in our
experience, code reviews are often performed after initial
testing in industry. The student reviews were performed
after automated unit testing. It would seem awkward to
perform team-level code review before creation of unit tests
when there are methodologies advocating that unit tests
should be created even before the code is written [8]. The
industrial reviews were performed after the developer had
completed the task. In the industrial context, where the
developer added features to a complex application, it was
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natural for the developer to code part of the task, then
quickly test it before coding another part of the task.
Performing code reviews on untested code was not an
option in the industrial setting because the developer could
not complete the task without knowing whether the code
was working. In addition, organizing a code review in the
middle of the task would have been very laborious and
difficult to organize.

Several code review sessions were studied but in only
two contexts. However, there were also differences within
each context. In the industrial code reviews, we studied
sessions from three different departments that each had
slightly different code review practices. In the student
reviews, there were 23 student groups (roughly 80 indivi-
duals) with a single individual participating only in one
review session. Although using two different data sources
offers limited generalizability, it is an improvement over
prior work, as previous studies have mostly used a single
data set or used two data sets but from a single source.

6 CONCLUSION

This paper has made two contributions to the software
engineering community. First, it affirms that code reviews
are a good tool for detecting code evolvability defects that
cannot be found in later phases of testing because they do
not affect the software’s visible functionality. In this study,
the ratio of evolvability defects to functional defects ranged
between 5:1 and 3:1. Our results hold for the most realistic
scenario, one in which a developer has performed a quick
functional test before submitting the code for review.

Second, this paper has provided the most comprehensive
qualitative classification of code review findings to date. For
evolvability defects, we created a new classification contain-
ing three main categories: documentation, visual represen-
tation, and structure. For functional defects, we reviewed
several existing classifications and, based on these classifi-
cations, we extracted seven groups: resource, check, inter-
face, logic, timing, support, and larger defects. This
classification will be useful in the following situations.
First, it could be used for assigning roles in a code review
team using defect-based reading. Using such roles will
increase commitment through responsibility, as only a
single individual is responsible for particular viewpoints.
Second, the classification could be used when creating or
organizing code review checklists and coding standards as
it would assure that most defect types are covered. Third,
the evolvability part of the classification could act as a
starting point when assessing system evolvability. The
classification allows us to state the nature of the evolvability
problems that can indicate the required actions to fix and
prevent the problems in the future. For example, evolva-
bility problems stemming from documentation defects can
have an equal impact as the structural defects, but fixing
documentation defects is likely to be cheaper and likely to
require different actions than fixing structural defects.
Fourth, understanding the defect types and defect classifi-
cation will be useful for people who are creating defect
detectors, code metrics tools, or code maintainability issue
detectors or for those developing new programming
languages.

We propose four areas for future work. First, to
strengthen the empirical knowledge in this area, it would
be beneficial for future researchers to study the distribu-
tions of defects identified in different settings. As pre-
viously discussed, one study [11] found that only 17 percent
of faults found in document inspections would eventually
be experienced by the customer or detected in testing. Thus,
studies of defect types detected in other reviews could
benefit the software engineering community. Second,
further studies of the effects of the evolvability defects are
required. We found only one study [69] comparing the
impact of code structure against code documentation. When
companies work with limited resources, it would be in their
interest to know which evolvability issues have the highest
impact on code comprehension and future development
effort. Third, the reviewer’s experience, training, and
personal taste are likely to affect the detected evolvability
issues. For a junior developer, for example, it can even be
impossible to detect semantic duplication if he or she does
not know the application thoroughly. Such studies would
clarify when capture-recapture methods [24] could be used
to estimate the evolvability defect content and when the
differences in the reviewers’ backgrounds make it impos-
sible. Finally, defect types and distributions of defects
found by other quality assurance methods, such as unit
testing and acceptance testing, merit further study. Having
a broad knowledge of the defect types detected by different
quality assurance methods would help software engineer-
ing practitioners choose the right tools for their quality
assurance toolbox.
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MÄNTYLÄ AND LASSENIUS: WHAT TYPES OF DEFECTS ARE REALLY DISCOVERED IN CODE REVIEWS? 17



[5] R.D. Banker, S.M. Datar, C.F. Kemerer, and D. Zweig, “Software
Complexity and Maintenance Costs,” Comm. ACM, vol. 36, no. 11,
pp. 81-94, 1993.

[6] V.R. Basili, S. Green, O. Laitenberger, F. Lanubile, F. Shull, S.
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[49] M.V. Mäntylä and C. Lassenius, “Drivers for Software Refactoring
Decisions,” Proc. Int’l Symp. Empirical Software Eng., pp. 297-306,
2006.

[50] T. Mens and T. Tourwe, “A Survey of Software Refactoring,” IEEE
Trans. Software Eng., vol. 30, no. 2, pp. 126-139, Feb. 2004.

[51] R.J. Miara, J.A. Musselman, J.A. Navarro, and B. Shneiderman,
“Program Indentation and Comprehensibility,” Comm. ACM,
vol. 26, no. 11, pp. 861-867, 1983.

[52] M.B. Miles and M.A. Huberman, Qualitative Data Analysis. Sage
Publications, 1994.

[53] T. Moilanen and S. Roponen, Kvalitativiisen Aineiston Analyysi
Atlas.Ti-Ohjelman Avulla (“Analyzing Qualitative Data with Atlas.Ti
Software). Kuluttajatutkimuskeskus, 1994.

[54] G.C. Murphy, M. Kersten, and L. Findlater, “How Are Java
Software Developers Using the Eclipse IDE?” IEEE Software,
vol. 23, no. 4, pp. 76-83, July/Aug. 2006.

[55] G.J. Myers, “A Controlled Experiment in Program Testing and
Code Walkthroughs/Inspections,” Comm. ACM, vol. 21, no. 9,
pp. 760-768, 1978.
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MÄNTYLÄ AND LASSENIUS: WHAT TYPES OF DEFECTS ARE REALLY DISCOVERED IN CODE REVIEWS? 19


