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Abstract

Predicting financial risk is an essential task in

financial market. Prior research has shown that

textual information in a firm’s financial state-

ment can be used to predict its stock’s risk

level. Nowadays, firm CEOs communicate

information not only verbally through press

releases and financial reports, but also non-

verbally through investor meetings and earn-

ings conference calls. There are anecdotal

evidences that CEO’s vocal features, such as

emotions and voice tones, can reveal the firm’s

performance. However, how vocal features

can be used to predict risk levels, and to what

extent, is still unknown. To fill the gap, we ob-

tain earnings call audio recordings and textual

transcripts for S&P 500 companies in recent

years. We propose a multimodal deep regres-

sion model (MDRM) that jointly model CEO’s

verbal (from text) and vocal (from audio) in-

formation in a conference call. Empirical re-

sults show that our model that jointly consid-

ers verbal and vocal features achieves signif-

icant and substantial prediction error reduc-

tion. We also discuss several interesting find-

ings and the implications to financial markets.

The processed earnings conference calls data

(text and audio) are released for readers who

are interested in reproducing the results or de-

signing trading strategy.

1 Introduction

Predicting financial risks of publicly traded com-

panies is of great interest to capital market partic-

ipants. In finance, stock price volatility, which is

the standard deviation of a stock’s returns over a

period of time, is often used as a measure of finan-

cial risks. Unlike directly predicting stock prices,

it is uncontroversial in the field of economics that

one can predict a stock’s volatility level using pub-

licly available information (Bernard et al., 2007).

Based on this assumption, a burgeoning body of

∗Corresponding author.

research, both in finance and computational lin-

guistics, has studied predicting stock volatility us-

ing various textual sources, including company

disclosed reports (Kogan et al., 2009), public news

articles (Tetlock, 2007), company earnings call

transcripts (Wang and Hua, 2014), and social me-

dia (Ding et al., 2015).

Thanks to technological advances, massive

amounts of unstructured multimedia data, such as

investor conference audio records and CEO pub-

lic speech videos, have been archived and can be

accessed by institutional and individual investors.

Everything CEOs (or other executives) say will

be closely examined and analyzed by investors.

There are anecdotal evidences that CEO’s nonver-

bal features, such as emotions and voice tones, can

also be used to reveal firm’s performance. For ex-

ample, it has been reported that hedge fund com-

panies hire ex-CIA agents trained in reading non-

verbal cues to assess public statements by man-

agers 1. While prior research in speech commu-

nication has reported that the vocal cues have the

power to strengthen or weaken the verbal message,

and vocal cues can reflect speaker’s affective states

or emotion, little research has studied the inter-

play of verbal cues (language) and nonverbal cues

(voice) and their impact on the financial markets.

To fill the gap, we choose a novel multimodal

learning setting of company earnings conference

call. Earnings conference calls are the periodic

conference calls company executives hold with

outside investors and analysts to discuss financial

results and answer questions raised by analysts.

There are three reasons that we choose earnings

conference calls as our research setting. First, al-

most all of the calls are webcast live, and they are

later archived on company investor relation (IR)

websites or third-party databases. Therefore, both

audio and text modalities are available so that we

1MarketWatch website. From CIA to BIA: Spotting execs
who bend the truth. Accessed: 2019-06-02
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can align vocal cues with verbal cues in multi-

modal learning, and examine the interplay of both

modalities and their impact on the financial mar-

kets. Secondly, company earnings announcements

are one of biggest stock-moving events. If com-

pany reports an earning that does not meet ana-

lyst expectation or the CEO fails to address crit-

ical questions during the conference call, it of-

ten causes significant stock price moves, i.e. high

volatility. Lastly, the audio recording and textual

transcripts of company earnings conference calls

are publicly accessible so interested readers can

reproduce the results.

In our work, we propose a stock volatility pre-

diction pipeline using company earnings confer-

ence call audio and text data. We construct a

unique dataset containing conference call audio

and text data of S&P 500 companies in recent

years. We then align each sentence in the call tran-

script with the corresponding audio recording clip.

For the multimodal learning, we propose a Mul-

timodal Deep Regression Model (MDRM). The

MDRM model utilizes BiLSTM layer to extract

context-dependent unimodal features, and subse-

quently fuses unimodal features together using

another layer of BiLSTM to extract multimodal

inter-dependencies for the regression task. We em-

pirically demonstrates that MDRM models outper-

form other benchmark methods significantly and

substantially. More importantly, the empirical re-

sults confirm that audio modality (vocal cues) help

to improve volatility prediction accuracy and may

reveal the fact that market participants listen to not

only what CEOs say but also how CEOs say it.

Our contributions can be summarized in two

folds. First, we are among the first to study the

impact of both verbal and vocal features on fi-

nancial markets, specifically, stock volatility. Sec-

ondly, we empirically show that multimodal learn-

ing with audio and text can indeed reduce predic-

tion error, compared to previous work that relies

on text only. The interesting finding that vocal

cues play a role in stock volatility is worth further

exploring. In the next section, we briefly provide

institutional background on earnings conference

call and its impact on financial markets. In Section

3, we outline related work in financial text regres-

sion and multimodal learning. We then present our

earnings conference call dataset and how data is

processed in Section 4. In section 5, we introduce

our multimodal learning framework that fuses ver-

bal and vocal features in a deep model. Experi-

ments results are presented in Section 6. Our ex-

periment results show several interesting findings,

which we discuss in Section 7. Finally, we con-

clude this paper in Section 8.

2 Earnings Conference Call and Post

Earnings Announcement Drift (PEAD)

Earnings calls are quarterly conference calls com-

pany executives hold with outside investors and

analysts to discuss firm overall performance. An

earnings call consists of two sections: an introduc-

tion section and a question-and-answer section.

During the introduction section, executives such

as CEOs and CFOs read forward-looking state-

ments and provide their information and interpre-

tation of their firms performance during the quar-

ter. During the question-and-answer section, ana-

lysts have the opportunity to request managers to

clarify information and solicit additional informa-

tion that the management team does not disclose

in the introduction section. The National Investor

Relations Institute reports that 92% of companies

conduct earnings calls. Institutional and individ-

ual investors listen to the earnings call and spot

the tones of executives that portend good or bad

news for the company.

Company earnings conference call can often re-

sult in significant stock price moves. For exam-

ple, Facebook’s stock price dropped over 20%

during its nightmare earnings call (second quar-

ter 2018) when the executives said the company

expected a revenue growth slowdown in the years

ahead. In finance and accounting research, Post

Earnings Announcement Drift (PEAD) is a well

documented phenomenon that a stock’s abnormal

returns drift in the direction of an earnings sur-

prise for several weeks following an earnings an-

nouncement (Ball and Brown, 1968; Bernard and

Thomas, 1989). Moreover, the finance and ac-

counting literature has shown that the stock price

moves are largely due to the market reaction to the

earnings announcement. The move is most signif-

icant during the earnings conference call when the

executives start to take analysts questions. In our

work, we focus on using executive’s verbal and

nonverbal cues in conference calls to predict stock

price volatility for days following the calls.
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3 Related Work

Our work is closely related with the following two

lines of research:

financial risk prediction with multimedia

data: It is a received wisdom in economics and

finance that one can predict a stock’s risk using

historical information (Bernard et al., 2007). Vari-

ous work has studied the problem of financial risk

prediction using firm financial reports. A pioneer

work (Kogan et al., 2009) shows that simple bag-

of-words features in firm annual report (Form 10-

Ks) combined with historical volatility can sim-

ply outperform statistical models that is built upon

historical volatility only. Other work (Tsai and

Wang, 2014; Nopp and Hanbury, 2015; Rekab-

saz et al., 2017; Theil et al., 2018; Wang and Hua,

2014) also proposes different document represen-

tation methods to predict stock price volatility. To

the best of our knowledge, none of existing NLP

research on stock volatility prediction considers

the usage of vocal features from audio data, es-

pecially the interplay between vocal and verbal

features. In finance research, only two studies

(Mayew and Venkatachalam, 2012; Hobson et al.,

2012) have examined the executive voice in earn-

ings calls. However, they extract CEO’s affective

state from a blackbox third-party audio processing

software, the validity of which has been seriously

questioned (Lacerda, 2012).

multimodal learning: Despite our financial

domain, our approach is relevant to multimodal

learning using text and audio. Recent stud-

ies on speech communication have shown that

a speaker’s acoustic features, such as voice

pitch, amplitude, and intensity, are highly corre-

lated with the speaker’s emotion (Bachorowski,

1999), deception or trustworthiness(Sporer and

Schwandt, 2006; Belin et al., 2017), anxiety

(Laukka et al., 2008) and confidence or doubt

(Jiang and Pell, 2017).

Recently, multimodal learning has drawn at-

tentions for different applications, such as senti-

ment analysis (Zadeh et al., 2016b,a; Poria et al.,

2017; Luo et al., 2018), image caption gener-

ation (You et al., 2016), suicide risk detection

(Scherer et al., 2016), crime drama understand-

ing (Frermann et al., 2018) and human trafficking

detection (Tong et al., 2017). To the best of our

knowledge, this work presents the first multimodal

deep learning model using text and audio features

for a financial markets application.

4 Earnings Conference Calls Dataset

In this section, we present dataset details.

4.1 Data Acquisition

Conference call transcripts have been extensively

studied in prior research. However, there is no ex-

isting conference call audio dataset. Therefore, we

set up our S&P 500 Earnings Conference Calls

dataset by acquiring audio records and text tran-

scripts from the following two sources.

Earnings Call Transcripts. The earnings

call transcripts are obtained from the website

Seeking Alpha2. The transcripts are well la-

beled, including the name of speaker (executives

and analysts) and speech content.

Earnings Call Audio. Given each transcript,

we download corresponding audio recording from

the website EarningsCast3. The downloaded

audio data does not provide any segmentation or

labeling for speakers.

4.2 Data Processing

It is too coarse to extract audio features at the con-

ference call transcript level, and it is also too dif-

ficult to segment audio recordings at word level.

Therefore, we analyze each conference call at sen-

tence level. That is, we want to represent a con-

ference call as a sequence of sentences with corre-

sponding audio clips.

Since conference call normally lasts for about

one hour, determining, for each sentence of the

transcript, the time interval (in the audio file) con-

taining the spoken text of the sentence is quite

challenging. To tackle this challenge, we propose

an Iterative Forced Alignment (IFA) algorithm to

align each sentence of the transcript with the au-

dio clip containing the spoken text of the sentence.

Due to space limit, we present the details of IFA

in Appendix. Furthermore, to avoid interference

among different speakers, we select only the sen-

tenece made by the most spoken executive (usu-

ally the CEO). After the forced alignment step, for

each sentence in the conference call transcript, we

obtain the sentence text as well as its correspond-

ing audio clip4.

2https://seekingalpha.com/
3https://earningscast.com/
4It is worth noting that some third-party data provider

companies provide human-annotated transcript text and au-
dio recording alignment. In that case, text-audio forced align-
ment step may not be necessary.



393

Textual Features We use pre-trained word

embeddings and calculate the arithmetic mean

of word vector in each sentence as the sen-

tence representation. We choose the embedding

GloVe-300 (Pennington et al., 2014) pre-trained

on Wikipedia and Gigaword 55. Therefore, each

sentence is represented as a 300-dimension vector.

Audio Features We use Praat (Boersma and

Van Heuven, 2001) to extract vocal features, such

as pitch, intensity, jitter, HNR(Harmonic to Noise

Ratio) and etc, from audio recordings. A total of

27 vocal features are extracted by Praat.

In summary, for each sentence in an earnings

conference call, we generate a 300-dimension text

vector and a 27-dimension audio vector to repre-

sent verbal and vocal features separately.

Data Statistics We build our dataset by acquir-

ing all S&P 500 companies’ quarterly earnings

conference calls in 2017. We choose S&P 500

constituent firms as the target for volatility pre-

diction for reasons of importance and tractability.

Firms in the S&P 500 index encompass roughly

three-quarters of the total U.S. market capital-

ization. A total of 2,243 earnings conference

calls are downloaded from Seeking Alpha

and EarningsCast. We discard conference

calls which text-audio alignment is not done prop-

erly, using the abovementioned data processing

method. The final dataset consists of 576 con-

ference calls, with a total number of 88,829 sen-

tences. It can be seen that we discard a large pro-

portion of raw data because the audio-text align-

ment is very noisy and is prone to errors. We

release our processed earnings conference calls

dataset6 (text and audio) for readers who are in-

terested in reproducing the results.

5 Model

We formalize the problem as a supervised ma-

chine learning task. The input data is a company’s

earnings conference call verbal (textual) features

and corresponding vocal (audio) features; This is

mapped to a numerical variable which is the com-

pany’s stock price volatility following the confer-

ence call.

Prior research (Kogan et al., 2009; Rekabsaz

et al., 2017) uses only shallow machine learning

model (such as logistic regression) and bag-of-

5https://nlp.stanford.edu/projects/glove/
6Our dataset is available at https://github.com/

GeminiLn/EarningsCall_Dataset

word features to represent financial documents. In

other words, the relation and dependencies among

the sentences are largely ignored. However, every

sentence in a conference call is spoken at a distinct

time and in a particular order. Therefore, it is bet-

ter to treat a conference call as a sequence of sen-

tences. To this end, like other sequence classifica-

tion problems, we choose to use a recurrent neural

network to capture the sentences relation and de-

pendency.

When multimodal verbal and vocal features are

available, it is also important to capture the depen-

dency between different modalities, as the vocal

cues either affirm or discredit the verbal message.

For example, if a CEO says “we are confident

about the future product sales” with a voice that

is different from the CEO’s base vocal cues, such

as increased pitch or pauses, we may infer that the

CEO is not as confident as he claims. In fact, ex-

isting research (Jiang and Pell, 2017) in speech

communication has shown that voice (vocal cues)

plays a critical role in verbal communication. If

we ignore the voice patterns that are accompanied

with the verbal language, we may misinterpret the

CEO’s statement. Especially in financial markets

where CEO’s word and voice are closely exam-

ined by professional analysts and investors, it is

plausible that market reacts to both verbal and vo-

cal signals.

Therefore, we present a deep model to cap-

ture context-dependent unimodal features and fuse

multimodal features for the regression task. The

high-level idea behind the design is to use con-

textual BiLSTM to extract context-dependent uni-

modal features separately corresponding to each

sentence, and then use a BiLSTM to fuse multi-

modalities and extract the inter-dependencies be-

tween different modalities. The details of our

model is described below.

5.1 Notations

We first introduce our notations. Let M be the to-

tal number of conference call transcripts while the

longest one has N sentences. Then we denote Xj

as the jth conference call, where 1 ≤ j ≤ M .

In our multimodal setting, Xj = [T j ;Aj ]. Tj

is a N × dt matrix that represents the document

embeddings of the call transcripts, where N is the

number of sentences in a document7 and dt is the

7Assuming the longest document has N sentences, for
documents which contain less than N sentences, we utilize
zero-padding to fill them to N to keep consistency.

https://github.com/GeminiLn/EarningsCall_Dataset
https://github.com/GeminiLn/EarningsCall_Dataset
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dimensions of word embedding. Aj is a N × da

matrix that represents the vocal features extracted

from earnings call audios, where da is the dimen-

sions audio feature. yj and ŷj represent the true

and predicted stock volatility value corresponding

to jth conference call.

5.2 Multimodal Deep Regression Model

Our multimodal deep regression model (MDRM)

includes two components. The first component

is a contextual BiLSTM that extracts unimodal

features for either text or audio modality. The

contextual BiLSTM is able to capture the rela-

tionship and dependency for unimodal inputs. In

the second component, the extracted multimodal

(text and audio) features are then combined and

are fed into a BiLSTM with a fully-connected

layer, which extracts inter-dependencies between

text and audio modality.

5.2.1 Extracting Unimodal Features with

Contextual BiLSTM

The Contextual LSTM is proposed by (Poria et al.,

2017), designed to analyze video emotion utiliz-

ing text, speech and video image. The contextual

LSTM connects dense layers and softmax output

with each LSTM unit. In the implementation, this

architecture is also called time-distributed dense

layer. This structure helps maintain the latent time

sequence in data while making sentiment classifi-

cation on the utterance level.

In our contextual LSTM, we choose the BiL-

STM as fundamental LSTM architecture by its

best performence in past work (Poria et al., 2017).

BiLSTM is the bidirectional LSTM (Hochreiter

and Schmidhuber, 1997), which is an extended

model of recurrent neural network (RNN). Specif-

ically, LSTM is designed to acquire key informa-

tion from time series data while overcoming the

defect that traditional RNN might lose informa-

tion in long time series. BiLSTM is then devel-

oped from LSTM, considering not only the for-

ward information transfer but backward transfer.

The bidirectional information transmission signif-

icantly improves model prediction power. For the

construction of Contextual BiLSTM, detailed for-

mulas (Only forward transmission formulas) are

described below.

fj = σg(Wfxj + Ufhj−1 + bf )

ij = σg(Wixj + Uihj−1 + bi)

oj = σg(Woxj + Uohj−1 + bo)

cj = fj ◦ cj−1 + ij ◦ σc(Wcxj + Uchj−1 + bc)

hj = oj ◦ σh(cj)

Zj = ReLU(Wzhj + bz)

In the above formulas, xj denotes the jth input

features, i.e., the jth sentence textual or audio fea-

tures. fj , ij , and oj represent the standard for-

get gate, input gate and output gate. W and b are

trainable vectors in the training process, and all

the vectors described above are used to generate

hidden state hj and cell state cj . Zj in the last

formula stands for the output of time-distributed

dense layer connected to the jth LSTM unit.

Compared with Poria’s work (Poria et al.,

2017), we remove the softmax output on LSTM

unit since our regression is applied on document

level, instead of utterance level. The dense layer

output is constructed as a new time sequence fea-

ture to be further utilized in next stage.

5.2.2 Hierarchical Fusion of Unimodal

Features

Hierarchical fusion of unimodal features is

achieved by our Multimodal Deep Regression

Model. Figure 1 demonstrates the integral process.

In this process, the hierarchical fusion consists of

two stages.

Stage 1 Vectors T and A are represented by the

matrices on the left. Matrix T is 520 × 300 di-

mensional and matrix A is 520× 27 dimensional,

while 520 is the length of document, 300 and 27
are the dimensions of textual features and audio

features. The matrices are then fed into Contextual

BiLSTM through a Mask layer to screen the effect

of zero-padding. As described in 5.2.1, Contex-

tual BiLSTM extracts unimodal features for each

matrix separately while keep the original chrono-

logical order. After extracted, unimodal features

are still organized on sentence level so they can

be horizontally stitched as merged features in the

middle of Figure 1.

Stage 2 The merged features are then fed into

a BiLSTM connected with a two-layer neural net-

work. To be specifically, we avoid the same net-

work architecture as Poria’s work (Poria et al.,

2017) here to achieve our unique purpose. Unlike

video emotion classification, the regression prob-

lem in our study is document-level, which means

that we do not make prediction on each utterance.

Therefore, Contextual BiLSTM is not suitable for
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Figure 1: The proposed Multimodal Deep Regression Model (MDRM). The inputs to the model is a company’s

conference call audio file with correpsonding transcript. Each conference call consists of N sentences. The output

variable is a numerical value, i.e., the company’s stock price volatility following the conference call.

stage 2 since the features are already extracted on

high-level. In stage 2, we use the BiLSTM con-

nected with a two-layer neural network to com-

plete the regression. The effectiveness of this con-

cision structure will be experimental proved in the

experiment result section.

6 Experiment Setup

The stock volatility prediction problem is formu-

lated following (Kogan et al., 2009). The volatility

is defined as:

v[t−τ,t] = ln
(

√

∑τ
i=0(rt−i − r̄)2

τ

)

(1)

where rt is the return price at day t and r̄ is the

mean of the return price over the period of day

t − τ to day t. The return price is defined as

rt = Pt

Pt−1
− 1, where Pt is the closing price on

day t. We choose different τ values, including

3, 7, 15, 30 calendar days to evaluate the short-

term and long-term effectiveness of volatility pre-

diction. We obtain daily stock prices of year 2017

(dividend-adjusted) from CRSP database.

We report the performance using the Mean

Squared Error (MSE) between the predicted

volatility and true volatility:

MSE =
1

M ′

M ′

∑

i=1

(f(X ′
i)− y′i)

2 (2)

where M ′ is the size of the test set, and y′i is the

true volatility associated with testing example X ′
i.

6.1 Baselines

We consider several stock volatility prediction

baselines as described below.

Past Volatility. It is often reported in prior

research that past volatility is a strong predictor

of future volatility. Thus we consider using the

volatility of previous τ -days before conference

call to predict the τ -days volatility following the

conference call. We call this baseline vpast.

tf-idf bag-of-words. It is used in (Kogan et al.,

2009). The feature value is classic tf-idf

score. Term frequency (tf) is calculated as TF =
ni,j∑
k nk,j

, and inverse document frequency (idf) is

calculated as IDF = log ( |d|
1+df(t)), where the ni,j

is the number of frequency of term ti in docu-

ment dj , and
∑

k nk,j denotes the sum of all terms

appear in document dj . |d| is the total number

of document, and df(t) is the sum of documents

which contain the term ti.
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word embeddings. Each transcript is repre-

sented as a weighted average of word embed-

dings. In our experiment, we use pre-trained

GloVe-300 word embeddings. This document rep-

resentation is shown to be a simple yet effective

method (Arora et al., 2017). This baseline can

help us to evaluate the effectiveness of proposed

deep model. We also experiment with pre-trained

word embeddings GloVe-50 and GloVe-100 but

find GloVe-300 performs the best among those.

Therefore, we use GloVe-300 as input word em-

beddings throughout our experiments.

For the above two baselines tf-idf bag-of-words

and word embeddings, given conference call tran-

script representations, we apply Support Vector

Regression (SVR) (Drucker et al., 1997) with Ra-

dial Basis Function (RBF) kernel to predict stock

volatility yi, following previous studies (Kogan

et al., 2009; Rekabsaz et al., 2017; Tsai and Wang,

2014).

We also consider two multimodal learning base-

lines that fuse both audio and textual features.

simple fusion This is a baseline using a simple

shallow model to fuse different modalities. The

audio and text features are fed into SVR as input.

Using this baseline, we can compare the effective-

ness of deep multimodal model with shallow mul-

timodal model.

bc-LSTM It is a state-of-the-art multimodal

learning model as proposed in (Poria et al., 2017).

They present a bidirectional contextual LSTM

(bc-LSTM) framework for fusing multimodal fea-

tures including audio, video and text. We replicate

their deep model as a direct baseline.

For our multimodal deep regression model

(MDRM), we also evaluate three different scenar-

ios: text-only, audio-only, and both text and au-

dio are available text+audio.

6.2 Training Setup

Our deep model is built and trained with Keras8.

We apply backpropagation with stochastic gradi-

ent descent in the training, and we choose the

mean square error as the loss function. We use lin-

ear activation for the final regression layer and im-

plement ReLU activation function for the remain-

ing layers.

During the experiment, we find that training

with audio data is more prone to overfitting. We

then implement dropout in our model. In the first

8Keras: https://keras.io/

stage, we set dropout as 0.5 for audio contextual

BiLSTM and 0.8 for text contextual BiLSTM. In

the second stage, we remove the dropout layer. For

the model evaluation, randomly splitting dataset

into training/validation/testing is not reasonable

since we should not use later years’ conference

calls to predict previous years’ stock volatilities.

Therefore, we choose the top 80% of the data as

training data and the remaining 20% as test data.

7 Experiment Results and Discussion

Predicting stock volatility is a rather challenging

task given the noisiness of the stock markets. Fol-

lowing prior research, we report volatility number

in the 3-th decimal. The main experiment results

are shown in Table 1. We now discuss the ex-

periment results and several interesting findings as

well as their implications to the stock markets.

Multimodal Deep Regression Model is Effec-

tive. The results show that our multimodal deep

regression model (MDRM) outperforms all base-

lines. Using both text and audio data, the model

has prediction error of 1.371, 0.420, 0.300 and

0.217 for 3-days, 7-days, 15-days and 30-days fol-

lowing the conference call respectively. Compar-

ing with using past volatility only, the improve-

ment gain is as substantial as 54.1% for 3-days

prediction. The improvement over other baseline

methods are 19.1% (tf-idf bag-of-words), 17.8%

(word embeddings), 20.4%(simple fusion) respec-

tively for 3-days prediction. Comparing with the

state-of-art baseline bc-LSTM (Poria et al., 2017),

MDRM also achieve 3.3% error reduction for 3-

days prediction. It is worth emphasizing the sub-

stantial improvement over simple fusion model.

As our design motivation, verbal and vocal fea-

tures should be modeled jointly as vocal cues ei-

ther affirm or discredit the verbal message in pub-

lic communication. Our deep regression model is

able to capture the interplay of both modalities that

a simple feature fusion model cannot.

Both modalities are helpful. We can also con-

clude from the results that multimodal features are

more helpful than unimodal features (either text or

audio) alone. When we predict the stock volatil-

ity 3-days following the conference call, multi-

modal (1.371) outperform unimodal (1.431) by

4.2%. As shown in Table 1, MDRM (text+audio)

significantly outperforms MDRM (text only) and

MDRM (audio-only) model for 3-days, 7-days

and 15 days stock volatility prediction. The im-
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τ=3 τ=7 τ=15 τ=30

vpast 2.986 0.826 0.420 0.231

tf-idf bag-of-words 1.695 0.498 0.342 0.249

word embeddings 1.667 0.549 0.345 0.275

simple fusion 1.722 0.501 0.307 0.233

bc-LSTM (text+audio) (Poria et al., 2017) 1.418 0.436 0.304 0.219

Multimodal Deep Regression Model (MDRM)

text only 1.431 0.439 0.309 0.219

audio only 1.412 0.440 0.315 0.224

text+audio 1.371∗∗∗ 0.420∗∗∗ 0.300∗∗ 0.217

Table 1: MSE of different models on stock volatility prediction τ -days following the conference call. The * denotes

statistical significance compared to MDRM (text only) results under a one-tailed t-test (*** for p ≤ 0.001 and **

for p ≤ 0.01)

provement is not statistically significant for 30-

days prediction, which we will explain the pos-

sible reasons later. In addition to reduced predic-

tion error, fusing both modalities can mitigate po-

tential overfitting problem. We find that training

a deep LSTM network with audio data only can

result in overfitting very quickly. In our experi-

ment, the audio-only deep network shows a trend

of over-fitting in 10 epochs. Therefore, the result

that audio-only MDRM performs better than text-

only MDRM (1.412 vs. 1.431) may need care-

ful interpretation as we have to stop audio-only

model training early to prevent overfitting. How-

ever, using both audio features and text features,

the model usually converges in 20 epochs without

over-fitting.

Some Individual Vocal Features are Impor-

tant. We also design another experiment to in-

vestigate the importance of different vocal fea-

tures. We examine whether the left-out of in-

dividual vocal features can affect prediction re-

sults. We follow the prior research (Jiang and

Pell, 2017) to select five representative vocal fea-

tures including mean pitch, standard deviation of

pitch, mean intensity, number of pulses and mean

HNR (Harmonic-to-Noise Ratio). Our experiment

results show that without mean pitch feature, the

MSE of our model increases 0.7%. The left-out

of standard deviation of pitch also raises MSE by

0.65%. For mean intensity and number of pulses,

MSE increases by 0.63% and 0.56% respectively.

However, MSE is not changed with mean HNR

being left-out.This finding is consistent with prior

research in speech communication that pitch and

intensity are important features when detecting a

speaker’s confident and doubt.

Short-term Volatility Prediction is Hard. Our

prediction results consistently show that short term

volatility prediction error is much greater than

long term prediction error. For example, the 3-

days prediction MSE of MDRM is 1.371, while

the 30-days MSE is 0.217. The gain of MDRM

over past volatility baseline vpast diminishes from

54% (τ = 3) to 6% (τ = 30). In other words,

short term volatility prediction is much more diffi-

cult than long term prediction. This phenomenon

has also been extensively documented in finance

and accounting literature, known as post earnings

announcement drift (PEAD). Research (Ball and

Brown, 1968; Bernard and Thomas, 1989) have

shown that the stock price moves more signifi-

cantly (volatile) in a short period of time (several

trading days) following the conference call than

in a long period of time (from weeks to months).

Even though the absolute value of MSE is higher

in short-term, the 54% improvement over base-

line past volatility is still encouraging, because any

information that helps to formulate realistic esti-

mates of the volatility can be invaluable to capital

market participants.

Marginal Gain over Simple Models is Dimin-

ishing in Long-term. Our experiment results also

consistently show that complex deep models such

as bc-LSTM (Poria et al., 2017) or our proposed

deep regression model outperform shallow mod-

els (such as SVR) by large margin in short-term

prediction (τ=3 or 7). However, the margin be-

comes smaller as we predict a relative long-term

stock volatility (τ=15 or 30). For example, com-

paring with tf-idf bag-of-words model at τ = 3,

our MDRM reduces prediction error by 19.1%

(1.371 vs. 1.695). However, at τ = 30, the predic-

tion error reduction is 12.8% (0.217 vs. 0.249).

This can also be confirmed that when τ = 30,
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the MSE of past volatility method is as small

as 0.231, which is even better than tf-idf bag-

of-words model and is only slightly worse than

MDRM. In other words, the benefit of using com-

plex deep model for long-term volatility prediction

is smaller than for short-term volatility prediction.

This phenomenon can be explained by Efficient-

market hypothesis (EMH), which is a theory in fi-

nancial economics that states that the stock prices

only react to new information so it is impossible

to predict the stock price based on historical infor-

mation. Therefore, as we target for a longer time

horizon, the predictive power of using the previous

conference calls information becomes less signifi-

cant and substantial.

7.1 Case Study: AMD Conference Call First

Quarter 2017

We conduct a case study to further investigate the

validity of multimodal learning for stock volatility

prediction. The case study is based on the AMD

(Advanced Micro Devices Inc.)’s earnings confer-

ence call in the first quarter of 2017. We qualita-

tively explain why multimodal features are more

helpful than unimodal text features.

May 1st 2017 is a bad day for AMD investors.

After the company’s earnings conference call, the

stock price dropped by 16.1% in the post market

session. The company’s stock price became very

volatile for the next few days. We analyze the con-

ference call transcript with corresponding audio

recording of the company’s Chief Executive Of-

ficer (CEO) Dr. Lisa T. Su.

Figure 2 illustrates the inconsistencies between

the CEO’s verbal cues and her vocal cues. We ob-

serve that there is a significant increase in mean

pitch while the CEO is saying “Overall, from a

performance standpoint, the product and the cus-

tomer engagements are going as we would ex-

pect” (Case 1). While the language is positive, the

mean pitch of CEO’s voice increases 20% above

her average mean pitch (203.39 Hz) and the mean

pitch values in nearby sentences. According to

prior acoustic research (Jiang and Pell, 2017), the

high mean pitch may correlate with a speaker be-

ing not confident about what he or she is talking

about. A similar inconsistency also happens when

the CEO is saying We have more memory band-

width” (Case 2).

After the earnings conference call, it turns out

that the revenue of AMD actually missed the an-

 

 

0

50

100

150

200

250

300

-5 -4 -3 -2 -1 0 1 2 3 4 5

M
ea

n
 P

it
ch

Sentence Number

Mean Pitch around Specific Sentence

Case 1 Case 2

Figure 2: The change of Mean Pitch around specific

sentence. Sentence with number 0 is the corresponding

Case1 and Case2 sentence described in the paper.

alyst expectation by $0.38M. Thus, the positive

words in the CEO’s language is not as credible

as it sounds. Using unimodal text data only, we

may miss the inconsistency in verbal and vocal

cues. Therefore, the multimodal learning model

may capture the inter-dependency between multi-

modal features and better predict market reactions

to earnings conference calls.

8 Conclusion

Predicting financial risks of publicly traded com-

panies is an essential task in financial markets.

In this work, we have demonstrated that CEO’s

language and voice in company earnings confer-

ence calls can be utilized to predict the company

financial risk level, as measured by stock price

volatility for days following the conference call.

We propose a BiLSTM-based multimodal deep re-

gression model that extracts and fuses multimodal

features from text transcripts and audio record-

ings. Even though our work is an application of

financial domain, we hope our multimodal learn-

ing model can also be useful in other areas (such

as social media and customer service) where mul-

timodality data is available.
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A Appendices

In this appendix section, we present details of our

text and audio forced alignment method. Given an

audio file containing speech, and the correspond-

ing transcript, forced alignment is defined as the

process of determining, for each fragment of the

transcript, the time interval (in the audio file) con-

taining the spoken text. In our setting, we need to

match speaker’s speech and corresponding spoken

text from an earnings conference call data.

However, earnings conference call normally

lasts for about one hour or longer. Therefore,

aligning audio clips with the corresponding text is

quite challenging.

Toward this end, we propose an Iterative Forced

Alignment (IFA) algorithm to promote the align-

ment results on our data set. The IFA method is

inspired by a spoken language processing work

(Moreno et al., 1998). We implement IFA on the

basis of normal forced alignment technology, in

Algorithm 1 Iterative Forced Alignment

1: function Alignment(ai, ti, si)

2: if Length(ai) = 0 then

3: return True

4: end if

5: if Length(ai)! = 0 then

6: result← Aeneas(ai, ti)
7: speaker ← LastSpeaker(si)
8: slicea,t ← LastParagraph(ai, ti)
9: si ← CutLastSpeaker(si)

10: ai, ti ← CutLastParagraph(ai, ti)
11: Save slicea,t as files

12: return False

13: end if

14: end function

15: function IterativeSegmentation

16: for i = 0→M do ⊲ M is the number of

calls

17: ai, ti ← Audioi, T rasncripti
18: si ← SpeechSequencei
19: while result! = True do

20: result← Alighment(ai, ti, si)
21: end while

22: end for

23: end function

Python, we use Aeneas9 as fundamental forced

alignment method. Algorithm 1 demonstrates the

specific architecture of our method.

During our experiment, we find the forced

alignment performs well in the beginning and end

of the whole document. In the middle parts, align-

ment result might be influenced by short sylla-

ble words, fast switching of speakers or omission

of text record. Therefore, we utilize the iterative

strategy in segmentation. Instead of aligning the

whole document and then segment it according to

alignment result, the IFA chooses to segment only

the last paragraph at one time, since the last para-

graph is most likely to be aligned precisely. Af-

ter segment the last paragraph, IFA will restart the

forced alignment on the remaining audio and text,

generate the new alignment result and segment the

last paragraph, until document is fully processed.

We randomly select 200 earnings conference calls

to test the effectiveness of IFA. As shown in Ta-

ble 2, the adoption of IFA improves segmentation

accuracy and reduces the degree of error signifi-

cantly.

9Aeneas: https://github.com/readbeyond/aeneas
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Match Not Match

Begin End Begin End

Iterative
63 60 37 40

Total:123 Total:77

One-Time
33 22 67 78

Total:55 Total:145

Table 2: Comparison of Iterative Segmentation and

One-Time Segmentation

To acquire right-segmented earnings conference

calls automatically. We implement both IFA and

One-Time segmentation on the remaining data, se-

lecting the right-segmented earnings conference

call by comparing the result of two methods. If

the difference of segmentation result between the

two methods is small in one document, we note

this document as right-segmented.

By adopting IFA on our dataset, we solve the

long, noisy audio segmentation problem in an ef-

fective way. Since there is no recognized practi-

cal method to deal with such a problem, our work

can contribute to those researchers who are inter-

ested in long audio processing and analyzing. Not

only in financial materials analysis field but also

in other areas including social media analysis and

emotion recognition.


