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Abstract

We explore the possibility of using soliton interactions in a one-dimen-
sional bulk medium as a basis for a new kind of computer. Such a struc-
ture is “gateless” – all computations are determined by an input stream
of solitons. Intuitively, the key requirement for accomplishing this is that
soliton collisions be nonoblivious; that is, solitons should transfer state
information during collisions. All the well known systems described by
integrable partial differential equations (PDEs) – the Korteweg-de Vries,
sine-Gordon, cubic nonlinear Schrödinger, and perhaps all integrable sys-
tems – are oblivious when displacement or phase is used as state. We
present a cellular automaton (CA) model, the oblivious soliton machine
(OSM), which captures the interaction of solitons in systems described by
such integrable PDEs. We then prove that OSMs with either quiescent
or periodic backgrounds can do only computation that requires time at
most cubic in the input size, and thus are far from being computation-
universal. Next, we define a more general class of CA, soliton machines
(SMs), which describe systems with more complex interactions. We show
that an SM with a quiescent background can have at least the compu-
tational power of a finite-tape Turing machine, whereas an SM with a
periodic background can be universal. The search for useful nonintegrable
(and nonoblivious) systems is challenging: We must rely on numerical
solution, collisions may be at best only near-elastic, and collision elastic-
ity and nonobliviousness may be antagonistic qualities. As a step in this
direction, we show that the logarithmically nonlinear Schrödinger equa-
tion (log-NLS) supports quasi-solitons (gaussons) whose collisions are, in
fact, very near-elastic and strongly nonoblivious. It is an open question
whether there is a physical system that realizes a computation-universal
soliton machine.
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Figure 1: Computing with solitons in a bulk medium. Solitons are injected at the
left of the diagram, computation takes place within the medium via the interaction
of the pseudoparticles, and the results exit from the right of the diagram. The
actual medium can be linear, planar, or three-dimensional.

1 Introduction

This paper is devoted to the question of whether effective computation can be
performed by the interaction of solitons [23, 33] in a bulk medium. The result-
ing computational system would fulfill the promise of Toffoli’s “programmable
matter” [41] – offering computation that is very close to the underlying physics,
and therefore potentially providing ultra-scale parallel processing.

The most immediate physical realization of such computation may be pro-
vided by solitons in an optical fiber [15, 20, 40], described by the cubic nonlin-
ear Schrödinger equation. Other media are also possible, including Josephson
junctions [34] and electrical transmission lines [21, 30], which support solitons
governed by the sine-Gordon and Korteweg-de Vries equations, respectively.

We should emphasize that using optical solitons in this way is quite different
from what is commonly termed “optical computing” [19, 20], which uses optical
solitons to construct gates that could replace electronic gates, but which remains
within the “lithographic” paradigm of laying out gates and wires. The idea
presented here uses a completely homogeneous medium for computation – the
entire computation is determined by an input stream of particles. A general
version of the structure proposed is shown in Fig. 1.

The idea of using solitons in a homogeneous medium for “gateless” compu-
tation goes back at least to [38], where solitons in a cellular automaton (CA) 1

are used to build a carry-ripple adder. A general model, the particle machine
(PM), for computation using collisions of particles was laid out and studied in
[36, 37]. This paper moves from the abstraction of CA to the physical realm
represented by PDEs such as the nonlinear Schrödinger (NLS), Korteweg-de
Vries (KdV), and sine-Gordon equations [33].

1These solitons arise in the mathematical framework of a CA [11, 12, 13, 29], and have
an entirely different origin than the physically based solitons we consider here. However,
CA-based and PDE-based solitons display remarkably similar behavior. As far as we know,
the connection between CA solitons and PDE solitons is unexplained, though some authors
[3, 28] have juxtaposed discussions of both systems.
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Figure 2: Hierarchy of computational systems in the world of cellular automata
(CA). Particle machines (PMs) are CA designed to model particle-supporting phys-
ical media. Soliton machines (SMs) are restricted PMs that model general soliton
systems, including PDEs such as the Klein-Gordon and log-NLS equations. Oblivi-
ous soliton machines (OSMs) are SMs that model integrable soliton systems, such
as the KdV, cubic-NLS, and sine-Gordon equations.
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Figure 3: The three worlds considered in this paper. Notice that the property
oblivious applies to both CA and soliton solutions of PDEs, whereas the properties
integrable and having elastic collisions apply only to soliton systems.

To use physical solitons for computation, we define restricted versions of the
PM called soliton machines (SMs). Both PMs and SMs are one-dimensional
cellular automata that model motion and collision of particles in a uniform
medium. Oblivious soliton machines (OSMs) are SMs further restricted to model
a class of integrable soliton systems. The hierarchy of the computational systems
we consider is shown in Fig. 2. In general, we abstract a physical system by
modeling it first with PDEs, and then with CA, namely PMs and SMs, as shown
in Fig. 3.

We will discuss the computational power of the ideal machines we use to
model physical systems. Being able to simulate a Turing machine, or another
universal model, is neither necessary nor sufficient for being able to perform
useful computation. For example, certain PMs can perform some very practical
regular numerical computations, such as digital filtering, quite efficiently, and
yet such PMs are not necessarily universal [36, 37]. Conversely, simulating a
Turing machine is a very cumbersome and inefficient way to compute, and any
practical application of physical phenomena to computing would require a more
flexible computational environment. Nevertheless, universality serves as a guide
to the inherent power of a particular machine model.

2 Particle machines

The particle machine (PM) model of computation, introduced and shown to be
universal in [36], is an abstract framework for computing with particles. The
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PM is a general model, not based on any specific physical system, but which
tries to capture the properties of physical particles and particle-like phenomena.

Definition 1 A Particle Machine (PM) is a CA with an update rule designed
to support the propagation and collision of logical particles in a one-dimensional
homogeneous medium. Each particle has a distinct identity, which includes the
particle’s velocity. We think of each cell’s state in a PM as a binary occupancy
vector, in which each bit represents the presence or absence of one of n particle
types. The state of cell i at time t+1 is determined by the states of cells in the
neighborhood of cell i, where the neighborhood includes the 2r+1 cells within
a distance, or radius, r of cell i, including cell i. In a PM, the radius is equal
to the maximum velocity of any particle, plus the maximum displacement that
any particle can undergo during collision.

The one-dimensional medium of a PM supports particles propagating with
constant velocities. Two or more particles may collide; a set of collision rules
specifies which particles are created, which are destroyed, and which are unaf-
fected in collisions. A PM begins with a finite initial configuration of particles
and evolves in discrete time steps.

A PM, like a CA, can have a periodic background; that is, an infinite, periodic
sequence of nonzero state values in the medium of the CA. Periodic backgrounds
are sometimes used to add computational power to CA, as in [5]. To make this
theoretical abstraction physically realizable in a PM, we can choose a specific
cell to be a PM’s terminus, or logical end, located away from the region in which
computation occurs. We can then inject a regular, periodic sequence of particles
at this cell, thus simulating a periodic background.

PMs capture and abstract the behavior of particles in systems that may be
used for computation. Soliton machines, which are restricted PMs that we will
define later, bring the abstraction a step closer to physical reality by modeling
systems governed by certain well known PDEs. We now describe a class of these
PDEs and systems.

3 Integrable soliton systems

3.1 Basics of solitons

Certain integrable 2 nonlinear PDEs give rise to solitons, or particle-like solitary
waves that propagate without decay in homogeneous media and survive colli-
sions with shape and velocity intact. Systems such as the Korteweg-de Vries
(KdV), sine-Gordon (sG) and cubic nonlinear Schrödinger (cubic-NLS) equa-
tions describe the motion and interaction of solitons in shallow water, electrical

2The term integrable, referring to PDEs, is not used with perfect consistency throughout
the literature. Here we use integrable to mean solvable by the inverse scattering transform [3].
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Figure 4: An envelope soliton.

transmission lines, optic fibers, and other materials [8, 33]. In recent years much
effort has been expended on analyzing the properties of solitons for purposes
such as high-speed communications and optical computing gates [19, 20, 40].
We examine issues involved in using solitons to implement SMs.

Non-integrable systems also support soliton-like waves, whose more complex
behavior we describe later. The integrable soliton-supporting equations that we
consider in this section have exact soliton solutions, which may be obtained by
the inverse scattering transform [3]. Nonintegrable equations, and integrable
equations with arbitrary initial conditions, must in general be solved numeri-
cally.

Later we prove that a certain class of integrable PDEs can do only limited
computation using SMs; we conjecture that this is true of all such equations. The
simple behavior of integrable soliton systems makes them unlikely candidates
for useful computing media.

3.2 Features of integrable solitons

Solitons arising from real-valued integrable PDEs, such as the KdV and sG equa-
tions, are uniquely identified by their constant velocities, which are determined
by their amplitudes. Complex-valued integrable PDEs, such as the cubic-NLS
equation, support envelope solitons, or wave packets consisting of carrier waves
modulated by their surrounding envelopes (see Fig. 4). In the cubic-NLS sys-
tem, a carrier wave is characterized by an amplitude, a frequency, and a phase
(a periodic value that changes according to the wave’s phase velocity, a function
of the wave’s amplitude). An envelope soliton travels at its group velocity, which
is determined by its amplitude and by the frequency of its carrier wave. We
henceforth use the term soliton to refer to envelope solitons, since non-envelope
solitons are pulses without carrier waves or phases, and thus display simpler
behavior less useful for our purposes.

The particle-like properties of solitons make them potentially suitable for
implementing PM-like models. Solitons do not decay with time, and collide
elastically; 3 that is, they retain their identities after collisions, undergoing only

3In this paper, we use the term elastic to mean non-radiating, or conserving total energy.
Solitons supported by integrable PDEs retain their respective energies after collisions, but
later we will see nonintegrable systems with (evidently) elastic collisions in which energy is
exchanged between colliding solitons.
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a phase shift (change) and a displacement in space. Both phase shift and spa-
tial displacement are simple functions of the amplitudes and frequencies of the
colliding solitons’ carrier waves. Arbitrary numbers of solitons may collide si-
multaneously, but the cumulative phase shift and displacement of each soliton
are obtained by summing the shifts and displacements that result from the soli-
ton’s pairwise collisions with all others; that is, phase shifts and displacements
are additive. These phase shifts and displacements can be calculated easily,
since exact multi-soliton solutions of well known integrable equations can be
obtained [16, 17, 18].

3.3 Breather solitons

Integrable PDEs such as the cubic-NLS and sG equations [4, 18, 32] support var-
ied kinds of solitons, including bound-state solitons, or breathers, which consist
of two or more equal-velocity solitons moving close together in perpetual colli-
sion. In the cubic-NLS equation, two equal-velocity solitons attract each other
with a force that weakens exponentially as the distance between the solitons;
these solitons form a breather by alternately colliding and separating, with the
time between successive collisions, or oscillation period of the breather, increas-
ing exponentially as the initial separation between the solitons. According to
[40], “the interaction [between equal-velocity solitons] can effectively be avoided
if the solitons are widely separated.”

Our models ignore attraction between equal-velocity solitons. We leave it for
future work to determine exactly what happens in collisions of breathers with
solitons and with other breathers. However, preliminary numerical experiments
suggest that such collisions result only in additive phase shifts and displacements
of all colliding solitons. If this is true in general, then all results in this paper
hold also for soliton systems in which breathers are allowed.

4 Oblivious soliton machines

The PM model is a convenient abstraction for computing with solitons. In
practice, however, the soliton systems we have described are not suitable for
implementing general PMs. Specifically, these integrable systems do not support
the creation of new solitons or the destruction of existing solitons, and soliton
state changes due to collisions are not arbitrary. Thus, we adopt as our model
a restricted PM called an oblivious soliton machine (OSM). Like a PM, an
OSM is a CA designed to support particles propagating through a homogeneous
medium, but an OSM more closely models the integrable soliton systems under
consideration.
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4.1 The OSM model

An OSM is a PM in which each particle has a constant identity and a variable
state that are both vectors of real numbers. The velocity of a particle is part of
its identity. A typical state may consist of a phase and a position relative to a
Galilean frame of reference, whereas a typical identity may include an amplitude
in addition to a velocity. No particles can be created or destroyed in collisions,
and the identities of particles are preserved, much like the constant amplitudes
and velocities of colliding solitons. A function of the identities (not states) of
the colliding particles determines particle state changes.

Immediately after a collision, particles are displaced, much like the colliding
solitons discussed earlier. Let Pslow and Pfast denote two particles such that
the velocity of Pslow is (algebraically) less than the velocity of Pfast; that is,
if Vslow and Vfast are signed integers representing the velocities of Pslow and
Pfast, respectively, then Vslow < Vfast. In a two-way collision of Pslow and
Pfast, Pfast is displaced by a positive integer amount, and Pslow by a negative
integer amount. In collisions involving three or more particles, displacements
are such that the relative order of the particles after the collision is the reverse of
their order before the collision, and all particles are displaced into separate cells.
Displacement amounts are functions of the identities of the colliding particles.
In addition, we require that once two particles collide, the same particles can
never collide again; this can be accomplished by spacing the particles properly,
or by choosing particle velocities and displacements appropriately. This scheme
models particle interaction in the integrable soliton systems described earlier.

Definition 2 An oblivious soliton machine (OSM) consists of the following
elements:

• A two-way infinite one-dimensional medium M.

• A finite set P of particles, each with one of a finite set of velocities.

• A finite set S of real-number vectors called particle states.

• A collision function C.

• A post-collision displacement function D.

• A finite initial configuration or input I.

M contains discrete cells, each of which can hold from 0 to |P| particles. At
most one particle of a given identity can occupy a cell. Each particle travels
at a constant velocity and has a variable state which may change as a result of
collisions with other particles in the medium. The initial configuration I is a
finite section of M, and includes the input particles present at the beginning of
the OSM computation. Up to |P| particles can occupy each cell of I. The input
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size is defined as the length of I plus the number of input particles in I. During
collisions, no particles are created or destroyed, and the identities of particles
remain constant, but the states of particles change according to the function C.
For each possible pair of identities of colliding particles, C specifies two new par-
ticle states. After two or more particles collide, they are displaced by amounts
determined by the function D, as described previously. Any pair of particles
can collide at most once. The machine begins with its initial configuration on
either a quiescent or a periodic background, and evolves in discrete time steps.

4.2 OSMs are not universal

We refer to OSMs as oblivious because the state changes in an OSM do not
depend on the variable states of colliding particles, but only on their constant
identities. Oblivious collisions in the OSM model correspond to elastic collisions
in the integrable PDEs discussed here; however, it is an open question to the
authors whether or not all elastic soliton collisions in all integrable systems are
oblivious. The spatial displacements of OSM particles after collisions occur only
in the constrained fashion described previously. The result of these properties
is that OSMs cannot compute universally.

Theorem 1 OSMs are not computation-universal, either with or without a pe-
riodic background. The maximum time that an OSM can spend performing
useful computation is cubic in the size of the input.

Proof. We show that the Halting Problem for OSMs is decidable. More specif-
ically, we calculate a cubic upper bound (in terms of input size) on the amount
of time taken by an OSM to do any computation.

To execute any algorithm using an OSM, we must encode the algorithm and
its input as a finite sequence of particles in a finite-length initial configuration
(input) I of an infinite homogeneous medium. We must also be able to decode
the OSM state when the results of the algorithm are ready. Let N denote
the number of particles in I, not counting the particles in a possibly periodic
background (PB), and L the length of I. The input size |I| of the OSM is then
N + L.

We first examine the case of an OSM with a quiescent background. For such
an OSM we can calculate upper bounds on the maximum number of particle
collisions, and on the maximum time before each collision occurs. The product
of these two values will give an upper bound on the maximum time that the
OSM can spend performing useful computation.

• An upper bound on the number of particle collisions is
(

N
2

)

, since each
particle can collide at most once with any other particle, by definition.
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• An upper bound on the time before the collision of any two particles that
do collide is

L + N |Db| + N |Df |

|vf | − |vs|
(1)

where Db and Df are the largest negative (backward) and positive (for-
ward) displacements possible among the input particles, and |vf | and |vs|
are the largest and smallest speeds, respectively, among the input parti-
cles.

Thus, an upper bound on the time that an OSM can perform useful compu-
tation is

(

N

2

)

L + N |Db| + N |Df |

|vf | − |vs|
. (2)

Since |I| = N + L, |vf | and |vs| are nonnegative integers, and Db and Df

are constants in a particular OSM, expression (2) is O(|I|
3
); that is, cubic in

the input size.
In an OSM with a PB (PB-OSM), the PB particles can displace the in-

put particles both left and right at regular intervals. Note that these periodic
displacements cause the velocities of the input particles to change by constant
amounts, which depend on the specific periodic configuration of PB particles.
Thus, we can recalculate the velocities of the input particles, using the displace-
ments effected by the PB particles. To find an upper bound on the time taken
by a PB-OSM to do useful computation, we apply a similar argument as for the
quiescent background, but with the newly calculated effective velocities.

Note that collisions in a PB-OSM can occur forever, but the collisions useful
for computation can occur only within the time bound that we can calculate.
To see this, observe that after the time given by this bound, the input particles
of a PB-OSM will stay in a fixed relative order, unable to collide again with
one another. Thus, each input particle either breaks away from the rest, as in
the case with a quiescent background, or stays close to the others in a periodic
configuration. In neither situation can the input particles do useful computation.

Corollary 1 OSM-based computational systems governed by the KdV and sG
equations are not universal, given that positions are used as state. OSM-based
systems governed by the cubic-NLS equation are not universal, given that posi-
tions and phases are used as state.

Conjecture 1 All integrable systems using any choice of state are non-universal
using the OSM model.
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5 Soliton machines

Intuitively, OSMs cannot compute universally because particles in an OSM do
not transfer enough state information during collisions. We can make a simple
modification to the OSM model so that universal computation becomes possible:
We make the results of collisions depend on both the identities and states of
colliding particles. In addition, we allow particle identities to change. We call
the resulting model a soliton machine (SM). In the final section of this paper,
we will describe non-integrable equations that support soliton-like waves which
we believe may be capable of realizing the SM model.

5.1 The SM model

Definition 3 A soliton machine (SM) is defined in the same way as an OSM,
with the following differences. Both the collision and displacement functions
can depend on the identities and states of particles. The identities of particles
can change during collisions, so that the collision function returns both the new
states and the new identities of colliding particles.

Like an OSM, an SM is also a CA and a PM (see Fig. 2). The only difference
between an SM and a PM is that no particles can be created or destroyed in
an SM. However, we can use a periodic background of particles in special inert
or blank states, and simulate creation and destruction of particles by choosing
collision rules so that particles go into, and out of, these states.

5.2 Universality of SMs

SMs with a quiescent background have at least the computational power of
Turing machines (TMs) with finite tapes, as we will prove. The question of
whether such SMs are universal is open, however. Still, these SMs are more
powerful than any OSM, since OSMs can only do computation that requires
at most cubic time, while problems exist that require more than cubic time on
bounded-tape Turing machines.

The class of algorithms that a finite-tape TM can implement depends on the
specific function that bounds the size of the TM’s tape; for instance, TMs with
tapes of length polynomial in the input size can do any problem in PSPACE.
Although not universal, such TMs can do almost any problem of practical sig-
nificance.

Theorem 2 SMs with a quiescent background are at least as powerful as Turing
machines with bounded tapes.

Proof. We describe how SMs can simulate any finite-tape Turing machine M .
Let B(N) denote the function that bounds the size of M ’s tape, given an input
of size N .
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We construct an SM equivalent to M as follows. For each possible state of
a cell of M , including the blank state, we introduce a distinct, stationary state
particle. M ’s finite tape then maps directly to a length-B(N) section T of the
SM’s medium.

To simulate the action of M ’s tape head, we introduce two head particles,
hf and hb, of velocities 1 and −1, corresponding to the right and left motions of
the head, respectively. Before computation, we place hf in the cell immediately
to the left of T .

The SM begins in the initial configuration described above, and operates as
follows. The head particle hf moves through T , colliding with the state particles
in T . We choose collision rules such that collisions between state particles and
either hf or hb simulate M ’s transition function. Thus, a collision between hf

or hb and a state particle s can change s to another state particle; in addition,
hf can change into hb, and vice versa. This simulates writing on M ’s tape and
changing the direction of M ’s head.

SMs with a periodic background are universal, since we can use such SMs
to simulate a Turing machine as described previously, but with a periodic back-
ground of blank-state particles. This background maps directly to the infinite
blank portion of the Turing machine’s tape. Thus, we have proved the following
theorem:

Theorem 3 SMs with a periodic background are computation-universal.

5.3 Discussion

Theorems 1 through 3 suggest that we should look to nonintegrable systems
for solitons that may support universal computation. It is an open question
whether or not there exists such a soliton system. In what follows, we describe
nonintegrable equations and explain the features that could enable them to
encode a universal SM. Then we describe some preliminary experiments with a
particular nonintegrable PDE, the logarithmically nonlinear Schrödinger (log-
NLS) equation.

6 Nonintegrable soliton systems

Certain nonintegrable PDEs support soliton-like waves 4 with behavior more
complex than that of integrable solitons. Examples include PDEs such as the
Klein-Gordon [2] and logarithmically nonlinear Schrödinger (log-NLS) equations
[6, 7, 25]. The solitons in these systems can change their velocities, as well as
their phases, upon collisions, and new solitons may be created after collisions.

4In this section we refer to such waves as solitons, as is often done in the literature.
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Soliton collisions in nonintegrable systems may be inelastic or near-elastic;
that is, colliding solitons can dissipate their energy by producing varying amounts
of radiation (see Fig. 8), which erodes other solitons and may eventually lead
to complete decay of useful information in the system. To our knowledge, it
is an open question whether or not there exists a nonintegrable system with
perfectly elastic, or non-radiating, collisions. It also appears to be an open
question whether or not perfect elasticity implies obliviousness in any system.
A system with collisions that are both perfectly elastic and nonoblivious would
offer promise for realizing the SM model using solitons. The system we describe
next, the log-NLS equation, has very near-elastic, nonoblivious collisions, and
may support perfectly elastic, nonoblivious collisions as well.

6.1 Gaussons in the log-NLS system

The log-NLS equation, which supports solitons called gaussons, was proposed as
a nonlinear model of wave mechanics [6, 7, 27]. Gaussons are wave packets with
gaussian-shaped envelopes and sinusoidal carrier waves. They are analogous to
the wavefunctions of linear wave (quantum) mechanics; that is, the square of the
amplitude of a gausson at a given point x can be interpreted as the probability
that the particle described by the gausson is at x.

6.1.1 The log-NLS equation and single-gausson solutions

To study the behavior of gaussons, we consider the following form of the log-NLS
equation:

−i
∂u

∂t
=

1

2

∂2u

∂x2
+ b ln (a|u|2)u (3)

Here x is space, t is time, u(x, t) is the complex amplitude of the wave described
by the equation, and a and b are constants, with a = e

√

π/2b. This equation
is nonintegrable, and analytical solutions that describe the motion and collision
of multiple gaussons are not known. Single-gausson solutions, however, can be
found. We use the following form of these solutions:

u(x, t) =

(
√

π

2b

)

−

1

2

e−

iv
2

t

2
+ivx−b(x−vt)2+iφ0 (4)

Here v is velocity, and φ0 is initial phase. In solving equation (3) numerically
to observe the movement and collisions of multiple gaussons, we plot two or
more of these single-gausson solutions on a discrete spatial grid at time 0. We
then apply a numerical method to obtain the state of the grid at successive time
steps, plotting the results on a space-time graph, as in Figs. 5 through 12.
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6.1.2 Numerical experiments

Our numerical simulations of gausson collisions verify a published report [27]
that they range from deeply inelastic to near-elastic, and perhaps perfectly
elastic, depending on the velocities of the colliding gaussons. In [27] an approx-
imate range of velocities (the resonance region) is given for which collisions are
apparently inelastic; outside this region, collisions are reportedly elastic. We
confirmed these results, and investigated in more detail to find the following
three distinct velocity regions in which gaussons behave very differently:

1. When 0 < |v| < 0.5, gausson collisions are near-elastic, and possibly
perfectly elastic, and clearly nonoblivious. We observed marked post-
collision changes in both amplitude and velocity, which strongly depend
on the phases of the colliding gaussons. These phenomena appear to be
newly observed here. (See Figs. 5, 6, and 7.) 5

2. When 0.5 ≤ |v| < 10, collisions are non-elastic, and possibly near-elastic.
The amount of radiation generated in collisions varies with the phases of
the colliding gaussons, and in general decreases as v increases. (See Figs.
8, 11, and 12.)

3. When |v| ≥ 10, collisions are near-elastic, and possibly elastic, but ap-
parently oblivious. They are similar to the collisions found in integrable
soliton systems, such as the cubic-NLS equation. (See Fig. 9.)

These ranges are approximate, and gausson behavior changes gradually from
one to the next. The differences between our results and those in [27] (writ-
ten ca. 1978) are likely due to our more extensive numerical experimentation,
given the faster computers available to us. In our calculations we used the split
Fourier method [9, 39] with a cylindrical (wrap-around) one-dimensional coor-
dinate system; the authors of [27] used a finite difference scheme [14], which we
also implemented, and which confirms the results of the split Fourier method.
However, this finite difference method’s treatment of boundary conditions makes
a cylindrical coordinate system difficult to use.

Nonobliviousness in region 2 is not as easily determined by visual inspection
as it is in region 1. Next, we describe a numerical experiment which demon-
strates that there is a near-elastic gausson collision that is nonoblivious in region
2. Fig. 10 shows the setup of this experiment. To show that the collision be-
tween two gaussons, A and B, is nonoblivious, we begin at time 0 with three
gaussons, A, B, and C, in that order, on the x-axis. The velocities and initial
distances among the three gaussons are set so that A and B collide first, fol-
lowed by a collision of A and C. We observe the results of the AC collision for
various initial phases of B’s carrier, keeping constant the initial phases of A and

5All gausson figures are graphs of space versus time, with time increasing from top to
bottom. The variable graphed is |u|2, that is, the square of the gausson envelope.
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Figure 5: Gausson collisions in region 1. From left to right, velocities are 0.4 and
−0.4; phases are both 0.
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t

Figure 6: Gausson collisions in region 1. From left to right, velocities are 0.4 and
−0.4; phases are 0 and 0.5π.
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Figure 7: Gausson collisions in region 1. From left to right, velocities are 0.4 and
−0.4; phases are 0.5π and 0.
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Figure 8: Gausson collisions in region 2. From left to right, velocities are 3.0 and
−3.0; phases are both 0. A cylindrical coordinate system is used here, so that there
is wrap around from the right to the left edge, and vice versa.
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Figure 9: Gausson collisions in region 3. From left to right, velocities are 10.0 and
−15.0; phases are both 0. A cylindrical coordinate system is used here, so that
gaussons wrap around from right to left, and vice versa.
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Figure 10: Testing for nonobliviousness using a near-elastic collision (AB) followed
by an inelastic collision (AC). If the result of the AC collision depends on the initial
phase of B, then the AB collision is nonoblivious.
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CA B

Figure 11: Testing for obliviousness of the collision between the leftmost (A) and
center (B) gaussons in region 2. The center gausson’s phase is 0.05π; the other
two gaussons’ phases are both 0. The collision is nonoblivious, since the results
of the test collision between the leftmost and rightmost gaussons (A and C) differ
from those in the next figure.
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Figure 12: Testing for obliviousness of the collision between the leftmost (A) and
center (B) gaussons in region 2. The center gausson’s phase is 0.55π; the other
two gaussons’ phases are both 0. The collision is nonoblivious, since the results
of the test collision between the leftmost and rightmost gaussons (A and C) differ
from those in the previous figure.
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C. If we find two initial phases for B that lead to two different results of the
AC collision, then we can conclude that the AB collisions were nonoblivious.
Note that we require only that the results of the AC collisions be different; the
AC collisions can be strongly inelastic, for the C particle is used only to probe
the state of the A particle.

Figs. 11 and 12 show an example of such an experiment. In both figures,
the two leftmost gaussons move at a velocity of ±3.25, the rightmost gausson
has velocity −1, and all but the center gaussons have initial phase 0. The center
gaussons in Figs. 11 and 12 have phases 0.05π and 0.55π, respectively, which
cause the different results after collisions. We conclude that the collision between
A and B is nonoblivious. Note that we cannot determine nonobliviousness
merely from the visual appearance of the AB collision, because what happens
during a collision can depend on the phases of the colliding solitons, whether
the collision is oblivious or not; it is the post-collision results that determine
nonobliviousness.

6.2 Soliton stability and elasticity

The inelastic and near-elastic soliton collisions we observed in regions 1 and 2 are
nonoblivious, thus leaving open the possibility of using them for computation in
SMs. For example, to compute using gaussons, we can use an approach similar
to the techniques in [38]. As with the CA solitons in [38], we might first create
a database of pairwise collisions of gaussons by running a series of numerical
experiments; we would then search the database for useful collisions to encode
a specific computation. This approach was used in [38] to implement a solitonic
ripple-carry adder.

One problem with such an approach is the potential connection between soli-
ton stability and collision elasticity. We observed that inelastic collisions often
resulted in radiation ripples emanating from collisions (Fig. 8) and eventual
disintegration of gaussons in a cylindrical one-dimensional system. In region 2,
these ripples and the resulting instability may make the system unsuitable for
sustained computation. The more inelastic the collisions, the quicker the system
decayed. However, we do not know if stability and elasticity are necessarily cor-
related in general, nor do we know if elasticity and obliviousness (and thus lack
of computation universality) are related. In fact, collisions of region-1 solitons
in the log-NLS equation appear to be both elastic and strongly nonoblivious.

7 Summary and questions

We have explored certain well known soliton systems, with the goal of using
them for computation in a one-dimensional homogeneous bulk medium. We
defined soliton machines (SMs) to model integrable and non-integrable soliton
systems, and found that a class of integrable PDEs cannot support universal
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computation under the OSM model. In addition, we proved that the SM model
is universal in general, and suggested that gaussons in the log-NLS equation
may be capable of realizing universal SMs.

Many open problems remain. Foremost among these is determining whether
or not gaussons have behavior sufficiently complex and stable to implement a
universal SM. We found three velocity regions in which gaussons have differ-
ent behavior. Gaussons with low velocities (region 1) offer the most promise
for realizing useful computation, since their collisions appear both elastic and
nonoblivious. We may be able to use the phase-coding approach in [38] to imple-
ment useful computation with gausson interactions. Collisions of gaussons with
higher velocities (regions 2 and 3) appear in general to be either oblivious or ra-
diating, though for some combinations of velocities and phases, these collisions
are nonoblivious and very near-elastic. The search for answers is complicated
by the necessity of numerical solution of the log-NLS equation.

Even if we were to show that the log-NLS equation can be used for uni-
versal computation, we would still be left with a gap: We know of no physical
realization of this equation. But other nonintegrable nonlinear PDEs also offer
possibilities for implementing SMs, and many of these do correspond to real
physical systems. For example, the Klein-Gordon equation [2], the NLS equa-
tion with additional terms to model optical fiber loss and dispersion, and the
coupled NLS equation for birefringent optical fibers [20, 40] all support soliton
collisions with complex behavior potentially useful for encoding SMs. Optical
solitons that arise from these more complicated equations exhibit gausson-like
behavior, and are easily realizable in physical fibers; thus, such optical solitons
may be particularly useful as practical means of computing using SMs. Near-
integrable equations [24], or slightly altered versions of integrable equations,
could also offer possibilities for implementing general SMs.

In addition, we may consider using solitons in two or three dimensions [10,
31]. Gaussons, for example, exist in any number of dimensions, and display
behavior similar to that in one dimension. The added degrees of freedom of
movement in two or more dimensions may enable implementation of universal
systems such as the billiard ball computation model [26] or lattice gas models
[35].
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