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Which data residual norm for robust elastic frequency-domain full

waveform inversion?

Romain Brossier!, Stéphane Operto?, and Jean Virieux®

ABSTRACT

Elastic full-waveform inversion is an ill-posed data-fitting
procedure that is sensitive to noise, inaccuracies of the starting
model, definition of multiparameter classes, and inaccurate mod-
eling of wavefield amplitudes. We have investigated the perfor-
mance of different minimization functionals as the least-squares
norm ¢,, the least-absolute-values norm €, and combinations of
both (the Huber and so-called hybrid criteria) with reference to
two noisy offshore (Valhall model) and onshore (overthrust mod-
el) synthetic data sets. The four minimization functionals were
implemented in 2D elastic frequency-domain full-waveform in-
version (FWI), where efficient multiscale strategies were de-
signed by successive inversions of a few increasing frequencies.
For the offshore and onshore case studies, the €,-norm provided
the most reliable models for P- and S-wave velocities (Vp and

Vs), even when strongly decimated data sets that correspond to
few frequencies were used in the inversion and when outliers pol-
luted the data. The €,-norm can provide reliable results in the
presence of uniform white noise for Vp and Vs if the data redun-
dancy is increased by refining the frequency sampling interval in
the inversion at the expense of computational efficiency. The
€,-norm and the Huber and hybrid criteria, unlike the €,-norm,
allow for successful imaging of the Vs model from noisy datain a
soft-seabed environment, where the P-to-S-waves have a small
footprint in the data. However, the Huber and hybrid criteria are
sensitive to a threshold criterion that controls the transition be-
tween the criteria and that requires tedious trial-and-error inves-
tigations for reliable estimation. The €,-norm provides a robust
alternative to the ¢,-norm for inverting decimated data sets in the
framework of efficient frequency-domain FWI.

INTRODUCTION

Quantitative imaging of the earth’s subsurface is essential for
characterizing reservoirs, monitoring CO, sequestration, and evalu-
ating soil properties in civil engineering applications. Full-wave-
form inversion (FWI) is a data-fitting procedure used to derive high-
resolution quantitative models of the subsurface by exploiting the
full information content of the data (Tarantola, 1984). When applied
in the frequency domain, computationally efficient FWI algorithms
(known as efficient frequency-domain FWI in the following) can be
designed by exploiting the redundancy of the wavenumber coverage
provided by wide-aperture acquisition surveys (Pratt and Worthing-
ton, 1990; Pratt, 1999). Decimation of the wavenumber redundancy
can be implemented by limiting the inversion to a few judiciously
chosen discrete frequencies at the expense of the signal-to-noise ra-
tio (S/N) of the reconstructed models (Sirgue and Pratt, 2004; Bren-
ders and Pratt, 2007a).

FWI potentially provides high-resolution models of the subsur-
face, but it suffers from two main difficulties. The first is related to
the computational cost of the forward problem, the numerical reso-
lution of the two-way wave equation in heterogeneous media for
multiple sources. In the frequency domain, computationally effi-
cient approaches based on direct solvers have been developed for 2D
acoustic and elastic wave propagation (Jo et al., 1996; Stekl and
Pratt, 1998; Hustedt et al., 2004; Brossier et al., 2009a). For 3D prob-
lems, the computational burden of the forward problem has motivat-
ed many efforts to develop efficient 3D modeling engines for fre-
quency-domain FWI. These have been based on direct solvers, itera-
tive solvers, hybrid direct/iterative solvers, and time-domain ap-
proaches (Nihei and Li, 2007; Operto et al., 2007; Plessix, 2007,
Warner etal., 2007; Sirgue et al., 2008; Sourbier et al., 2008; Etienne
etal., 2009).

The second difficulty is related to the ill-posedness and the nonlin-
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earity of the inverse problem, which is generally formulated as a
least-squares local optimization so as to manage the computational
cost of the forward problem (Tarantola and Valette, 1982). The ill-
posedness of FWI mainly arises from the lack of low frequencies in
the source bandwidth and the incomplete illumination of the subsur-
face provided by conventional seismic surveys. Consequently, the
problem is highly nonlinear and the results strongly depend on the
accuracy of the starting model in the framework of local optimiza-
tion and on the presence of noise. Several hierarchical multiscale
strategies that proceed from low frequencies to higher frequencies
have been proposed to mitigate the nonlinearity of the inverse prob-
lem (Pratt and Worthington, 1990; Bunks et al., 1995; Sirgue and
Pratt, 2004; Brossier et al., 2009a).

The noise footprint in seismic imaging conventionally is mitigat-
ed by stacking highly redundant multifold data. However, improv-
ing our understanding of inversion sensitivity to noise is a key issue,
particularly when the data redundancy is decimated in the frame-
work of efficient frequency-domain FWI. The least-squares objec-
tive function remains the most commonly used criterion in FWI, al-
though it theoretically suffers from poor robustness in the presence
of large isolated and non-Gaussian errors. Other norms can therefore
be considered.

The least-absolute-values norm ¢, is not based on Gaussian statis-
tics in the data space; it was introduced into time-domain FWI by
Tarantola (1987) and Crase et al. (1990) and is weakly sensitive to
noise. Djikpéssé and Tarantola (1999) use the €,-norm successfully
to invert field data from the Gulf of Mexico with time-domain FWI.
Surprisingly, this norm has been used marginally during recent ap-
plications of FWI. Pyun et al. (2009) use an €-like norm for frequen-
cy-domain FWT,; the €,-norm is applied independently to the real and
imaginary parts of the complex-valued wavefield. The resulting
functional does not rigorously define a norm from a mathematical
viewpoint because the functional does not satisty the scalar multipli-
cation property of norms (||ax|| = | a|-||x|| for complex-valued scalar
a and vector x). The violation of the norm property makes the value
of the functional vary with the phase of the residuals when the resid-
ual amplitude is kept constant. Despite this mathematical approxi-
mation, quite robust results have been obtained.

Alternative functionals, such as the Huber criterion (Huber, 1973;
Guitton and Symes, 2003) and the hybrid €,/ ¢, criterion (Bube and
Langan, 1997) can also be considered. Ha et al. (2009) apply the Hu-
ber criterion for frequency-domain FWI and illustrate its robust be-
havior compared to the €,-norm when considering a dense frequen-
cy sampling in inversion. All of these criteria behave as the €,-norm
for small residuals and as the ¢,-norm for large residuals, thereby
overcoming the nonderivability issue of the €,-norm for null residu-
als. A threshold, which needs to be defined, controls where the transi-
tion between these two different behaviors takes place with a more-
or-less smooth shape, depending on the criteria. These hybrid crite-
ria are efficient for dealing with outliers in data. However, they as-
sume Gaussian statistics as soon as the ¢,-norm is used, leading to
the difficult issue of estimating the threshold.

Our study presents applications of 2D elastic frequency-domain
FWI for imaging realistic complex offshore and onshore structures
in the presence of noisy synthetic data. Special emphasis is placed on
the performance of different minimization criteria in the framework
of efficient, elastic frequency-domain FWI.

In the next section, we briefly review the theoretical aspects of dif-
ferent possible norms and criteria that can be applied to frequency-

-domain FWI. Then we apply these objective functions to two syn-
thetic data sets contaminated by ambient, random white noise with
and without outliers. We assess the sensitivity of the inversion to
noise in the case of decimated noisy data. The ¢,-norm is highly sen-
sitive to non-Gaussian errors and requires consideration of denser
frequency sampling to improve the S/N of the model. The €;-norm
shows very robust behavior, even for highly decimated data, and
therefore provides an interesting alternative to the €,-norm for effi-
cient frequency-domain algorithms. Investigations of the Huber and
hybrid criteria highlight the difficulties for finding the best thresh-
old, which require tedious trial-and-error investigations.

THEORY AND ALGORITHM

Least-squares norm

The least-squares formalism provides the most common frame-
work for frequency-domain FWI (Pratt, 1990; Pratt and Worthing-
ton, 1990). The ¢, functional is usually written in the following
form:

1
c) = EAde;sdAd, (1)

where Ad = d,,, — d%), is the data misfit vector for one source and
one frequency, computed as the difference between the observed
data d and the modeled data d%), in the model m®. The value k is
the iteration number of the nonlinear iterative inversion. The dagger
superscript indicates the adjoint operator, and S, is a diagonal
weighting matrix applied to the misfit vector to scale the relative
contributions of each of its components.

Differentiating Cfekz) with respect to the model parameters gives the

following expression of the gradient:
G = R{Y'S}S,Ad"}, (2)

where J is the Fréchet derivative matrix, ¢ denotes the transpose op-
erator, *denotes the conjugate operator, and R denotes the real part
of a complex number. The gradient of the misfit function (equation
2) can be computed efficiently without explicitly forming J using the
adjoint-state method (Plessix, 2006). This gives the expression

t
g®, =R v A SIS, Ad* 3)
2 J m;

where A is the forward-problem operator, which linearly relates the
source s to the wavefield v: Av = s. The modeled seismic data used
in FWI, d.,, are related to the seismic wavefield v by a projection
operator that extracts the values of the seismic wavefield at the re-
ceiver positions. The sparse matrix JA /dm; represents the radiation
pattern of the diffraction by the model parameter mz;; hence, it gives
some insight on the sensitivity of the data to a specific class of pa-
rameter as a function of the aperture angle. The gradient of the misfit
function can be interpreted as a weighted zero-lag convolution be-
tween the incident wavefield v and the adjoint residual wavefield
back propagated from the receiver positions A ~'S’S,Ad*.

The misfit function and its gradient (equations 1 and 3) are given
for one source and one frequency. For multiple sources and frequen-
cies, the expressions are obtained by summing the contribution of
each source and frequency.
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Least-absolute-value norm

We can extend the €,-norm developed by Tarantola (1987) and
Crase et al. (1990) for real arithmetic numbers to the complex arith-
metic required by frequency-domain data through the misfit func-
tion:

= 2 [s;Ad, 4)
i=1,N

where |x| = (xx*)"2, N is the number of elements in the misfit vector
for one source and one frequency, and s, are the elements of the diag-
onal S,.. The gradient of the misfit function is given by

*

Ad’
G = R{I'S)r} with r; = |Ad’1 for I=i=N, (5)

where we assume |Ad;| > 0, considering the machine precision
used. For all of the tests that we performed, we never met a case
where |Ad;| = 0. In the case of real arithmetic numbers, the term
Adf/ |Adj| of expression 5 corresponds to the sign function (Taran-
tola, 1987; Crase et al., 1990).

Huber criterion

The Huber (1973) criterion can be defined for complex arithmetic
numbers as

C(k)

LHuber
|sd-Adi|2
ci= PEE——

for |s; Adj| <,
1 26 1

= > ¢; with
i=LN C; = |Sd,~Adi| o ; for |sdiAdi|> €

(6)

where € is a threshold that controls the transition between the € ;- and
£,-norms. In equation 6, the Huber criterion is continuous for all Ad;,
particularly for the value that satisfies | s, Ad)| = e.

The gradient of the Huber functional is given by

d;
R{J'SIS,r}  with r;, = — for |sd[Ad,~| =eand 1=i=N,
€

(k)
Lituber i

Ad
R{J'Sir}  with r;= —= for |5d,.Adi|> €and 1=i<N.

Adj
(7)

Hybrid ¢,/ ¢, criterion

Bube and Langan (1997) introduce a hybrid €,/ criterion to
overcome limitations of the Huber criterion that introduce artificial
nonuniqueness in full-rank linear problems (Bube and Nemeth,
2007).

The hybrid €,/ €, functional can be written for complex arithmetic
numbers as

ls, Ad2\ 12
¢ => c,-withc,-=<l—|—’—2 -1, (8)

L. .
hybrid
PR i=IN €

where € is the threshold between the €, and €, behaviors. The prop-
erties

|sq Ady[?
——— for small Adg;
2e ©)
|sq Ad|
: for large Ad,
€

show that the hybrid functional is asymptotically equivalent to the
€,- and €,-norms for small- and large-amplitude residuals, respec-
tively.

The gradient of the hybrid €,/ €, criterion is given by

K3
W = R{J'SIS,r} with r; = Ad,
hybrid 2( |sdiAdi|2) 172
ell+——5—
€
for |<i<N. (10)

Interpretation

Equations 2, 5, 7, and 10 clearly show that the gradients of the
misfit functions have similar forms but different source terms for the
back-propagated adjoint wavefield. This implies that the same FWI
algorithm can be used to compute the gradients of the different misfit
functions with the same computational cost, provided the source
term of the adjoint back-propagated wavefield and the misfit func-
tion can be computed for each functional.

Figure 1 shows the misfit function and the source term of the back-
propagated wavefield as functions of the real arithmetic unweighted
misfit Ad for the four minimization criteria. The €,-norm naturally
gives a high weight to large residual, which leads to a lack of robust-
ness for this approach in the case of incoherent large errors in data.
For the €,-norm, the data residuals are normalized according to their
amplitudes, which gives clear insight into why this is expected to be
less sensitive to large residuals. The Huber and hybrid criteria follow
the ¢, and €, behaviors for small and large residuals, respectively,
defined by the threshold e with a different transition shape.

Algorithm

The 2D elastic frequency-domain FWI algorithm used in this
study is described in Brossier et al. (2009a), where the reader is re-
ferred for a complete description of the algorithm. The algorithm
embeds three main loops.

The outer loop is over the frequency groups, a set of frequencies
inverted simultaneously. In the case of complex wave phenomena,
such as P-to-S conversions, and multiples and surface waves, the si-
multaneous inversion of multiple frequencies better constrains the
optimization for convergence toward the global minimum, taking
into account more redundant information. The frequency interval
within the groups is driven by the need to use as much redundant data
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as possible during one FWI iteration yet keep the computations af-
fordable. Moreover, the highest frequency of one frequency group is
chosen by trial and error such that cycle-skipping artifacts are avoid-
ed.

The second loop is over time-damping factors that control the
amount of information preserved over time in the seismograms dur-
ing FWI. Time damping is applied in frequency-domain modeling
by using complex-valued frequencies, given by f. = f + iy, where f
is the real frequency and vy is the damping factor. This is equivalent
to the damping of seismograms in time by e~ " (Shin et al., 2002;
Brenders and Pratt, 2007b). The damping can be applied from an ar-
bitrary traveltime 7, defined as the first-arrival traveltime. More-
over, this data preconditioning provides significant improvement
over the S/N in the case of real data (Brenders et al., 2009). The
choice of the damping factors is heuristic and is driven by the data
complexity. We generally start inversion with a weak amount of data
close to the first arrival using high y values before progressively in-
cluding later arrivals by decreasing the vy factor. Refer to Brossier et
al. (2009a) for an illustration of the significant impact of the damping
factors in elastic FWI of land data where body waves and surface
waves are jointly inverted.

The third loop is over iterations of the nonlinear inversion of one
frequency group and one damping factor. The two outer nested loops
define two hierarchical multiscale levels in the inversion that miti-
gate the nonlinearity of the inversion, particularly in the case of elas-
tic multiparameter inversion of complex data.

The forward problem is performed with a finite-element discon-
tinuous Galerkin method for solving the elastodynamic equations in
the frequency domain (Brossier et al., 2008). The linear system re-
sulting from this discretization is solved in parallel using the
MUMPS LU solver (Amestoy et al., 2006).

The optimization problem is solved with the quasi-Newton
L-BFGS algorithm (Nocedal, 1980). In quasi-Newton algorithm,
the updated model is given by

m+D = m® 4 GO pRgH,

(11)

where H® is an approximation of the inverse of the Hessian, where
the Hessian operator is formed by the second derivative of the misfit
function with respect to the model parameters and a'® is the step
length. The L-BFGS algorithm estimates the product H¥G® at a
negligible computational cost from few gradients and models of the
previous iterations. Estimating the off-diagonal terms of the Hessian
improves the imaging resolution by correctly scaling and decon-
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volving the gradient, compared to a more classic preconditioned
conjugate gradient (Brossier et al., 2009a).

Newton or quasi-Newton algorithms usually are applied to qua-
dratic or locally quadratic misfit functions. In contrast, the €,-norm
and the Huber criterion are not twice continuously differentiable, a
condition for the convergence of the L-BFGS algorithm. Nonethe-
less, the numerical examples performed in this study show that vio-
lating the convergence conditions did not significantly affect, in
practice, the convergence of the L-BFGS algorithm. Similar conclu-
sions are derived by Guitton and Symes (2003), who apply the
L-BFGS algorithm with the Huber criterion for velocity analysis.
The convergence of the L-BFGS algorithm for functionals that are
not twice continuously differentiable can be interpreted by the fact
that only a definite positive matrix approximation of the inverse of
the Hessian — not the exact one — is computed in the L-BFGS algo-
rithm from only the first derivative (i.e., gradient) of the misfit func-
tions at previous iterations (Guitton and Symes, 2003). Moreover,
the line search in the perturbation direction is performed by parabol-
ic fitting to compute the optimal step length a® and to guarantee the
decrease of the misfit function, even for functionals that are not twice
continuously differentiable.

For all applications presented in this study, the information of the
five previous iterations are used for L-BFGS. The diagonal of the ¢,
pseudo-Hessian matrix (Shin et al., 2001) is used as an initial guess
for the L-BFGS algorithm for each minimization criterion investi-
gated. The aim of the diagonal pseudo-Hessian is to remove the geo-
metric spreading signature of the incident and back-propagated
wavefields from the gradient amplitudes.

The perturbation model estimated at each iteration is regularized
with an adaptive Gaussian smoothing operator to filter out high-fre-
quency artifacts that are not constrained by the current group of in-
verted frequencies. The local vertical correlation length of the
Gaussian filter is defined according to the inverted frequency and the
local wavespeeds, such that wavelengths significantly smaller than
half the propagated wavelength (i.e., the maximum vertical resolu-
tion of FWI) are filtered out in the gradient (Sirgue and Pratt, 2004).
The horizontal correlation length of the Gaussian smoother is esti-
mated by trial and error and should be driven by the lateral heteroge-
neity of the structure as well as the dip illumination provided by the
available source-receiver offsets.

The source is estimated in the FWI algorithm by a linear inversion
(Pratt, 1999; his equation 17). For one frequency, this gives for the
scalar source

ta*
_ g dobs
s=—> (12)
&
a) b, g'
8 L, functional 3 L, functional —— L , .
7r Ly functional -------- 1 2 38r Ly functional ------- ] where g denotes the incident Green’s functions
Huber functional - = Huber functional - . o X
6 \ Hybrid functional - 1 g 2r  Hybridfunctional- 1 recorded at receiver positions, computed in the
& 5 1 o Ty starting model of the current iteration. The source
§ 4r 41 S0 ] is estimated in the FWI algorithm with equation
(e} .
w3 o1 ] 12, once g are computed. The algorithm proceeds
2 g —2r ] with computing the data residual Ad, back propa-
1 Rl 1 gating the residuals, computing the gradient and
I I | Sl | I I o I I I I I I . . .
0_4 3 2 —_1 Od 1 2 3 4 _‘14 3 2 1 od 2 3 4 pseudo-Hessian, estimating the step length, and
A A

Figure 1. (a) The values of the criteria as functions of an unweighted real arithmetic misfit
Ad. (b) The associated residual source amplitude in the gradient expression. ¢,, €, and
the Huber and hybrid functionals are shown in the red, green, blue, and black lines, re-

spectively. The last two criteria are plotted for e = 1.

updating the model.

The alternative estimation of the source and the
model is repeated at each iteration. Of note, the
source is estimated with the least-squares norm
even in the presence of outliers, whatever norm is
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used for the model update. The source estimation was quite robust in
the presence of noise for the examples shown hereafter: The error
does not exceed 5% in amplitude and 1% in phase. The robustness of
the source estimation can be attributed to the strong redundancy of
the data for the monofrequency scalar source estimation.

For all numerical tests in this study, the threshold value € for the
Huber and hybrid criteria was fixed to € = 0.2 mean(|do|). This
value was shown practically to be less sensitive to outliers in the data
than the one indicated by Guitton and Symes (2003), based on
max(| dobsi|).

NUMERICAL TESTS: THE OFFSHORE
VALHALL MODEL

Inversion setup

A first numerical example is based on the synthetic Valhall model
(Figure 2), representative of oil and gas fields in shallow-water envi-
ronments of the North Sea (Munns, 1985). The main targets are a gas
cloud in the large sediment layer and, in a deeper part of the model,
the trapped oil beneath the cap rock, which is formed of chalk. Gas
clouds are easily identified by the low P-wave velocities, whereas
their signature is much weaker in the Vs model. The selected acquisi-
tion mimics a four-component ocean-bottom cable (OBC) survey
(Kommedal et al., 2004), with a line of 315 explosive sources posi-
tioned 5 m below the water surface and 315 three-component sen-
sors on the seabed. This geologic setting leads to a particularly ill-
posed problem for S-wave velocity reconstruction as a result of the
relatively small shear-wave velocity contrast at the seabed, which
prevents recording of significant P-to-S converted waves. A success-
ful inversion requires a multistep hierarchical strategy in the manner
of Sears et al. (2008) and as developed in Brossier et al. (2009b) for
noise-free data. In this study, we assess the same approach for noisy
data.

In the first step, the P-wave velocity is reconstructed from the hy-
drophone data. The forward problem is performed with the elastic
discontinuous Galerkin method, but the Vs model is left unchanged
during FWI. The aim of step 1 is to improve the V» model so as to de-
crease the P-wave residuals significantly. During step 1, a coarse
mesh adapted to the V, wavelength is designed for computational ef-
ficiency. In this case, S-wave modeling is affected by numerical dis-
persion that does not significantly impact reconstruction of the Vp
model. This first step is justified by the fact that the P-to-S converted
waves have a minor footprint in the hydrophone component. This

Distance (km)

a) N 6 9 12 15 Vp(km/s)
~ 36
£,

< - _ 2.8
£

8 44 2.0

1.2

b) 15 Vs(km/s)
-0 15
€
22 1.1
£ ——
8 4 07

0.3

Figure 2. The true synthetic Valhall model for (a) P-wave and (b)
S-wave velocities.

negligible sensitivity of the hydrophone data to the Vi structure al-
lows for us the successful acoustic inversion of the elastic data com-
puted in the Valhall model (Brossier et al., 2009b).

In step 2, the Vp and Vg models are reconstructed simultaneously
from the horizontal and vertical components of the geophones. An
amplification with a gain given by the power of two of the source/re-
ceiver offset is applied to the data through the matrix S,. This
weighting increases the weight of the intermediate-to-long-offset
data at which the converted P-to-S arrivals are recorded.

Five frequencies were inverted successively (2, 3,4, 5, and 6 Hz).
The starting frequency (2 Hz) is lower than the one available in the
real OBC hydrophone data of Valhall (3.5 Hz) (Sirgue et al., 2009).
However, a starting frequency as small as 2 Hz recently was used to
perform acoustic FWI of ocean-bottom-seismometer data (Plessix,
2009). The use of such low starting frequency is required because Vg
has a higher resolution power than Vp; the shorter propagated wave-
length requires a lower starting frequency or a more accurate starting
model. Our main concern in this study is to tune the elastic FWI with
areasonably realistic experimental setup such that differences in the
behaviors of the different functionals are highlighted. In the follow-
ing, we do not readdress the impact of starting frequency and starting
model in FWI; rather, we focus on the comparative performances of
different data residual functionals for a given starting-frequency/
model pair.

During each frequency inversion, we used three time-damping
factors (y = 2,0.33,0.1 s~ ') applied in cascade to the monochro-
matic data. For the smaller damping factor, the entire wavefield, in-
cluding converted waves and free-surface multiples, was involved in
the inversion. Starting models were built by smoothing the true mod-
els with a Gaussian filter, the vertical correlation length of which in-
creased linearly from 25 to 1000 m with depth; the horizontal corre-
lation length was fixed at 500 m (Figure 3). This smoothing reason-
ably mimicked the spatial resolution of a velocity model developed
by refraction traveltime tomography (Prieux et al., 2009). The deep
part of the starting model was clearly smoother than a velocity model
inferred from reflection traveltime tomography, as the one shown in
Sirgue et al. (2009; their Figure 3).

Ten iterations were performed per damping factor, leading to 30
iterations per frequency inversion. Vp and V; are the reconstructed
parameters. The density is constant and assumed to be known in the
inversion.

Two tests were performed with and without outliers in the data.
For both tests, random uniform white noise was introduced into the
observed data and computed using the forward-problem engine im-
plemented in the inversion code (the so-called inverse crime). The
observed data were computed using a (Dirac) delta function for the

Dlstance

a) 15 Ve km/s)
’E‘

22

<

g

24

b) 02 15 Vg km/s)

Depth (km)

15
2 1.1
4 07
03

Figure 3. (a) Vp and (b) Vs starting models for FWI, as inferred by
Gaussian smoothing of the true models (Figure 2).
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Figure 4. Real part of the 4-Hz frequency-domain data in the source/receiver domain for the Valhall model. (a) Noise-free hydrophone data; (b)
added noise; (c) resulting contaminated data used for FWI.

source wavelet. Therefore, each frequency com-
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Figure 4 shows the 4-Hz noise-free and noisy
data in the source/receiver domain for the hydro-
phone data.
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Results Figure 5. Reconstructed (left) Vp and (right) Vs models for the first Valhall test with the

noisy data after the two FWI steps. (a, b) €,-norm; (c, d) €;-norm; (e, f) Huber criterion;

During the first test, we considered only the (g, h) hybrid criterion.

ambient noise. The Vp and Vg models inferred
from the four minimization criteria ({,, £,, Huber,
hybrid) after the second inversion step are shown in Figure 5. These
reveal very good results for V, models for all functionals, whereas
only the robust €;-norm and the Huber and hybrid criteria provide
acceptable Vs models.

cause of the convergence toward a local minimum. The results ob-
tained after the second inversion step performed with the €,-norm re-
liably reconstruct the Vp and Vs models (Figure 7), which are close to
those obtained from data without outliers (Figure 5¢ and d). This
highlights the limited sensitivity of the €,-norm to outliers even for

In a second test, we introduced outliers into the data. Large errors
(i.e., the noise was locally multiplied by 20) were introduced ran-
domly in one trace out of 100 to simulate a poorly preprocessed data
set. The resulting noise was consequently no longer uniform for this
test. The Vp models obtained after the first inversion step with the
four functionals are shown in Figure 6. The €,-norm and the Huber
and hybrid criteria provide accurate Vp models, whereas the inver-
sion rapidly converges toward a local minimum when the €,-norm is
used. For the €,-norm, the inversion stops close to the first step be-

Vs reconstruction.

NUMERICAL TESTS: ONSHORE SEG/EAGE
OVERTHRUST MODEL

Inversion setup

A second numerical example focuses on the SEG/EAGE over-
thrust model. High-amplitude surface waves are present in the data
of this onshore model and need to be taken into account during inver-
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sion. Brossier et al. (2009a) design a hierarchical scheme to invert
the body and surface waves jointly by using simultaneous frequency
inversion. We followed this approach. The acquisition geometry was
composed of 199 explosive sources 20 m below the surface; 198
vertical and horizontal geophones recording wavefields were locat-
ed on the free surface.

Five discrete frequencies, distributed among two slightly overlap-
ping frequency groups, were inverted: (1.7, 2.0, 3.5) and
(3.5,4.8,7.2) Hz. The choice of these two groups of frequencies was
shown to be efficient for inversion while limiting the computational
cost (Brossier et al., 2009a). Five time-damping factors were used in
cascade for each frequency group (y = 1.5,1.0,0.5,0.1,0.033). We
incorporated more damping factors and a smaller interval between
damping factors than for the Valhall example because the overthrust
case study is more nonlinear than the Valhall one and hence requires
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Figure 6. Reconstructed V» models for the second Valhall test with
the noisy data containing outliers, after the first FWI step. (a)
£,-norm; (b) €;-norm; (c) Huber criterion; (d) hybrid criterion.
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Figure 7. Reconstructed (a) Vp and (b) Vs models for the second Val-
hall test with the noisy data containing outliers after the two FWI
steps with the €,-norm. The models are very close to those of Figure
Scandd.

injecting more progressively increasing amounts of data. This in-
creasing nonlinearity results from the presence of high-amplitude
surface waves in the onshore overthrust case study.

Forty-five nonlinear iterations were performed per damping
factor. Figure 8 shows the true Vp» model of the overthrust and the
500-m Gaussian smoothed version used as the starting model. A con-
stant Poisson’s ratio of 0.24 was fixed to build the true and starting Vg
models. The density was constant and assumed to be known during
the inversion. Vp and V; are the reconstructed parameters for the in-
version of the horizontal and vertical components of the particle ve-
locity.

The inverted data were computed with a Dirac source wavelet.
Random uniform white noise was introduced into the observed data,
with an S/N of 7 dB for each frequency component. Figure 9 shows
the 3.5-Hz noise-free and noisy data in the source/receiver domain
for the horizontal component of particle velocity.

Results

The Vp and Vs models obtained with the different minimization
criteria are shown in Figure 10. The ¢,-norm again provides the most
reliable results. The Huber and hybrid criteria show quite robust re-
sults, particularly in the shallow part of the models, even if the hy-
brid criterion suffers from high-frequency artifacts despite the
smoothing regularization operator applied to the perturbation model
at each iteration. The models obtained with the €,-norm are polluted
by strong artifacts, particularly in the thrust area and in the deep
structure.

DISCUSSION
Offshore Valhall model

The results of the first test, where only ambient noise without out-
liers was considered, show reliable reconstruction of the V, model
for the four norms, whereas only the €, Huber, and hybrid function-
als reliably reconstruct the Vs model.

In this shallow-water environment with low-velocity contrasts at
the seabed, Vp imaging is more linear than Vs imaging for two main
reasons. First, the larger P-wavelengths are resolved less well than
their S-wave counterparts and are therefore less sensitive to the inac-
curacies of the starting model in the framework of a multiscale re-
construction (Brossier et al., 2009a). Second, the P-waves dominate
the seismic wavefield, whereas the P-to-S waves have a weaker foot-
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Figure 8. (a) True and (b) starting V» models for the synthetic SEG/
EAGE overthrust tests. The Vg models are derived from the Vp mod-
els using a constant Poisson ratio of 0.24.
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Figure 9. Real part of the 3.5-Hz frequency-domain data in the source/receiver domain for the overthrust model. (a) Noise-free horizontal com-
ponent of particle velocity recorded by geophones; (b) added noise; (c) resulting contaminated data used for FWI.
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Figure 10. Reconstructed (left panels) Vp and (right panels) Vs models for the overthrust
test obtained by FWI. (a-b) €,-norm; (c—d) €,-norm; (e—f) Huber criterion; (g—h) hybrid

criterion.

print in the data. The limited signature of the S-waves in the data
makes the inversion poorly conditioned for the S-wave parameter
class, even with noise-free data.

Brossier et al. (2009b) show how the hierarchical two-step strate-
gy allows us to increase the sensitivity of the inversion to the Vs pa-
rameter during the second step and, hence, the successful recon-
struction of the Vg model with the €,-norm in the case of noise-free
data. However, adding noise to the data still contributes to the weak-
ened sensitivity of the FWI to the P-to-S arrivals. In this case, the
two-step strategy implemented with the €¢,-norm failed to recon-
struct the Vg model. In contrast, the €,-norm and the Huber and hy-
brid criteria successfully converged toward acceptable Vs models by
mitigating the contribution of the residual amplitude in the recon-
struction.
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The second test, where outliers were intro-
duced into the data, illustrates the expected fail-
ure of the €,-norm in the presence of high-ampli-
tude isolated noise. The €,-norm intrinsically am-
plifies the weight of the high-amplitude residuals
during inversion, causing divergence of the opti-
mization if the residuals do not correspond to use-
ful seismic arrivals. The €,-norm as well as the
Huber and hybrid criteria show stable behavior
for Vp imaging in this unfavorable context be-
cause the isolated, high-amplitude outliers have a
negligible contribution in these functionals. The
strong robustness of the ¢,-norm with respect to
noise is illustrated by its ability to reconstruct the
Vs model from low-amplitude P-to-S converted
waves, even in the presence of outliers.

Onshore SEG/EAGE overthrust model

In an onshore context where body waves and
surface waves are jointly inverted, data are very
sensitive to Vp and Vg parameters. For example,
Vs velocities on the near surface have a signifi-
cant impact on high-amplitude surface waves. If
the starting Vp and Vs models for FWI are not suf-
ficiently accurate, then high-amplitude surface-
wave residuals can direct the inversion toward a
local minimum of the misfit function. In this context, data redundan-
cy provided by the simultaneous inversion of multiple frequencies is
essential to converge toward acceptable models (Brossier et al.,
2009a). In the case of noisy data, however, it might be necessary to
strengthen this redundancy by decreasing the frequency interval
within each frequency group when the ¢,-norm is used.

Figure 11 shows the V; and Vs models obtained with the €,-norm
when the number of frequencies per group increases from three to
nine: (1.7, 1.8, 2.0, 2.3, 2.5, 2.7, 3.0, 3.2, 3.5) and (3.5, 3.8, 4.1,
44,48,5.2,6.0, 6.5, 7.2) Hz. Improvements of the Vp and Vg
models, compared to those of Figure 10a and b, clearly show that in-
creasing the data redundancy improves the S/N of the models at the
expense of computing cost. On the contrary, the €,-norm shows
more stable behavior in the presence of noise and therefore provides
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Distance (km)

Figure 11. Reconstructed (a) Vp and (b) Vs overthrust models after
FWI using the €,-norm applied to a dense data set of two slightly
overlapping groups of nine frequencies each. Note the improvement
in the S/N compared to Figure 10a and b.

more reliable results with efficient frequency-domain FWI, where
only a few frequencies are involved in the inversion. The Huber and
hybrid criteria show less convincing results than the Valhall experi-
ment, highlighting the difficult tuning of the threshold €.

Implications for 3D FWI

Some implications for 3D FWI can be derived from the results of
the synthetic experiments. Historically, the two main motivations
behind 2D frequency-domain modeling and inversion are (1) to de-
sign computationally efficient algorithms by limiting modeling and
inversion to a few discrete frequencies and (2) to design multiscale
strategies by proceeding from low frequencies to higher ones (Pratt
and Worthington, 1990). For 3D problems, comparative analyses of
modeling methods has shown that time-domain explicit-scheme
modeling provides a computationally efficient alternative to fre-
quency-domain modeling methods based on direct or iterative solv-
ers to perform frequency-domain FWI (Nihei and Li, 2007; Plessix,
2007, Sirgue et al., 2008; Virieux et al., 2009).

Our results have highlighted the benefits provided by data redun-
dancy for performing robust elastic FWI, where Vp and Vs are recon-
structed and the €,-norm is used. Therefore, is it worth leaving the in-
version in the frequency domain if the time-domain modeling en-
gine provides the opportunity to exploit the data redundancy fully by
means of time-domain FWI? A more quantitative analysis of the
computational burden that results from implementing the inversion
in the time domain compared to the frequency domain might be
needed to answer this question. The computational burden resulting
from implementing the inversion in the time domain might result
from disk access or extra forward-problem resolutions that depend
on the implemented numerical strategy (Akcelik, 2002; Liu and
Tromp, 2006; Symes, 2007). Multiscale strategies in time-domain
FWI can be implemented using the approach of Bunks et al. (1995),
where successive inversions of data sets of increasing high-frequen-
cy content are performed. If efficient 3D elastic frequency-domain
FWI must be performed, the €,-norm definitively provides the more
robust criterion for the noise levels investigated in this study.

CONCLUSIONS

Application of elastic FWI to offshore and onshore data shows the
strong sensitivity of the €,-norm to non-Gaussian errors in the data
when decimated discrete frequencies in FWI are considered for
computational efficiency. The marginally used €,-norm appears to
be weakly sensitive to noise, even in the presence of outliers. It pro-

vides stable results for onshore and offshore FWI applications. In
particular, the €,-norm allows successful inversion of low-ampli-
tude P-to-S arrivals for reliable Vs model building in an offshore en-
vironment, even in the presence of noise. Alternative functionals
such as the Huber and hybrid criteria, which combine the ¢,- and
£,-norms, can provide stable results if the threshold controlling the
transition between the €, and the €, behaviors is well chosen. The ju-
dicious estimation of this threshold by trial-and-error tests is a clear
drawback of the Huber and hybrid criteria, even if these functionals
should be as good as the ¢;-norm if the threshold is well chosen.
More automatic functionals, such as the €,- or €,-norms, should
therefore be recommended for inversion of field data.

The €¢,-norm reveals an interesting alternative to the €,-norm, es-
pecially when decimated data sets are processed by efficient fre-
quency-domain FWI. However, the results obtained with the
€,-norm can be improved in the presence of ambient noise by in-
creasing the data redundancy through simultaneous inversion of
multiple frequencies at the expense of computing costs.

Some implications for 3D FWI can be derived from these conclu-
sions. On the one hand, the €,-norm might be an appealing alterna-
tive to the £,-norm for FWI based on frequency-domain seismic
modeling, which requires consideration of a limited number of fre-
quencies for computational efficiency. On the other hand, explicit
time-marching algorithms are competitive with frequency-domain
seismic modeling methods for 3D problems. If the wavefields are
computed fully in the time domain for computational efficiency, the
inversion of decimated data in the frequency domain may not pro-
vide a significant computational savings compared to a time-domain
inversion. In this case, the inversion may be left in the time domain to
take full advantage of data redundancy.
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