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Abstract. Who are the most appropriate candidates to receive a call-for-paper or
call-for-participation? What session topics should we propose for a conference
of next year? To answer these questions, we need to precisely predict research
topics of authors. In this paper, we build a MLR (Multiple Logistic Regression)
model to predict the topic-following behavior of an author. By empirical studies,
we find that social influence and homophily are two fundamental driving forces
of topic diffusion in SCN (Scientific Collaboration Network). Hence, we build
the model upon the explanatory variables representing above two driving forces.
Extensive experimental results show that our model can consistently achieves
good predicting performance. Such results are independent of the tested topics
and significantly better than that of state-of-the-art competitor.

Keywords: topic-following, social influence, homophily, SCN.

1 Introduction

User behavior understanding and prediction are important tasks in social computing.
One of the typical tasks is to underhand the author behavior from the public publication
records and one of the most interesting author behaviors is topic-following. In general,
among all possible topics, an author may select one or several as his future research
topics due to his limited time and efforts. Then, a problem will naturally arise: Can we
predict the topic of the next paper for an author? More specifically, given the historical
publications of an author, can we predict the most possible topic of his next papers? In
this paper, we answer this question with a positive answer by successfully modeling the
topic-following behavior of authors.
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One may directly use the historical topics of an author to predict the topic of his/her
next papers. However, such information in general is insufficient for acceptable accu-
racy of prediction. Because an author’s topic-following behavior is subject to many
other factors, such as the influence from his/her collaborators, the current popular top-
ics, historical topics etc. These factors are usually mixed together to affect an author’s
topic-following behavior.

In this paper, by empirical studies, we found that the topic-diffusion on the co-author
networks has significant influence on authors’ topic-following behavior. Hence, our ba-
sic idea is first constructing a scientific collaboration network, and then model the users’
topic-following behaviors by explanatory variables observed from the topic-diffusion
among authors in the network.

1.1 Applications
Our research is driven by the following real applications:

1. Call for participation or paper submission. When a workshop for a certain topic
is announced, delivering the call-for-paper or call-for-participation to the most ap-
propriate candidates who are interested in the topic is critical for the success of the
workshop.

2. Proposal of session topic. Suppose we need to organize a conference of the next
year. What topics should be proposed as sessions of the conference to attract as
many attendees as possible? If an accurate topic-following model is available, we
can easily summarize the amount of potential audience for sessions of different
topics.

The model can also find more applications, such as advertisement, friend recommen-
dation etc. For example, in online social networks, by identifying the topics of posts or
comments produced by users, we can deliver advertisements of the topic to potential
users who are recognized by the topic-following model [[1]]. In addition, we can recom-
mend the users who will follow the same topic as the friends of the objective users [2].

1.2 Topic Diffusion

Topic diffusion in Scientific Collaboration Network (SCN) is one of important pro-
cesses that may influence the topic-following behavior of an author. SCN is a co-author
network, in which each vertex is an author and each edge represents a co-author rela-
tionship. Intuitively, if a topic is diffused to an author from many of his coauthors in the
SCN, it is of high probability that he will adopt the topic in his future publications. In
this paper, we build our topic-following model based on the topic-diffusion principles
in SCN.

Generally speaking, there are two typical ingredients which impact information dif-
fusion among individuals in a social network: social influence and homophily [3, 4]:

1. Social influence means that an individual tends to adopt behaviors of his neighbors
or friends.
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2. Homophily is the tendency of individuals to choose friends with similar character-
istics [3,15].

Social influence depends on the structure of the social network. In contrast, homophily
focuses on the attribute similarity among individuals, in other words, it does not matter
whether they are connected to each other. These two factors have been widely inves-
tigated as the underlying mechanisms accounting for linkage formation in large social
networks [5].

1.3 Challenges and Contributions

Thus, we first need to understand the effect of social influence and homophily on topic
diffusion in SCN before we can precisely model authors’ topic-following behavior. Un-
fortunately, most previous research work on SCN mainly focus on macroscopic struc-
ture of the whole network [6, [7], collaboration pattern [8] or community evolving [9],
leaving topic diffusion in SCN rarely investigated. Many findings about information
propagatiorﬂ on other social networks have been discovered, but the diffusion laws ob-
served on these networks in general do not necessarily hold in SCN any more.

Hence, the purpose of this paper is two-fold. First, understanding the effects of social
influence and homophily on topic diffusion in SCN. Second, developing an effective
topic-following model based on the above findings. However, there still exist many
challenges that remain unsolved.

— First, it is difficult to distinguish impacts of social influence and homophily from
each other. Because they are often mixed together [10] to affect topic diffusion.
Furthermore, quantifying their impacts on research topic-following is subjective.

— Second, it is hard to accurately define topics for papers due to the uncertainty and
multiplicity of topic identification. Since topic-following behaviors of authors are
topic-sensitive, precisely defining the topic of a paper is critical for the model’s
performance.

— Third, sample sparseness poses a great challenge. Many scientists have quite small
number of papers and many topics have only a few papers, which generally bring
great challenges to accurately predict the authors’ topic-following behavior.

In this paper, we address above challenges and make the following contributions:

— First, we uncover the effects of social influence and homophily on topic diffusion
in SCN by extensive empirical studies.

— Second, we propose a Multiple Logistic Regression (MLR) model based on the
empirical results to predict topic-following of authors.

— Third, we conduct extensive experiments with comparison to the state-of-the-art
baseline to show the advantage of our proposed model in prediction performance.

Although our model is proposed for SCN, it can also be used in other social settings, for
example, predicting buyer behavior in e-commerce, topic prediction in microblogging
etc.

!'In the following texts, information propagation or information spreading may also be used
interchangeably with information diffusion.
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1.4 Organization

The rest of this paper is organized as follows. Sect. 2 is a brief review of related work.
We introduce the basic concepts and try to identify the effects of social influence and
homophily on topic diffusion in SCN in Sect. 3. In Sect. 4, we present empirical results
about driving forces of topic propagation in SCN. Based on the findings in empirical
analysis, in Sect. 5, we propose a MLR model to predict topic-following of authors with
the comparisons to the baseline approach. At last, we conclude our work in Sect. 6.

2 Related Work

We review the related works from the following three aspects: information diffusion,
scientific collaboration network, and user behavior modeling.

Information diffusion. Topic diffusion can be regarded as a special case of informa-
tion/idea propagation on social networks, which has already been studied in sociology,
economics, psychology and epidemiology [11-13]. Many research work of informa-
tion diffusion focused on concrete object propagation on online Web media, such as
article diffusion on Wikipedia [4], picture diffusion on Flickr [3], post diffusion on
Blogsphere [14, |15] and event diffusion on Twitter [16], but for topic addressed in
this paper, it is rarely explored in terms of information diffusion on social networks.
Although D.Gruhl et al. studied topic diffusion [[15]. But their focus is the social net-
work in Blogsphere other than SCN. Research topics of SCN have also been inves-
tigated in [[17, [18]. But they focused on detecting topic evolution and transition over
time. Social influence and homophily have been regarded as two major causal ingre-
dients [3, 10, 4] of information diffusion on social networks. It is widely established
that it is social influence and homophily as well as their interactions that determine the
linkage formation of individuals [[19,/13] or interplays between two individuals in social
networks [20]. It is a traditional belief that social influence accounts for the information
diffusion on typical social networks [11}, [14]]. However, recent study in sociology ar-
gues that homophily also plays an important role for individuals to follow others’ idea
or adopt others’ behavior [21]]. As a result, some literatures [22, 4] studied the cumula-
tive effects of social influence and homophily on diffusion cascading. However, to the
best of our knowledge, the effects of social influence and homophily on research topic
diffusion in SCN have rarely been reported.

Scientific collaboration network As a typical social network, SCN was systematically
investigated by Newman ef al. [6, §]. But they only focused on the structural proper-
ties of the network without exploring topic diffusion. The SCN constructed in [23] is
identical to the one used in this paper, but it studied the evolution of collaboration be-
tween individuals instead of research topic diffusion. Tang et al. [24] also investigated
topic-level social influence on SCN, but they did not take homophily’s influence into
account.

User behavior modeling Information spreading can be considered as one kind of user
behavior. Many user behavior models have been proposed in previous studies. For ex-
ample, some works [23, [26] modeled retweet patterns of users in Twitter. Others [27, 3]
modeled the user interaction pattern in Flickr and MySpace. All these works did not
model topic-following behavior in SCN.
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3 Preliminaries

In this section, we first review the preliminary concepts about topic diffusion in SCN.
Then we propose our solution to quantify the influence of social influence and ho-
mophily on topic diffusion in SCN.

3.1 Basic Concepts

We first formalize SCN and explain the rationality to use SCN, then formalize the con-
cept of author’s topic-following behavior in SCN.

Scientific Collaboration Network (SCN) is a co-author network. We give the formal
definition of SCN in Definition [l Notice that SCN is evolving over time, the snapshot
of SCN at time ¢ is denoted by G;. Its vertex set and edge set are denoted by V; and E,
respectively. G encodes all coauthor relationships till time ¢. In other words, if t; < 5,
Gy, is a subgraph of Gy,, i.e., Vi, C V4,, By, C Ey,. And for an edge e, € Ey,, we
have wy, (ey,0) < Wy, (€y,p)-

Definition 1 (SCN). A Scientific Collaboration Network is an undirected, edge-
weighted graph G = (V, E,w), where node set V' represents authors, edge set E rep-
resents coauthor relationships, and w : FE — N is the weight function of edges. For
each edge ey, € E, w(ey ) is defined as the number of papers that w and v have ever
coauthored.

Rationality to Use SCN. In this paper, we mainly focus on SCN constructed from
DBLP data set. The reason is two-fold.

— First, it is a good approximation of social networks in real life since most coauthors
are acquainted to each other. SCN shares many generic properties of a social net-
work. Most principles guiding the users’ behavior on social networks still hold true.

— Second, SCN extracted from DBLP contains enough clean information. DBLP con-
tains plenty of computer science publication records, each of which includes title,
author list, venue information and publishing year. These information allows us to
explore the topic-following behavior of authors. DBLP dataset is cleaned before its
publication. Some noise in the data, such as name ambiguity, has been preprocessed.
Thus, the extracted SCN is free of such noise.

Topic Diffusion. Given a topic s, we say an author u followed s if u has published at
least one paper of s. Moreover, the set of authors who published at least one paper of
topic s in year ¢ is denoted as U} whose size is |U}|. Similarly, authors who published
papers of s up to year ¢ are denoted by UZ,. Then, the popularity of topic s in year t
can be measured by |U;|. The diffusion of topic s is a dynamic process which can be
observed from the evolution of |U| along time ¢. DBLP only records the year when a
paper was published, thereby the unit of one time step is defined as one year when we
study temporal properties of topic diffusion.

Dataset Description and Topic Extraction. We select the papers published up to year
2011 from the seven major categorieﬂ e.g., database, data mining, World Wide Web, to

2 http://academic.reserach.microsoft.com
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construct SCN. The resulting SCN contains 193,194 authors and 557,916 co-authoring
relationships. Identifying the topic of each paper is a preliminary step for the study of
topic diffusion. We select 25 representative topics, such as Query Processing, Privacy
and Security, and Social Networks, etc. Then, we build a SVM [28] classifier trained on
a manually-labeled dataset to classify each paper into the 25 topics.

3.2 Social Influence and Homophily

In this subsection, we present our solution to evaluate the effects of social influence and
homophily on topic propagation in SCN. We first show that it is intractable to precisely
distinguish them from each other. Hence, we turn to a qualitative way to evaluate the
two factors’ effects. In general, it was well established that the more neighbors adopting
an idea, the more possible himself will follow the idea. Thus, we evaluate the effect of
social influence by the number of neighbors who have adopted a topic before. In DBLP,
the topic similarity is a good indicator of the homophily between two authors. Thus, we
use topic similarity to evaluate the effect of homophily.

Intractability. In general, it is intractable to precisely distinguish the effects of so-
cial influence and homophily from each other [[10,13]. We illustrate this by Figure[l In
the graph, a dark node represents an author who has followed a certain topic (say s).
In G;_1, only one author a has ever published a paper of topic s. Then in G, author
d, h, f, g also adopt the topic. Since d and h are the direct neighbors of a, we can as-
sume that they are infected by a’s influence through social ties between them. However,
we can not exclude the possibility that the topic-following behavior of d and A is due
to their own interests on the topic. f and g have no direct links to a. They are linked to
a only by two-step paths. Hence, we may assume that their topic-following behaviors
are mainly due to homophily since in general social influence through indirect links is
weak. However, it is also possible that e learned about topic s from a and then recom-
mended it to his neighbors f and g. Hence, it is hard to precisely quantify the effect of
social influence and homophily.

Social Influence in SCN. Social influence refers to the process in which interactions
with others cause individuals to conform, e.g., people change their attitudes to be more
similar to their friends [22, 4]]. In the context of topic diffusion in SCN, social influence
can be characterized as the tendency of an author adopting the same topic as his neigh-
bors. In general, the more neighbors infected by the topic, the more tendency he will adopt
the same topic of his neighbors. Thus, the effect of social influence can be directly evalu-
ated by the the number of neighbors who have published papers of a certain topic [10]. In
other words, if an author followed a topic at ¢ and a significant number of his neighbors
(i.e., coauthors) had ever published papers of this topic before year ¢, it would be of high
confidence that the author’s topic-following behavior is affected by social influence.

Homophily in SCN. In our study, we use topic similarity among authors to approximate
homophily in SCN. Homophily can be regarded as demographic, technological, behav-
ioral, and biological similarities of individuals [[10,I5]. It is intractable to precisely define
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homophily in SCN due to the limited information available from DBLP dataset. One
good approximation in SCN is fopic similarity. We use the history topic vector to repre-
sent an author’s research interests, which can be formally defined as u = [n1, na, ..., nos)
€ N2 here each n; is the number of the author u’s papers belonging to i-th topic. Then,
the topic similarity between author v and v can be given as follows:

Definition 2 (Topic Similarity). Given two authors u and v, the topic similarity of
author u and v is defined as,

u-v

ey

sim(u,v) = cosine(u,v) o]
Note that w and sim(u, v) are time-dependent variables, which are calculated within a
time window. Recall that |U;| varies as time elapses. By summarization, we find that
most topics’ |Uf|s keep above 80% of peak value only for three years, indicating most
scholars retain their interests of one topic for about three years. Hence, we will count
n; according to the papers published in a three-year time window [t — 3,¢ — 1] when
computing u at time ¢.

Further we define the topic similarity between one author u and a group of authors
U. Similarly, we first define a history topic vector for U as U = [Ny, Na, ..., Nag],
where NN; is the total number of papers of ¢-th topic composed by any one in U, then
we have sim(u,U) = cosine(u,U). U is also calculated within three-year window.

Nonueg| Ut 1 U2
NuwnUe=g| Uz | Us
© author following a topic 0  distu,Uo)-Ax o  dist(u,Uo)
Fig. 1. Tllustration of topic diffusion. Social in- Fig. 2. The division of Up

fluence and homophily are mixed together to af-
fect topic diffusion.

4 Empirical Study

In this section, we present the empirical study results. Our purpose of empirical study is
two-fold. First, in Sec .1l we show that social influence and homophile are two funda-
mental driving forces of topic diffusion in SCN. Second, we reveal the way that social
influence affects topic diffusion in Sec 4.2l

4.1 Driving Forces of Topic Diffusion

We first give the detail of our experiment design, then give the results.
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Experiment Design. Let Uy = UZ, , i.e., the set of authors who have published papers
of topic s till ty. We will focus on U, = Vi, — Uy, i.e., those who have not published
any papers of topic s till ¢y. Uy can be divided into four disjoint subsets Uy, Us, U3 and
U, b, according to two conditions. This division of U, is illustrated in Figure 2] where
N (u) is the neighbor set of w.
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Fig. 3. Evolution of driving forces of individuals’ topic-following. Both social influence and ho-
mophily are effective on topic diffusion in SCN. And both of them decay in an exponential way.

The first condition is whether there exist neighbors that belong to Uy. If exist, this
author may publish a paper of topic s due to social influence [[19, 3]. The second is the
discrepancy of an author’s topic vector to Uy’s. Specifically, for each author v € Uy,
we can calculate dist(u, Up) = 1 — sim(u, Up), i.e., the distance between topic vectors
of u and Up. Then, we compute the standard deviation o for {dist(u, Up)|u € Up}. We
further set a threshold 7 = dist(u, Uy) — A X o, where dist(u, Up) is the mean value
and 0 < \ < 1 is a tuning parameter. Any author u € Uy with dist(u, Uy) < 7 will be
identified as the one whose topic vector is sufficiently similar to Uy. These authors may
publish a paper of topic s after ¢y driven mainly by homophily [3].

Accordingly, if there are authors in U; (1 < ¢ < 4) publishing a paper of topic s
after 4o, those in U; may be affected by social influence as well as homophily; those
in Uj are affected merely by social influence; those in Us may be affected merely by
homophily. While U, represents the remaining authors who are not influenced by the
two forces with high probability.

For each U; (1 < ¢ < 4), we count the number of authors who publish the paper
of topic s after to for each s. Then, we calculate the proportion of authors within each
U, that follow the topic. This proportion can be regarded as the probability that an
author within each group will follow the topic. Each proportion is normalized over all

3 We may also use U;(s) to denote each U; when topic s needs to be specified explicitly.
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topics. For example, the proportion of authors within U; over all topics is normalized

as: % lgig‘:;} , where U1 (s) C Vi, — UZ, and U] (s) is the set of authors in Uy (s) that

followed topic s after ¢y.

Results. The experimental results are shown in Fig. 3 where ¢, € [2005,2007] and
X = 0.8. Fig.Bla) shows that authors exhibiting more topic similarity to Uy or having
more neighbors in Uy are more probable to follow the topic than those without these
characteristics. We also can see that the cumulative effect of social influence and ho-
mophily on topic diffusion is more significant than either one of these forces. Moreover,
it can be observed that the effects of social influence, homophily and their mixture are
decaying in an exponential way as time elapses. Generally, three or four years later af-
ter to, minor effects can be observed (Similar results can be observed when we vary the
year window to compute dist(u, Up)). These facts indicate that social influence and ho-
mophily are generally time-sensitive. When we compare social influence to homophily,
we find that social influence is more sensitive to time. These findings provide additional
evidence for the time-sensitivity of social influence, which was first discovered in the
study of product-adopting behavior [[10].

All above findings are generally consistent with those found in specific topics, e.g.,
Privacy and Security, P2P and Grid and Query Processing, as shown in Fig.[3B(b)~(d).
Different topics only show minor difference on the decaying speed.

4.2 Social Influence

In this subsection, we show that the number of infected neighbors and relationship
strength have positive influence on topic diffusion.

Dependency on the Number of Infected Neighbors. It has been shown that the prob-
ability that an individual joins a group depends on the number of his friends in this
group [[19]. Then, does an individual’s topic-following behavior also depend on the
number of his neighbors who have followed the topic before? We get a positive result
from the following studies.

We first summarize the probability p with which an author follows his neighbor’s
research topic, as the function of the number or the proportion of his neighbors that
have followed the topic. Let U, be the set of authors that have x neighbors who have
ever published papers of a given topic before. In U, some of them will follow the
behavior of their neighbors to publish papers of the same topic. The set of such authors
is denoted by U. Thus, for each value of x, we can define p(z) as:

_ sl

2

p(z) can be similarly defined when z is the proportion of neighbors who have ever
published papers of a certain topic before.

The correlation between p(x) and x is shown in Fig. Ml It is clear that for either case
when z is the number (Fig.H{a)) or proportion (Fig.[(b)), p(x) generally increases with
x, strongly suggesting the probability that an author will follow a topic heavily depends
on the number/proportion of his neighbors who have followed the topic.
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All above results about neighbor’s influence are consistent with classical diffusion
theory. It was shown in [[L1]] that innovation decision is made through a cost-benefit
analysis where the major obstacle is uncertainty. Similarly, in topic diffusion, when
more neighbors have followed a topic, other authors will be more certain about the ben-
efit of following a certain topic, and consequently it is quite probable that an individual
is persuaded to accept it.

0.21 0.14 0.20 —
S
0.18 0.12 g o015l
g
015 <010 g
a =% 5 010}
0.12 0.08 e
hel - R
0.09 0.06 & 005r E/‘\{
o
0.06 0.04 S0l .
6 12 18 24 10% 20% 30% 40% OO 18 24 30 36 42 48
(a)xas# (b) x as proportion edge weight
Fig.4. p(x) vs X, shows that an author’s Fig. 5. Prob. of being infected vs edge
topic-following behavior depends on the num- weight. This figure shows that the
ber/proportion of his neighbors who have fol- strength of coauthoring is influential on
lowed the topic. the direct propagation from an author to
his neighbors.

Dependency on Strength of Coauthoring. Recall that in SCN (Definition [I), each
edge is assigned a weight indicating the number of coauthored papers. Thus, whether
the strength of the edge is influential on the direct propagation from an author to his
neighbors? The answer is Yes based on the following studies.

To answer the question, we summarize the correlation between the strength of coau-
thoring and the probability that a topic is propagated from an author to his neighbors.
In general, more coauthored papers imply more common research interests, or other
similarities between authors. Hence, it is expected that the probability of direct prop-
agation is positively correlated to edge weight. The plot shown in Fig. [3] verifies our
conjecture. In the figure, the probability of direct propagation is measured by the pro-
portion of edges on which direct propagation happens, and is plotted as a function of
edge weight. It is evident from the figure that direct propagation probability increases
with the growth of edge strength. In other words, an individual is more likely to follow
the research topics of his neighbors who have tighter relationships with him. This ob-
servation is consistent with our intuition that one person is likely to share his friend’s
interests or follow his friend’s ideas.

S Modeling Topic Diffusion in SCN

Based on the previous empirical results, in this section, we will propose a MLR model
to predict the topic-following behavior of authors in SCN. Next, we will present the
detail to build the model and evaluate predicting performance of the model.
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5.1 Model Selection

Recall that for the authors who have not yet published any papers of a given topic before
t, we intend to accurately estimate the number of them that will/or not follow the topic in
t and future. This problem can be casted as a typical binary classification problem. Lo-
gistic Regression Model is one of the most widely used binary classifiers, which has been
widely used in applications of medicine, genetics, business and etc. In this paper, since
the behavior of individuals’ topic-following is driven by more than one force, we adopt
Multiple Logistic Regression (MLR for short)[29] to predict topic diffusion in SCN.

In MLR, dependent variable Y is a binary response variable with only two possible
values, 1 or 0, which respectively represents whether an author will or not follow a
certain topic if he has not adopted it before. And the value of Y relies on the multiple
explanatory variables x;, each of which represents an influential factor that affects an
author’s topic-following behavior. Let 7(z) = P(Y = 1) be the probability that an
author will follow a certain topic. In MLR model, a linear relationship is established
between logir function of 7(x) (or log odds of 7(x)) and p explanatory variables. The
detailed model can be described as the following equation:

m(x)

1-— W(x)

By simple transformation, we can calculate 7(x) by the following equation:

m(z) = 1/(1 4 e~ (@ ¥imbi)) (4)
where we have 0 < 7(z) < 1. Both « and f3; are the parameters that can be estimated
by training the model. Since MLR is used as a binary classifier, we still need a cutoff
value (cv for short) to help us classify each author into two categories. The simplest
rule to use cv for classification is: if m(z) > cv, Y = 1; otherwise Y = 0. Typically,
cv = 0.5 is used.

logit[r(z)] = In a+ X0 B, 3)

5.2 Explanatory Variables

Previous empirical studies suggest two explanatory variables representing social in-
fluence and homophily, respectively, to model the probability of topic-following. As
we can see in Fig.[3l topic-following behavior of an individual in SCN varies as time
elapses. So the two explanatory variables are time-dependent and are always discussed
w.r.t. year .

For Social Influence. We have shown that the probability that an author follows a topic
is positively correlated to the number of his neighbors who have already followed the
topic, as well as the strength of social ties between them. Similar to belief propagation
model on factor graph [30], we quantify social influence as follows. For an author u,
the probability that u follows the topic s at year t can be given as:

eu v)
Fsy(u,s,t) x f(v,s,t—1) (5)
ve%:(u) 2ven(u) W(Euo)

where N'(u) is the neighbors of u who have followed topic s before u, w(e, ) is the
weight of edge e, , and f(v,s,t — 1) quantifies the influence from w’s neighbor v in
t — 1. The function f(-) can be precisely defined as,
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S
f(v,s,t) = 0Fsr(v,s,t) + Zt (6)
where 0 < § < 1 is a punishing parameter, n; is the nultnber of u’s publications at ¢
among which n] papers belong to topic s.

In the definition of f(v,s,t), dFs;(v, s,t) summarizes the influence inherited from
v’s direct neighbors and indirect neighbors. As we have discussed in the example of
Fig. [Tl indirect neighbors may also have potential influence on topic-following by some
intermediate authors. However, generally such indirect social influence degrades in an
exponential way as the propagation length increases [31]. Hence, we need § (§=0.5 in
our experiments) to punish the influence from faraway neighbors. The ratio Zi accounts
for v’s interest on topic s in year ¢.

The computation starts from Fsy(u, s,to) for each author v with o = 2002. The

<ty

initial value is set as Then, the computation proceeds iteratively for each year

<tg
raning from ¢y +1 to ¢. Asoabove, Equation[3will produce large Fis; when an individual
has many infected neighbors and retains strong relationships to these neighbors, which

confirms the findings about driving effects of social influence.

For Homophily. Homophily indicates that an author u tends to follow the topic of
those whose research topics are similar to himself. This factor can be captured by
Frs(u, s,t), which can be directly defined as the topic similarity between an author
u and the group of authors who have ever published paper of the same topic before year
t:

Frs(u,s,t) = sim(u,UZ,) 7
Finally, Equation[3] can be rewritten as,

logit[m(x)] = a + B1Fsr + P2 Frs ®)
We use maximum likelihood method to estimate all parameters, i.e., o and each ;.

5.3 Sample Preparation
In this subsection, we introduce our sample selection for model training and testing.

Preparing the Samples. To build the MLR model, we collect publications in year
[2004, 2008] as the training data and the publications in year 2009 as the testing data.
Note that we build MLR model for each topic since the parameters are topic sensitive.

Suppose now we need to generate samples for a certain topic s. In general, the
topic-following behavior of authors who seldom publish papers in one year is subject
to randomness, and hence their behaviors tend to be outliers. Therefore, we will only
consider those authors who published significant number of papers in one year as the
valid training samples. In our experiments, the threshold is set to 3 papers. Then, all
valid authors will be collected for each year ¢ in [2004, 2008]. Thus, each pair < u,t >
(2004 <t < 2008 and w is a valid sample) will be regarded as one training pair sample
for topic s.

Now, for each pair sample < u,t >, we need to assign a value of 0 or 1 to the binary
response variable Y. We process Y as follows: Y = 1 if author u publishes at least one
paper of topic s or other topics closely related to s during the three-year time window
[t,t+2]; otherwise Y = 0. The setup of three-year time window is due to the following
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two reasons. It generally takes one or two years (or even more) for an author to follow
a certain topic. It also takes time for a topic to be diffused to more authors especially
for a new topic.

Relaxing the Topics. In the computation of the response variable, topic s is relaxed
to be itself or some other related topics, which is due to the fact that many topics are
closely related to each other. For example, the topic XML is closely related to Query
Processing since one of the core tasks in XML data management is XML query pro-
cessing. As a result, many authors may publish papers containing more than one topic
and usually change their research interests from one topic to another related one. Given
an author u, we say a fopic transition s; — So happens in year ¢ if u first published a
paper of topic s; in year ¢; and then published a paper of topic s» in year to such that
to > t;. Based on it, we can define topic transition probability from s; to so before

year t as follows,
Dttt (UG DU
P(s1 = sg,t) = Thstest ik 9
(312 2,8) U ©

Next we use the following equation to identify topic s’ that is closely related to s:

P(s— ¢,t)

P(s — s,t) =7 (10)

where 7 is a threshold parameter defining the topic closeness. The rationale is that
if a topic s transits to another topic s’ with a high probability which is close to that
of s transiting to itself, s and s’ are supposed to be closely related to each other. In
our experiment, we set v as 0.65. We found that the v = 0.65 can find intuitively
appropriate related topics. For example, P2P and Grid is related to Web Service and
Semantics, Frequency Mining is related to Classification and Learning.

Balanced Sampling. We found that the training samples are imbalanced distributed
over two classes. For example, for topic XML, there are 9,127 negative samples (Y = 0)
and 2,517 positive samples (Y = 1). Traditional classification model aims to minimize
the number of errors made during training under the assumption of balanced data dis-
tribution over classes. They are therefore not suitable for class-imbalanced data. Hence,
we undersample negative samples [32] to ensure the balanced distribution of positive
and negative samples.

5.4 Model Evaluation

In this section, we will evaluate the predicting performance of our model. For compar-
isons, the regression model proposed in [3] is also tested as the baseline. The baseline
model also tried to predict the probability of an individual’s topic-following action.
But the model uses only one variable a, i.e., the number of already-active friends. The
baseline model is formulated as

logit[m(z)] = o+ Bin(a+ 1) (11)

Clearly, the baseline approach only considers the effect of social influence.

We first justify the rationality of the selected explanatory variables. For topic XML,
we give the parameters of MLR and the baseline model estimated by maximum likeli-
hood method in Table[Il From the table, we can see that in MLR, all the predictors can
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explain the response variable (all estimated ;s are significant enough (Sig. < 0.05)),
hence should be imported into MLR model as explanatory variables. Furthermore, we
can see that F'rg is more influential to response variable than Fg; since B2 as well as
its Wald is larger than (. Similar results can be obtained on other topics.

Table 1. Parameter estimation. S.E. is standard error of co- Table 2. Predicting perfor-

efficients, Wald and Sig. are Wald Chi-square and P-value mance of MLR and the base-

that test the null hypothesis of coefficient, respectively. ~ line model on XML, § = 1.1
in Fjg computation

Model ParaName Value S.E. Wald Sig. Metrics MLR baseline

o -1.620 0.064 6315 0.00 . icens. 72.9% 70.3%
MLR B, 4440 05097608 000  TCCEE D s
By 9566 0.3467636 000 o530 57 et
baseline o 0472 00401423 000  specificity 65.4% 48.7%
3 0.808 00443384 000 accuracy 68.4% 57.2%

Predicting Performance of the Model. In general, the performance of a binary classi-
fier can be measured by sensitivity, speci ficity, precision and accuracy [32], where
sensttivity (or recall) is the proportion of positive samples that are correctly predicted
by the model, speci ficity is the proportion of negative samples that are correctly pre-
dicted, precision is the proportion of instances classified as positive that are really
positive, and accuracy is the proportion of samples that are correctly predicted either
positive or negative. We give these metric results in Table[2] which shows that for all the
tested accuracy indicators, MLR is prior to the baseline model. In some applications,
for example, finding potential participants of a conference, we hope that more person
who are really interested in a certain topic can be found. In other words, in these cases,
improving recall and precision are more preferred. Hence, we also use Fg measure to
evaluate the combined score of recall and precision [32].

1+ 82) x precision x recall

Fy = (12)

B2 x precision + recall
We set 8 = 1.1 to favor recall a little.

Table [2 summarizes the prediction performance of MLR and the baseline model
against test samples. We find that MLR outperforms its competitor for each metric.
Specially, MLR outperforms the baseline model by about 20% with regard to accuracy,
and by 13% with regard to Fig. MLR achieves almost 70% accuracy and Fj, which
suggests that MLR is practically valuable in real applications.

We further give accuracy and F on each topic. As shown in Fig. [] and Fig. [7]
the advantage of MLR model over the baseline model can be consistently observed
independent on all the tested topics. Fig. [8 further shows the ROC (receiver operating
characteristic) curves [33] of MLR and the baseline model, where the area under MLR’s
ROC curve is 0.743 (area > 0.7 generally implies good predicting performance) sug-
gesting our model is more effective to predict topic-following than the baseline (whose
area is 0.638).
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Fig. 6. Comparison of predict- Fig.7. Comparison of predict- Fig.8. ROC curves show that
ing accuracy ing Fig MLR is more effective than
the baseline

6 Conclusion

Motivated by many real applications, such as call for participation or paper submission,
we build a Multiple Logistic Regression model (MLR) to predict the topic that an au-
thor will adopt. We build the model upon our understanding about the topic diffusion in
Scientific Collaboration Network (SCN). We find that social influence and homophily
are mixted together to affect topic-following behavior of authors in SCN through em-
pirical studies. We also uncover the characteristics that social influence affects topic
diffusion. By extensive experimental studies, we show that our model can consistently
achieves close to 70% accuracy and good Fjz. Such results significantly outperform the
state-of-the-art competitor model and can be applied in real applications.
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