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Abstract

Biological and medical sciences are increasingly acknowledging the significance of gene

co-expression-networks for investigating complex-systems, phenotypes or diseases. Typi-

cally, complex phenotypes are investigated under varying conditions. While approaches for

comparing nodes and links in two networks exist, almost no methods for the comparison of

multiple networks are available and—to best of our knowledge—no comparative method

allows for whole transcriptomic network analysis. However, it is the aim of many studies to

compare networks of different conditions, for example, tissues, diseases, treatments, time

points, or species. Here we present a method for the systematic comparison of an unlimited

number of networks, with unlimited number of transcripts: Co-expression Differential Net-

work Analysis (CoDiNA). In particular, CoDiNA detects links and nodes that are common,

specific or different among the networks. We developed a statistical framework to normalize

between these different categories of common or changed network links and nodes, result-

ing in a comprehensive network analysis method, more sophisticated than simply compar-

ing the presence or absence of network nodes. Applying CoDiNA to a neurogenesis study

we identified candidate genes involved in neuronal differentiation. We experimentally vali-

dated one candidate, demonstrating that its overexpression resulted in a significant distur-

bance in the underlying gene regulatory network of neurogenesis. Using clinical studies, we

compared whole transcriptome co-expression networks from individuals with or without HIV

and active tuberculosis (TB) and detected signature genes specific to HIV. Furthermore,

analyzing multiple cancer transcription factor (TF) networks, we identified common and dis-

tinct features for particular cancer types. These CoDiNA applications demonstrate the suc-

cessful detection of genes associated with specific phenotypes. Moreover, CoDiNA can

also be used for comparing other types of undirected networks, for example, metabolic,
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protein-protein interaction, ecological and psychometric networks. CoDiNA is publicly avail-

able as an R package in CRAN (https://CRAN.R-project.org/package=CoDiNA).

Introduction

Complex systems, exemplified by biological pathways, social interactions, and financial mar-

kets, can be expressed and analyzed as systems of multi-component interactions [1, 2]. In sys-

tems biology, it is necessary to develop a thorough understanding of the interactions between

factors, such as genes or proteins. Gene co-expression networks have been especially effective

in identifying those interactions [3–6]. In gene co-expression networks, nodes represent genes

and a (weighted) link between a pair of genes represents their connection; often calculated

from a similarity measure such as correlation or mutual information [7–9]. The sign of the

correlation may suggest an up- or down-regulation of one factor by the other [8, 10, 11]. It has

been shown that different conditions have distinct underlying regulatory patterns and there-

fore will lead to dissimilar networks even for a single system [1, 8, 12, 13] and genes that are

co-expressed are more likely to act as regulators [10, 14]. Similar systems also lead to different

networks, due to technical or biological background noise. This type of inconsistency can be

solved by combining multiple similar networks into a Consensus Network [8]. While the anal-

ysis of expression differences allows for identification of genes that are significantly differen-

tially expressed among two or more conditions [5, 15–18], it does not enable the investigation

of more complex patterns, such as changes in the rewiring of the regulatory relationships of

genes [19, 20].

Differential network analyses are able to capture changes in gene relationships and are thus

exceptionally suitable for understanding complex phenotypes and diseases [5]. Several meth-

ods for pairwise network comparisons exist, for example: CoXpress [21], CSD [22], DCGL

[20, 23], DICER [14], DiffCoEx [24], DiffCorr [15, 25], Gain [26], MIMO [27], ModMap [28],

NetAlign [29], SAGA [30], the discordant method [31] and QNet [32]. In Table 1 we present a

brief comparison of those methods along with the ones that compare more than two networks.

Each of those methods relies on different input data to either construct and later compare or

solely compare the networks. Extensive comparisons of similarities and differences in these

methods can be found elsewhere [10, 18, 19, 22, 33].

It is often aimed for a comparison of more than two networks simultaneously, such as gene

co-expression networks arising from different species, tissues or diseases, or co-existence net-

works from different environments. Existing methods for contrasting multiple networks focus

on identifying modules of differentially co-expressed genes [1, 20, 23, 34–36], thereby allowing

the identification of gene groups that are functionally related. Note that, such module-centric

analyses do not enable a straightforward identification of which links have changed between

networks or which nodes are most differentially connected in the networks. Moreover, by

focusing on subnetworks, modules, communities or clusters instead of whole transcriptome

networks, scientific insight might be limited. To address these shortcomings, we present here a

method that compares multiple networks of unlimited size at the level of links and nodes.

Our novel method, CoDiNA (Co-expressionDifferencial Network Analysis), is imple-

mented as an R package that also includes an interactive tool for network visualization. Our

method was first employed to find common, specific or different links and nodes in a study of

neurogenesis of induced Pluripotent Stem Cells (iPSC) with or without the presence of the

micro RNA (miR) − 124 [13]. There, CoDiNA identified links that existed specifically only in
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Table 1. Methods for comparing co-expression networks: The columns inform about the Number of networks that can be compared; Statistical methodology used;

Whether the focus of comparison is on nodes or links.; Output type; if a Visualization tool is integrated; and Availability of the method.

Method Ref. W Description Nodes

or Links

Output Visual

tool

Available Network

Construction

Network

size

CoDiNA >

= 2
Geometrical transformation,
Normalized scores for links and
classification of nodes.

Links
and
nodes

Full network, Nodes and
Links classification

Yes R package No Small,
medium
and large

CompNet [1] >

= 2
Jaccard-similarities from the union,
intersections and exclusive links.

Links Full network Yes GUI � No Small and
medium

ConMOd [34] >2 Finds conserved functional modules
across multiple biological networks by
transforming multiple networks into
two feature matrices, factorizing the
two feature matrices into consensus
factors and a soft node selection

Links
and
nodes

Conserved modules in
multiple networks

No MATLAB No Small and
medium

CoXpress [21] 2 Hierarchical cluster analysis on the
expression values

Nodes Cluster of genes for
hierarchical each group

Yes R package Gene modules

CSD [22] 2 Score the links to construct a unified
differential co-expression network

Links Full network No In-house
software ��

Yes Small,
medium
and large

DCEA [35] 2 Calculates the expression correlation
changes of gene pairs between two
conditions. Characteries a node
condition by comparing the numbers
of gene neighbors in different
coexpression networks.

Links
and
nodes

Differential Regulated Links
involved differential co-
expression links and
transcriptional regulation
links

No R package Yes

DCGL [20,
23]

2 Highlights a subset of differentially co-
expressed genes and links as either
differentially regulated genes or
differentially regulated links

Links
and
nodes

Differential Regulated Links
involved differential co-
expression links and
transcriptional regulation
links

Yes R package Yes Small,
medium
and large

DICER [14] 2 Probabilistic score for differential
correlation

Nodes Cluster of genes in each
module

No GUI � Yes

DiffCoEx [24] >

= 2
Identifies gene coexpression
differences between multiple
conditions based on WGCNA
modules

Nodes Cluster of genes in each
module

No In-house
software ��

Gene modules

DiffCorr [15,
25]

2 Fisher’s z-test Links Full network Yes R package Yes Small and
medium

Discordant

Method

[31] 2 Categorizes the correlation types for
each group using Fisher’s
transformation and later uses the
concordant method for microarrays

Links Specific links for each
category

No R package Yes

ECF-Statistic [37] 2 Uses a conditional F-Statistic to
calculate differences in co-expression

Links
and
nodes

Genes that are differentially
co-expressed in each sample

No In-house
software ��

Differential gene-
gene co-
expression
patterns

Gain [26] 2 Calculates the Jaccard, Simpson,
Geometric, Hypergeometric and
Cosine indexes and Pearson
correlation for links.

Links Full network Yes Web-based Yes Small

GNAT [36] >

= 2
Using a hierarchical data, it finds
genes that are specific for each
“branch”

Nodes Conserved and specific
modules in each hierarchical

No Web-based Yes

MIMO [27] 2 Sub-graph matching Nodes Sub-graph No In-house No software ��

ModMap [28] 2 Identifies modules of differential
genes. Based on unweigheted
networks

Nodes Cluster of genes in each
module

No In-house
software ��

Both Small and
medium

(Continued)
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the miR − 124 knockout or wildtype cells. A TF with yet unknown functions, ZNF787, seemed

to be one important determinant for changes at the time point of highest network differentia-

tion. Overexpressing ZNF787 during neurogenesis resulted in explicit repression of neuronal

differentiation. The power and versatility of the CoDiNAmethod are demonstrated here using

two example applications comparing more than two networks. We compare expression data

from active tuberculosis (TB) patients with or without HIV. The co-infection of HIV and TB is

of strong medical importance whereas, to this date, it is challenging to detect TB in the pres-

ence of an HIV infection. In another application, we compare three glioma cancer types to

understand commonalities and differences in their molecular signatures.

Existing methods for comparing more than two networks

There are important conceptual differences between our proposed method, CoDiNA, and

other methods for multiple network comparisons (Table 1). Those differences do not allow for

a quantitative comparison of all the methods. Most of the methods have a limitation for net-

work size. Many methods construct their own networks, preventing the researcher to decide

which network construction method is most appropriate for the available data. Nevertheless,

we make a descriptive comparison, so that the researcher can decide on the best and most ade-

quate method for their study aim.

Kuntal et al. [1] proposed a method, CompNet, that address the comparison of multiple

small and medium sized networks. However, the focus of CompNet is on the visualization of

the union, intersections and exclusive links of the analyzed networks. ConMOd [34] has

recently been developed to find conserved functional modules across multiple biological net-

works. Another method, DCEA [35], measures the average co-expression difference in each

gene, resulting in Differentially Coexpressed Genes, and subsequently infers the enrichment of

links for each gene (Differentially Coexpressed Links). The Expected Conditional F-statistic

(ECF-statistic) can also be used to compare multiple groups of co-expressed genes. This

method identifies gene interactions (links) that are common or different in multiple networks

[37]. DCGL [20, 23] finds genes where the variance is small across different conditions,

removes them, filters for links using a half-threshold and follows with the network construction

in order to define modules of gene-interactions. They implemented five methods for finding

the differential co-expression modules. GNAT (Gene Network Analysis Tool) [36] is a method

that allows comparing multiple tissues. Using a hierarchical system that encodes for tissue sim-

ilarity, GNAT was used to compare the co-expression networks of 35 human tissues. Because

this method assumes a hierarchy, it is necessary that the analyzed networks are related.

Table 1. (Continued)

Method Ref. W Description Nodes
or Links

Output Visual
tool

Available Network
Construction

Network
size

NetAlign [29] 2 Identifies conserved structures from
topology and sequence similarity

Nodes Conserved Network
Structures

No Web-based No

QNet [32] 2 Computes graph similarities from
trees for the nodes based on colouring
graph theory

Nodes Full network No In-house
software ��

No

SAGA [30] 2 Computes graph similarities for the
nodes

Nodes Node gaps, node
mismatches and graph
structural differences

No Web-based No Small

TAN [38] >

= 2
Defines a “tissue-specific” network.
Based on the average expression
defines tissue specific genes

Links
and
nodes

Tissue specific genes and its
networks

No In-house
software ��

Yes Small,
medium
and large

https://doi.org/10.1371/journal.pone.0240523.t001
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Another method focused on finding differences on tissue co-expression in Tissue Aggregated

Networks (TAN) [38]. Most of those methods focus on finding modules of differentially co-

expressed genes, rather than on pinpointing conserved or changed links as CoDiNA does. Of

the existing method we chose CompNet as the most established method that is able to compare

more than two networks without performing its own network construction for an analytical

comparison to CoDiNA. This comparison is presented after describing the results of CoDiNA

for two new use cases.

Results

CoDiNA: An overview

CoDiNA requires as input a set of independently constructed undirected networks to be com-

pared (Fig 1a, 1b and 1c). These could be any kind of undirected—weighted or unweighted—

networks (e.g., protein-protein interaction networks, metagenomics networks, co-occurrence

networks etc.); however we focus here on co-expression networks. The CoDiNA method can

be divided into five steps, which will be described in detail in the Materials and Methods

section:

1. Remove nodes that were not measured in all networks to be compared;

2. Define a minimum cutoff for the weight a link needs to have to be considered present;

Fig 1. Visual representation of the CoDiNAmethod for a 3-network comparison. 1a, 1b and 1c display three independent networks to be compared;
violet links represent positively correlated gene-pairs, and green links negatively correlated ones. Node-size is relative to node strength. 1d shows the
geometrical representation of CoDiNA: a 3D scatter-plot that is derived from plotting the weights of each link in the three networks. 1e displays the cube
segments based on the τ-threshold.

https://doi.org/10.1371/journal.pone.0240523.g001
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3. Remove links that are absent in all network;

4. Classify (and sub-classify) and score links as common, specific or different between net-

works; denoted as F and ~F, respectively;

5. Classify the nodes.

The input networks for the comparison can be constructed using any correlation method

(such as Pearson or Spearman correlations, wTO [8], WGCNA [9]), or can also be Consensus

Networks (CN) derived from similar networks to achieve higher confidence in the network

inference [8]. In each network, the weight value of the link between the genes i and j, denoted

by ρi,j, is defined within the interval [−1, 1] (Fig 1d). To denote links as positive, negative, or

neutral, this interval is divided into three parts (Fig 1e) determined by the threshold value τ,

which by default is set to be τ = 1/3.

Caution is necessary when claiming that a particular gene is associated with a specific con-

dition, since technical reasons might have precluded measuring the expression of that gene in

other conditions. In other words, if no measurement exists for a gene, we have no information

about its expression level—it might be not expressed or it might not have been measured. In

order to avoid false associations, i.e. the incorrect inference that a particular gene is associated

with a specific condition, all investigated nodes should be present in all networks. There are

other experimental setups, where we might know that a gene indeed does not exist in a certain

condition. For instance, when comparing networks between species, we might know based on

phylogenetic analyses that a gene is indeed species specific. Further, a gene might also be non-

existent due to a knock-out in an experimental condition. In the methodology section, we will

give a detailed description of how we deal with nodes missing from some networks to avoid

losing the information about genes in the analysis.

The output of said comparison will be a classification of each link in terms of its presence

and interaction throughout the compared networks. The links are defined to belong to one out

of three categories, namely:

• Common: One link is said to be an α-link (or α for short) if it is present in all networks with

the same sign, i.e., it is an interaction that is common to all networks. If such an interaction

was changed, this might happen at high costs for the organism, potentially leading to disease

states (Fig 2a);

• Different: Conversely, a link is defined to be a β-link (or β for the sake of brevity) if it is pres-

ent in all networks but with different signs of the link’s weight, i.e., it represents a different

kind of interaction in at least one network. The biological interpretation of this category is

that a particular gene changed its function so that a gene that up-regulates another gene in

one condition down-regulates the same gene in another condition (or vice-versa), and this

change might lead to a disease state (Fig 2d);

• Specific: All other links are then said to be γ-links and referred simply as γ for the remainder

of this text. Those links are present in some networks but not all, regardless of the sign of the

link’s weight, i.e., this link is specific to at least one network. This category identifies rewiring

of the network topology, meaning that genes can regulate each other (or not) depending on

the condition, e.g., when changing metabolic pathways (Fig 2c).

The link taxonomy induces a full network structure in which every link is classified as α, β
or γ. To further characterize how a particular link is different or specific, we assign a
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subcategory, ~F (Fig 2d). This subcategory aggregates information of the F by clarifying to

which network a link is specific or in which condition it has changed.

After all links are classified, they receive two scores, a strength score (D�i;j) and a internal

score (D~r i;j
), where i and j are the node indices. These scores are used to filter the networks for

Fig 2. Visual representation of the CoDiNAmethod for a 3-network comparison: Categories definition. 2a represents where the α links lie in the 3D

space. 2b and 2c represent the locations of β and γ links, respectively. The complete set ofF and ~F positions is shown in 2d.

https://doi.org/10.1371/journal.pone.0240523.g002
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background noise (Fig 3a and 3b). One score measures the distance of a link regarding its

weight measures in all networks and the other measures how well classified in the F category a

link is. The ratio of those scores enables a filter on the network that corrects for background

noise (Fig 3c).

Finally, the nodes are classified. Nodes are defined as α, β, or γ, respectively, if they have a
significant number of links of a particular F and ~F category (Fig 3d). This node classification

allows identifying nodes that are very conserved or have strongly changed in their set of links

Fig 3. Visual representation of the CoDiNAmethod for a 3-network comparison: Scores definition. The strength score (D�i;j) and the

internal score (D~r i;j
Þ are shown in panels 3a and 3b, respectively. The D�i;j score is calculated as the Euclidean distance from the center of the

cube to the set of links. This score allows the selection of strong links. Links that have a big variation in their weight have lower scores, while
links with higher similarities have higher scores. The second score, D~r i;j

, is the distance from the link weight to the categorical weight (~r i;j) and

allows the selection of links that were well-classified in theF category. Links with a low D~r i;j
score are not assigned to a particularF category,

while well-classified links receive higher D~r i;j
scores. Both scores can be combined to visualize the filtered network that contains only strong

and well-classified links, as shown in 3c. Finally, the CoDiNA network with classified links and nodes is displayed in panel 3d.

https://doi.org/10.1371/journal.pone.0240523.g003
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between networks and enables further functional characterization of network similarity and

differences, by performing Gene Ontology Enrichment analyses.

Further details of CoDiNA are given in the Materials and Methods section.

Running time

The running time of CoDiNA depends on the number of nodes in the networks, the number

of links in each network, and the number of networks being compared (Fig 4). To provide

information about the duration of CoDiNA analyses, we simulated the comparison of 2 to 10

networks with 1000, 5000, 10000 and 20000 nodes, with different percentages of links, 1%,

2.5% and 5%. Since gene co-expression networks have on average 1% of completeness [39],

and protein-protein interaction networks have on average 0.2% completeness [13], our simula-

tions with 5% of completeness are exaggerations compared to what is expected in a natural

occurring network. Networks were simulated using an Erdős-Rényi model, in a standard

notebook.

Pairwise version of CoDiNA detects network changes in induced
pluripotent stem cells undergoing neurogenesis

A pairwise network comparison was already successfully applied to an expression dataset of

human induced Pluripotent Stem Cells (iPSC) [13]. The iPSCs were induced to undergo neu-

ronal differentiation within four days. We compared expression patterns of wildtype and miR-

Fig 4. Running time for CoDiNA depends log linearly on the number of nodes, percentage of completeness of a network, and the number of

networks under comparison.

https://doi.org/10.1371/journal.pone.0240523.g004
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124 knock-out iPSCs over the time course of differentiation with the goal to uncover the func-

tion of miR-124 during neurogenesis. The experiment was conducted in seven replicates to

facilitate the construction of a co-expression network for each day for the wildtype and the

knockout cells. Using the pairwise version of CoDiNA, we revealed strong network differences

between wildtype and knockout cells on day 3 of neuronal differentiation. For that day,

CoDiNA classified the transcription factor (TF) ZNF787 as the TF with most specific links,

suggesting it as one of the drivers of miR-124 induced network changes. Other TFs that

CoDiNA identified as important in day three of neurogenenis and that also can affect the cas-

cade were TAF2, RBM5, MAFA, ZCCHC11, BPTF, ZNF611, LCOR, PSMC3, SNRPB and

CDKN1A. Since ZNF787 is more highly expressed in miR-124 knock-out compared to wild-

type iPSC, we overexpressed ZNF787 in the wildtype cells to experimentally validate our result.

This overexpression resulted in neuronal differentiation, however, with clear alterations in

expression of genes with neuronal functions and associated with ZNF787 in the CoDiNA net-

work. These results strongly suggest ZNF787 as one repressor of neuronal features and demon-

strated that predictions found by CoDiNA could be experimentally validated. Future work can

still validate the role of the other candidates during neurogenesis.

Applications of CoDiNA comparing more than two networks

Here we present two new examples of applications of the CoDiNAmethod to compare multi-

ple networks. In the first example, we use CoDiNA to analyze two tuberculosis (TB) studies

with patients with and without human immunodeficiency virus (HIV) infection. The second

showcase uses data from a study with patients with three types of glioma.

CoDiNA identified signatures of HIV in children and adults with or without tuberculo-

sis. We used publicly available data to investigate how the transcriptome of patients and

adults with TB infections can be modified by the presence of HIV. The datasets contain expres-

sion data from peripheral blood of children and adults from two TB and HIV studies. In this

application, our aim is to identify similarities and differences in TB and HIV in both age

groups. Both studies are available at GEO; the first one (GSE39941 [40]) contains gene expres-

sion data from 192 children with TB from Kenya, South Africa and fromMalawi (HIV+

n = 69, HIV− n = 123); the second one (GSE37250 [41]) contains expression data from 197

adults with TB from South Africa and Malawi (HIV+ n = 99, HIV− n = 98). Both studies aimed

to define transcriptional signatures for detection of TB in patients with and without HIV. We

used the raw data provided at GEO [42, 43], pre-processed and normalized them and per-

formed quality control using the R package lumi [44–46].

Networks were generated separately for adults and children that are HIV+ or HIV−. For

robust network inference, we used the weighted Topological Overlap (wTO) method to gener-

ate these networks [8]. This method allows for the distinction of positive and negative interac-

tions and corrects for background noise, allowing the network to have a lower false positive

rate [8, 11]. Using the wTO R package [8, 47], it also assigns p-values to each link [8], reducing

even more the number of false positive links to not confound the differential network analysis.

We ran the R package wTO [8, 47] with Pearson product-moment correlation coefficient for all

the 13, 817 genes with 1, 000 bootstraps and set wTO values (ωi,j) that were not significant (BH

adjusted p-value ⩾ 0.001) to zero. The filter was used to remove false positive interactions

from the final networks. Finding a large absolute ω for a pair of genes means that the expres-

sion patterns of both genes are strongly (positively or negatively) correlated.

The resulting four wTO networks were then compared using CoDiNA (Fig 5). We per-

formed three comparisons: (i) For adults with TB we compared HIV− vs HIV+; (ii) for children

with TB we compared HIV− vs HIV+; (iii) and we compared adults and children with TB with
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Fig 5. Comparing children and adults with tuberculosis and tested for HIV: The three panels show the categories
of links and nodes for Panel I the CoDiNA network comparing adults with our without HIV; Panel II the CoDiNA
network comparing children with or without HIV; and Panel III the complete CoDiNA network including adults (A)
and children (C) with or without HIV. Note that, in the adults network (Panel I) most links are specific to HIV+ state,
while for children (Panel II), most links are specific to individuals without HIV. Judging from Panel III, many links
are lost in adults and in HIV+ children compared to HIV− children.

https://doi.org/10.1371/journal.pone.0240523.g005
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HIV− and HIV+. In order to associate the ~F links to each one of the genes and to select the

strongest and well-classified links, we used the CoDiNA networks filtered for values where the

ratio of the D��i;j and D~r i;j
is greater than unity. As described above, this means that we only pres-

ent links that are the most distant to the centre, i.e. links with highest scores of being highly spe-

cific, highly different or highly common, and are most well classified.

Our first CoDiNA network represents the comparison of the full gene co-expression net-

work of HIV− and HIV+ for adults (Fig 5, panel I). In this comparison, CoDiNA was able to

identify 80, 509 links and 3, 786 nodes. From those nodes, 455 are common to all network, 172

specific to HIV− and 1, 948 specific to HIV+, while the remaining nodes were not classified

into any of these categories. When comparing the networks from the children’s data (Fig 5,

panel II), CoDiNA identified 243, 645 links and 6, 763 nodes. From those nodes, 573 are com-

mon, 3, 546 of specific to HIV− and 926 of specific to HIV+, while 1, 718 were unclassified.

Our last comparison included data from both, children and adults (Fig 5, panel III). This final

CoDiNA network identified 35, 683 links connecting 4, 254 nodes, of which 77 nodes were

classified as common. Most links (1, 351 links) in this CoDiNA network are specific to HIV−

children, indicating that links are lost due to infection with HIV but also due to development/

aging into adults. About three percent (208) links are specific to HIV+ children and 11% (430)

links to HIV+ adults. Only 1.9% (28) percent of links occur in HIV+ children and adults. In

none of the three networks were any nodes classified as differential nodes, although beta links

existed.

Looking at the CoDiNA network representations, (Fig 5, right column), nodes belonging to

the same CoDiNA ~F subcategory typically cluster together. When ω values of each network

are displayed as a heatmap (Fig 6), clusters of links become visible that differ between groups

of networks. Those clusters coincide with the CoDiNA ~F subcategories, demonstrating that

CoDiNA captures network differences by comparing multiple networks.

To assess the biological significance of our comparative networks, we next tested for each

one of the three CoDiNA networks whether nodes of particular ~F categories are enriched for

genes associated with HIV or TB using an exact Fisher’s test. If p-values were lower than 0.1,

we considered it an enrichment. The list of genes associated with HIV Infections, AIDS

(Acquired Immunodeficiency Syndrome), sAIDS (Simian Acquired Immunodeficiency Syn-

drome) or Tuberculosis was retrieved using the tool Gene 2 Disease tool (GS2D) [48]. For our

disease enrichment analyses we only considered those genes that were measured in the final

CoDiNA networks. Among the unclassified nodes, i.e. the nodes not classified as common, dif-

ferent or specific in the adult CoDiNA network, our enrichment analysis showed an over-

representation of TB. This is to be expected since all individuals were infected with TB. In the

children CoDiNA network, our enrichment analysis found over-representation of genes

related to AIDS and sAIDS for the HIV+ children. The HIV− group is enriched for genes

related to TB. The CoDiNA network including children and adults contained an enrichment

for TB among the unclassified genes, similar to the network for adults. We further found an

association to AIDS in HIV+ children and sAIDS in adults and children HIV+ (Table 2). Thus,

CoDiNA was able to successfully identify an enrichment of known genes associated with HIV

infections among the specific nodes, providing support for the ability of CoDiNA to retrieve

biological meaningful results. Importantly, we were also able to pinpoint sets of genes related

to each one of the co-infections.

CoDiNA suggests new candidate transcription factors as hallmarks of certain cancer

types. For the second showcase of our method, we used the gene-expression data from

GSE4290 [49], a study of patients with glioma. The dataset contains 157 brain tumor samples

of three types (26 astrocytomas, 50 oligodendrogliomas, and 81 glioblastomas). The data was
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downloaded from the GEO website [42], pre-processed and normalized by ourselves. The can-

cer expression profiles were normalized with the controls. We used microarray data, which

was analyzed using the R environment [50] and the affy [51] package from the Biocon-
ductor. The probe expression levels (RMA expression values) and MAS5 detection p-values

were computed, and only probesets significantly detected in at least one sample (p-value ⩽
0.05) were considered. After quality control and probe normalization, the probes that were not

Fig 6. Gene co-expression weighted network heatmap: Heatmap representing the omega values of links for each
network. The intensity of the color represents the weight of the link. Clusters of links that are stronger or weaker in certain

groups of networks can be distinguished. Those clusters coincide with the CoDiNA ~F subcategories shown on the left.

https://doi.org/10.1371/journal.pone.0240523.g006
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specific to only one gene were removed. If one gene was bound by more than one probeset, the

average expression was computed.

Because TF deregulation is central to disease progression [52, 53] in many disease states,

and particularly in cancers, we focused on a comparison of the TF co-expression networks

between the three different kinds of tumors. To this end, we calculated the wTO network [54–

56] of the TFs for each tumor. We computed the wTO network for each cancer dataset and the

controls separately using only the set of 3, 229 unique TF symbols from the Gene Regulatory

Factors (GRF)-Catalogue [12, 57], filtered by genes with proteins that also are included in the

ENSEMBL protein dataset. For that, wTO R package was used, similarly to the previous exam-

ple, using the same parameters: Pearson Correlation and a 1000 bootstraps. Links with Benja-

mini-Hochberg adjusted p-values smaller than 0.01 were kept, and links with larger p-values

were set to zero. We applied CoDiNA to those networks. Within the CoDiNA network, we

were able to classify 147 TFs as specific to astrocytomas, 251 specific to oligodendrogliomas

and 607 as specific to glioma; only two TFs are specific for both, astrocytomas and gliomas,

and six for glioma and oligodendrogliomas; and finally 166 were unclassified. To verify the

enrichment of disorders in each one of the ~F categories, we tested if the number of genes asso-

ciated to each one of the gliomas under study is different from random expectation using a

Fisher’s exact test and the resulting p-value was used to filter the results. The association of

genes to disorders was retrieved using the tool GS2D [48]. To perform the enrichment test, we

considered as background only those genes from GS2D that were expressed in the samples.

In total, the CoDiNA network contains 2, 209 nodes and 206, 856 links with ratios of D�i;j
and D~r i;j

scores> 1. According to the GS2D tool [48] (weight< 0.10) 51 TFs are described in

the literature to be associated to glioblastoma, 8 to astrocytoma, and 3 to oligodendroglioma.

In our CoDiNA network, we identified 45 of the 51 known glioblastoma TFs to be associated

with glioblastoma (γglioblastoma nodes). Further, one of the known astrocytoma TFs and two

of the known oligodendroglioma TFs were associated with the respective glioma types by

CoDiNA (specific to astrocytoma and specific to oligodendroglioma nodes, respectively), pro-

viding strong support for the validity of our comparative network approach.

In addition, we identified several TFs specifically associated with astrocytoma that were not

previously linked to this type of cancer (Fig 7, panel I). The TFs with the 10 strongest associa-

tions are: FGD1, TCEAL4, ZNF628, TBPL1, BMP5, MYPOP, HMGA2, PRR3, MIS18BP1,

BMP7. Among these, HMGA2, TBPL1, BMP5 and BMP7 were previously described as associ-

ated to neoplasm and neoplasm metastasis [48]. When using a differential gene expression

Table 2. Disease Enrichment Analysis for each ~F category in each CoDiNA network.HIV I: HIV Infections; HIV S: HIV Seropositivity. p-values determined by the
Fisher’s exact test when testing for enrichment of known disease genes within each category.

Network Disease F Known Observed p-value

Adults TB Undefined 25 15 0.13

Adults HIV I Common 114 6 0.13

Children AIDS Specific to HIV+ children 22 8 0.02

Children sAIDS Specific to HIV+ children 18 7 0.02

Children TB Specific to HIV− children 92 49 0.04

Children HIV I Common 211 25 0.02

Children HIV S Specific to HIV+ children 6 3 0.06

Complete TB Undefined 42 22 0.01

Complete AIDS Specific to HIV+ children 10 2 0.09

Complete sAIDS Specific to HIV+ 9 1 0.09

https://doi.org/10.1371/journal.pone.0240523.t002
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approach (log-linear model; padj-value< 0.001), we found 4, 444 genes to be differentially

expressed in astrocytoma when compared to the controls, of which 670 were coding for TFs.

TFs were not enriched among the differentially expressed genes (p-value = 0.999, Fisher’s

exact test). From the 10 strongest associations, only TBPL1, MYPOP and BMP7 appeared to

be differently expressed in astrocytoma, albeit not specific to only astrocytoma.

The most strongly differentiated TFs associated with oligodendroglioma that were not pre-

viously described in the literature (Fig 7, panel II) were: SMARCE1, ZNF274, NRG1, ZNF232,

UBE2I, TXK, TAF11, PLXNB2, HLX and SAP30BP. Of these, SMARCE1, NRG1, PLXNB2

and UBE2I were previously described as associated to neoplasm invasiveness and neoplasic cel-

lular transformation [48]. Similarly, using a differential gene expression approach, we identi-

fied 5228 differentially expressed genes in oligodendroglioma when compared to the controls,

including 852 TFs. A significant enrichment for TFs was found (p-value = 0.003, Fisher’s

exact test). From our top 10 specific TFs, only 3 are differently expressed in this cancer type

(PLXNB2, NRG1, SAP30BP). As in the astrocytoma case, these 3 genes were not specifically

differentially expressed only in oligodendroglioma.

The ten TFs most specific for glioblastoma according to CoDiNA analysis (but not previ-

ously described) (Fig 7, panel III) were: ZNF558, PTBP1, XRN2, RNF114, ZNF45, ZNRD1,

KHDRBS2, RFXANK, NIFK and ZNF540. Here, the genes PTBP1, RNF114, XRN2 and

ZNRD1 are described as associated with other neoplasms [48]. 8204 genes including 1288

showed differential expression in glioblastoma, when compared to controls. We found a signif-

icant enrichment for TFs (p-value = 0.032, Fisher’s exact test) among differentially expressed

genes. All ten TFs specific to glioblastoma were found to be differentially expressed in all three

cancers.

Taken together, this suggests, that CoDiNA can be applied to detect novel candidate genes

for specific cancer types, which would have been missed if only differential gene expression

was analyzed (i.e., from our top ten candidates, only 3 are differentially expressed). We were

able to identify TFs as specific nodes that had previously been associated with other neoplams,

but not the types of glioma under study, in important roles in the differential glioma network,

indicating that those TFs are also deregulated in those disorders. Importantly, if only

Fig 7. TF-TF CoDiNA networks for each of the Glioma types: CoDiNA identified TFs with specific co-regulatory changes to each cancer, Panel I

astrocytoma, Panel II Glioblastoma, Panel III oligodendroglioma.Nodes are coloured according to the type of cancer CoDiNA associated them to. Panel I:
We can see that mostly glioma and astrocytoma TFs are specific to the astrocytoma network. Panel II: The majority of nodes refer to specific changes in co-
expression in glioblastoma, but there is an overlap with TFs involved in other gliomas. Panel III: Most links and genes are specific to oligodendroglioma, with
some overlap of astrocytoma TFs.

https://doi.org/10.1371/journal.pone.0240523.g007
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differential gene expression had been analyzed, many of these new candidates would have

been overlooked or not been found to be specifically associated with a particular type of

cancer.

Comparing CoDiNA to other methods

For a comparison of CoDiNA to other methods we need to consider at least two main aspects.

First, do the methods solely perform a network comparison or do they also construct the net-

works? DiffCorr, DCEA, DCGL, CSD and CoXpress construct the networks prior comparison

using their own methods. Thus, comparing their results to CoDiNA would not allow us to dis-

entangle whether differences are due to network construction or the method of network com-

parison. Second, which network sizes can be compared with a given method? To the best of

our knowledge, CoDiNA is the only method that allows for networks of the size of whole verte-

brate transcriptomes. CompNet, ConMod, and ModMap enable a comparison of small and

medium size networks. We are thus restricted to using the glioma dataset instead of the HIV

dataset for a method comparison. Because ModMap is still under development and ConMod

is suggested for finding conserved clusters from a much larger set of networks than only three,

we compare CoDiNA with CompNet.

While CoDiNA takes into account the weight of a link for its classification, CompNet uses

unweighted networks. We thus converted our weighted wTO networks into binary networks.

While CoDiNA outputs links and nodes that are common, specific or different for each net-

work together with a p-value, CompNet identifies the union, intersection and exclusive links

among a selected set of networks, and outputs network communities and network properties

such as centrality measures (betweenness and closeness) along with node degree. CompNet,

opposed to CoDiNA, does not report a mutually exclusive category for each node or link.

Instead it defines three networks: the union, that contains all nodes and links, the exclusive,

that contains sub-networks that are not present in all networks and finally, the intersection,

that are sub-networks that exist in all networks simultaneously. None of the categories are

comparable to CoDiNA’s F or ~F. CompNet allows selecting nodes based on betweenness and

degrees as the best candidates for each category.

CompNet was able to classify 1220 nodes and 80838 links as being in the union of the net-

works, 290 nodes with 7937 links in the intersection, and 1219 nodes and 80845 links that are

exclusive. As mentioned above, 51 TFs are associated to glioblastoma, 8 to astrocytoma, and 3

to oligodendroglioma according to the GS2D tool. Among the 290 TFs in the intersection net-

work, no TF was related to oligodendroglioma, and 1 and 9 TFs were related to astrocytoma

and glioblastoma, respectively. Among the exclusive nodes, GS2D found 26 TFs to be related

to glioblastoma, 2 TFs related to astrocytoma, and 1 related to oligodendroglioma. In contrast,

CoDiNA had recovered 45 TFs related to glioblastoma, 1 to astrocytoma, and 2 to oligoden-

droglioma among the specific nodes. While CompNet and CoDiNA identified about the same

number of TFs related to the respective cancer type in their exclusive/specific TF set, CoDiNA

found almost the double number of TFs to be specific to glioblastoma.

Since CompNet does not provide p-values, we selected its top 10 TFs with the highest

betweenness and the highest degree as was done in the original CompNet publication for dis-

ease enrichment analysis. According to the GS2D tool, among genes with highest degree in the

intersection network 2 TFs, FOXM1 and PRKDC, are associated to glioblastoma. PRKDC is

also among the TFs with highest betweenness. Surprisingly, none of the genes with highest

degree or betweenness in any of the exclusive networks was associated with any of the investi-

gated tumors. We conclude that CoDiNA has better performance in identifying disease-associ-

ated TFs in this study.
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A package to compare multiple networks

To make the proposed methodology publicly available, we developed an R package, called

CoDiNA, in which all the presented steps are implemented. The R package also includes an

interactive visualisation tool. CoDiNA’s workflow analysis is presented in Fig 8. The functions

included in the package are:

• normalize(): Normalizes a variable according to Eq (4);

• OrderNames(): Reorder the names of the nodes for each link in alphabetical order;

• MakeDiffNet(): Categorize all the links into F, ~F and the combination of signs a link

has across all compared networks. It also computes the normalized scores;

• plot: Classifies the nodes into F and ~F following a user-defined cutoff for the chosen dis-

tance and plots the network in an interactive graph, where nodes and links can be dragged,

clicked and chosen according to their categories. The size of a node is relative to its degree.

Nodes and links that belong to the α (common) group are colored in shades of green; Nodes

Fig 8. Workflow process of the CoDiNA R package. Input data for the CoDiNA R package can be any networks, filtered for containing only significant
links (according to the network construction method used). Edge list is a list containing all the links and their weights. The user can assign a weight of zero

to links for which the p-value is not significant. The function MakeDiffNet() classifies the links into theF and ~F categories, calculates and normalises
the scores. Its output is used as input for assigning the nodes into categories by the function ClusterNodes(). The plot() function can be used on
the output from MakeDiffNet() and automatically calls the function ClusterNodes().
https://doi.org/10.1371/journal.pone.0240523.g008
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belonging to the β (different) group are colored in shades of red; Nodes of the γ (specific)
group are colored in shades of blue. Nodes are categorized according to F and ~F according

to a χ2 goodness-of-fit test as defined above. If a node is group-undetermined it is colored in

grey. The user can also choose a layout for the network visualization from those available in

the igraph package [58]. It is further possible to cluster nodes, using the parameter

MakeGroups, and the user may select among the following clustering algorithms: “walk-
trap” [59], “optimal” [60], “spinglass” [61–63], “edge.betweenness” [64, 65],
“fast_greedy” [66], “infomap” [67, 68], “louvain” [69], “label_prop” [70] and
“leading_eigen” [71].
The CoDiNA package also contains three datasets for illustrative purposes.

• The AST data.table contains the nodes and the wTO of TFs, from GSE4290 [49] for

astrocytomas;

• The GLI data.table contains the nodes and the wTO of TFs, from GSE4290 [49] for

glioblastomas;

• The OLI data.table contains the nodes and the wTO of TFs, from GSE4290 [49] for

oligodendrogliomas;

• And the CTR data.table contains the nodes and the wTO of TFs, from GSE4290 [49] for

controls.

CoDiNA is open source and freely available from CRAN at https://cran.r-project.org/web/

packages/CoDiNA/ under the GPL-2 Open Source License, and is platform independent.

Conclusion

We presented a novel method, CoDiNA, that allows for the systematic comparison of multi-

dimensional data across more than two conditions and the representation of the results as a

single network. While other methods perform the comparison at the level of modules, our

method identifies links and nodes that are common to all networks under consideration, spe-

cific to at least one network, or have different signs among the compared networks. The con-

ceptual differences between CoDiNA and other methods do not allow for a performance

comparison between them apart from CompNet, where CoDiNA was able to identify almost

twice as many specific TFs for glioma. However, the researcher should decide if a comparison

at the level of modules or links and nodes is of interest in the study or use both types of analy-

ses complementary.

Important to note is that coexpression networks often suffer from a high false positive rate

for inferred links, which can confound a comparison at the level of individual links. We thus

recommend to construct the networks with a method that reduces false positives. For instance,

weighted topological overlap networks [9, 11, 72] can be calculated from coexpression matrices

to focus on commonalities in coexpression patterns instead of on individual coexpressions,

thus greatly reducing false positive inferences. The user can further define a cutoff based on

weights or p-values to remove unreliable links [8]. Then, wTO networks can be used as inputs

for CoDiNA. Another measure to reduce false positives is to use Consensus Networks calcu-

lated from the integration of several networks retrieved from similar conditions, to include

only links that have been repeatedly observed across biological repeats [8]. CoDiNA can then

perform the comparison of Consensus Networks from different conditions. Most other co-

expression comparison methods rely on expression data as input and construct their networks
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based on pre-defined methods, preventing the researcher from comparing networks con-

structed with a method of her choice.

A further limiting factor of other methods is the size of the networks that can be compared.

While CompNet, a GUI based tool, can compare two or more networks and take as input

user-constructed networks, it is only able to handle small or medium sized networks. CoDiNA

instead can analyze whole transcriptome networks within minutes on a conventional laptop.

To leverage biological information onto the differential network analysis, we recommend

performing downstream analyses after defining common, differential and specific nodes, such

as GO or disease enrichment tests for each node category. This might be more important for

differential and specific nodes, as it should be unlikely that the same links exist by chance

across multiple conditions.

To evaluate CoDiNA, we applied it to a neurogenesis study and identified genes involved in

neuronal differentiation. One of these genes was experimentally modified, and its impact dur-

ing neurogenesis was verified. Applying our method to HIV datasets, CoDiNA retrieved net-

works with HIV specific links, whose nodes were enriched for genes associated to HIV, AIDS,

or sAIDS. We further identified network signatures that are specific to any of three types of gli-

oma. This suggests that our method produces biologically meaningful results that go beyond

describing gene expression differences. More importantly, we were able to propose new candi-

date genes as associated with particular phenotypes or disorders and their interactions.

We expect that our method will be helpful for many diverse studies comparing network

data generated from multiple conditions, such as different diseases, tissues, species or experi-

mental treatments. If desired, similar conditions could also be grouped first at the level of Con-

sensus Networks before comparing them with CoDiNA. This might be useful in cases such as

chronic kidney diseases or Alzheimer’s disease, where some stages might not be easy to distin-

guish from each other. Furthermore, CoDiNA is not limited to the analysis of co-expression

networks, but can be applied to comparing any type of network.

Materials andmethods

Overview of the proposed method

We first introduce the idea behind CoDiNA briefly and will in the next section present the

algorithm and the method in details.

The CoDiNAmethod

LetW ¼ fw1; . . . ;wWg be a set ofW independent networks (objects composed by nodes and

links). Each element ofW is defined as a graph GðN k;Lk; rkÞ, whereN k ¼ fnk;1; . . . ; nk;Ng is

the N-dimensional set of nodes of the k-th network, being the node indices expressed by i or j.

Besides, Lk ¼ f‘k;1; . . . ; ‘k;Lg denotes the set of links identified from nodes i and j, and ρk is a

vector containing specific link weights (ρi,j,k 2 [−1, 1]), relative to the connection between

nodes i and j in the network k.

Considerations on missing nodes. It is possible, that not all genes have been measured in

all conditions for which the networks are to be compared, which could produce a problem of

missing nodes in the comparison. There are several possible strategies for dealing with missing

nodes (e.g., [38]). We keep all genes that were measured in all experiments for further analyses.

However, if measurement data does not exist, the node for that gene cannot be included in the

network comparison. For example, when comparing three networks, Gene A’s correlations

were measured in two out three conditions. Thus, it is not possible to infer that Gene A is not

correlated with any genes in the third condition; the information is simply missing. This

PLOS ONE Whole transcriptome network analysis using Co-expression Differential Network Analysis (CoDiNA)

PLOSONE | https://doi.org/10.1371/journal.pone.0240523 October 15, 2020 19 / 28

https://doi.org/10.1371/journal.pone.0240523


situation is to be distinguished from the case where Gene A was measured in all conditions,

but has no significant correlation in one of the networks. To prevent the erroneous inference

that a particular node is associated with a specific condition, when in fact that specific node

was not measured in the other conditions, we remove nodes that have not been measured in

all conditions (Algorithm 1). Subsequently, all links of a node not present in all networks will

be removed from the networks in which it is present. Importantly, our node removal does not

exclude genes that were not expressed in a given condition (e.g., genes with expression values

of zero or below a user defined threshold). Such genes will stay in the analysis with an expres-

sion value of zero. We are also not removing nodes without any significant links. The user

should define a threshold for keeping links, for instance based on having a predefined p-value

for the correlations, and links not reaching that threshold should be assigned a weight of zero.

This step permits that all genes that weremeasured stay in the comparison. It is a different

issue, if the user knows that certain genes only exist in a specific condition, e.g., if a gene was

knocked-out, or if it is species specific. In such a case, the integration of condition specific

genes into the network can be analyzed by keeping it with its links in the network(s) in which

it exists and artificially adding it to the network(s) in which it does not exist. In the network(s)

in which it is not present, all its interactions need to be assigned a weight to zero. This way, sig-

nificant links in the networks of the conditions in which the gene exists, will show up as species

specific or condition specific in the CoDiNA network.

Algorithm 1Description of the RemoveNodes procedure
Input: Set of fN 1; . . . ;NWg nodes that belongs to the networks contained
in W
Output: Set of common nodes to all W networks
1: procedure REMOVENODES N 1; . . . ;NW

2: Set_Nodes = TW

k¼1N k

3: return Set_Nodes.
4: end procedure
Categorization of links. Next, the link weight in each network is categorized. By default,

the interval for the links’ weights is partitioned into three equal parts (τ = 1/3), which will be

denoted as corresponding to a positive link, negative link or neutral link (Algorithm 2). When

the interest does not lie in characterizing specific links, τ can be set to zero. Moreover, it is

important to normalize the networks before deciding on the τ threshold. Each link is catego-

rized as

~ri;j;k ¼

�1 if ri;j;k < �t

1 if ri;j;k > t

0 otherwise;

8

>

>

>

<

>

>

>

:

where ~ri;j;k is an integer transformation of the link weight based on the threshold τ. If a particu-

lar link categorical weight ~ri;j;k is zero in allW networks, this link is removed from posterior

analyses.

If the compared networks have different link-weight ranges, these may be normalized by

using a multiplicative (stretch) parameter. This parameter forces the ρi,j,k values to lie within

[−1, 1]. This is particularly important for comparing networks constructed from different and

not directly comparable measures. This parameter is also valid for networks constructed with

methods producing only links with weights greater than zero. In these cases, weights will be

stretched within the unit interval.

Algorithm 2Description of the links categorization algorithm
Input: Set of W networks with fN 1; . . . ;NWg nodes (N ⩾ 2;W ⩾ 2)
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Output: Links weight categorized into −1, 0 or 1
1: Set τ ⩾ 0;
2: By default τ  1/3;
3: procedure ASSIGNCLASSES
4: for i  1 to N do
5: for j  1 to N do
6: for k  1 to W do
7: if ρi,j,k < τ then
8: ~r i;j  �1;

9: else if j > τ then
10: ~r i;j  1;

11: else
12: ~r i;j  0;

13: end if
14: end for
15: end for
16: end for
17: end procedure
After the correlation values are coded into the categorical variables ~ri;j, each link is assigned

to an additional category, calledF, describing its conservation across the compared networks.

F is a variable that takes three categorical values: α, β and γ. This classification approach

assigns an α, β or γ to each of the links by defining F as

Fi;j ¼

a ifð
PW

k¼1 j~ri;j;kj ¼WÞ and ðj
PW

k¼1 ~ri;j;kj ¼WÞ

b ifð
PW

k¼1 j~ri;j;kj ¼WÞ and ðj
PW

k¼1 ~ri;j;kj <WÞ

g otherwise;

8

>

>

>

>

<

>

>

>

>

:

ð1Þ

where α is assigned to links that exist in all categories with the same sign, meaning that their

co-expression pattern does not change depending on the condition. Those links are probably

more robust and would have higher costs to be changed. The categorical value β is assigned to

links that exist in all networks, however, with different co-expression sign in at least one net-

work. This indicates that the regulatory pattern in that network has changed. Finally, γ is
assigned to links that exist only in a subset of networks. These links represent rewiring events

in the co-expression patterns that are condition specific. Algorithm 3 describes this categoriza-

tion process.

Because it is impossible to infer which network has changed or specific links based on the F

category alone, we also introduce a ~F subcategory. This classification step is particularly

important for links that are classified as β or γ type, to indicate, in which network(s) the link is

different or specific.

Algorithm 3Description of the F algorithm
Input: Set of W networks with fN 1; . . . ;NWg nodes (N ⩾ 2;W ⩾ 2)
Output: Network with links categorized into α, β or γ
1: Set τ ⩾ 0;
2: procedure PHILINKS
3: for i  1 to N do
4: for j  1 to N do
5: for k  1 to W do
6: if PW

k¼1 j~r i;j;kj ¼ 0 then
7: remove link;
8: else if ðPW

k¼1 j~r i;j;kj ¼WÞ and ðj
PW

k¼1 ~r i;j;kj ¼WÞ then
9: Φi,j  α;
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10: else if ðPW

k¼1 j~r i;j;kj ¼WÞ and ðj
PW

k¼1 ~r i;j;kj <WÞ then
11: Φi,j  β;
12: else
13: Φi,j  γ;
14: end if
15: Calculate the Euclidean Distance Δi,j (Eq 2)
16: Calculate the penalized Euclidean Distance D

�
i;j (Eq 3)

17: Calculate the normalized penalized Euclidean Distance D
��
i;j

(Eq 4).
18: end for
19: end for
20: end for
21: end procedure
To illustrate the concept of subcategory, assume the following ~ri;j of a particular link in 3 net-

works: ~ri;j;A ¼ 1; ~r i;j;B ¼ 1 and ~r i;j;C ¼ 1. Because the value 1 is common in the three networks,

thisF category is clearly α, and no further explanation is needed. Now, take as a second exam-

ple, ~r i;j;A ¼ 1; ~ri;j;B ¼ �1 and ~ri;j;C ¼ 1. ItsF class is β, but this classification does not indicate,

in which network the change occurs. This information is stored in the ~F. In this example, its ~F

class is βB. As a final example, assume that the ~ri;j weight of the three networks are 0, 1 and 1 for

Networks A, B and C, respectively. This link does not occur in network A, so it is a γ link, that is
specific to networks B and C. Therefore, its ~F category is γB.C. According to this concept, each
link receives a subcategory, ~F, based on the pattern of networks in which that link exists.

Finally, we note, which sign a link has in each networks. The maximum number of distinct

combinations of signs is (3W − 1). The combination for which all categorical values are equal to

zero is removed from analyses. Important to note is that our method assumes the first network

to be the reference network. The reference network acts as baseline or control to which all links

are compared to. If the reference network is changed, the notations of the beta and gamma links

and nodes will also change. For example, if “controls” are chosen as the reference, the ~F catego-

ries will be called βcases and γcases. If “cases” are defined as reference, the outcome will be βcontrols
and γcontrols, respectively. The interpretation of the results, however, does not change.

When all links are assigned to aF category and further subcategorised as ~F, it is necessary

to score them to identify those that are stronger. For every link ρi,j,k, we interpret the array of

link weights (ρi,j,1, . . ., ρi,j,W) as a point in aW-dimensional Euclidean space. In particular, as

each link weight is bounded, all points are contained in the cube determined by the Cartesian

product [−1, 1]W. A link that is closer to the center of theW-dimensional cube is weaker than

a link closer to the cube’s edges. Based on that, the Euclidean distance to the origin of the space

(Fig 3a) is calculated for all links as

Di;j ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

X

W

k¼1

r2

i;j;k

s

: ð2Þ

However, since links closer to corners will trivially have a larger Δi,j compared to the others,

all distances are penalized by the maximum theoretical distance a link can assume in its cate-

gory. Consequently, we define a penalized distance as

D
�

i;j ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

PW

k¼1 r
2
i;j;k

PW

k¼1 j~ri;j;kj

v

u

u

t ; ð3Þ

which lies in the unit interval.
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We also suggest a second step to normalize the resulting values in each F and ~F categories

to overcome the challenge that some categories have more links than others. This measure is

defined as

D
��

i;j ¼
D
�

i;j � minfΔ�g
maxfΔ�g � minfΔ�g

; ð4Þ

where Δ� is a vector containing all D�i;j values.
Two different approaches may be applied to this normalization:

• Normalize all the links independently of its F and ~F categories: Here, it is not considered if

links belonging to the same F are situated near the surface or closer to the center of the cube;

• Normalize links according to their F and ~F class: In this alternative, all the categories are a

part of the final output. This means that if all links from one of the F categories are closer to

the cube’s center compared to the links of the other F categories, they will be displayed in

the final network. Therefore, all F and ~F links have the same chance of being included in the

network.

Another important score calculated by CoDiNA is called the Internal Score (Fig 3b),

denoted by D~r i;j
. It measures the distance from the link weights ρi,j,k to their categorical weights

~ri;j;k. In other words, in a 3-networks comparison, if a link is considered an α with positive

links in all networks (1, 1, 1), we calculate its distance to the point (1, 1, 1). A β link that has a ~r

of (1, 1, −1) has its distance calculated to the point (1, 1, −1). And for a γ link with ~r of (0, 1, 1)

the distance is calculated to (0, 1, 1). This score allows us to identify links that are most well

classified into a particular ~F category.

Because the two scores D��i;j and D~r i;j
are highly negatively correlated (not linearly), their

ratio can be used to describe how well a link is classified for a specific category. Links with

high D��i;j but low D~r i;j
are strong and well-classified for their respective category. This conclu-

sion can be reached straightforward: if a link is very well classified, its ρi,j,k is close to ~ri;j, there-

fore its distance is close to zero. If a link has high ρi,j,k its distance to the central point of the n

dimensional is close to one. For a well defined unstretched CoDiNA network, this ratio should

be greater or equal than 1.

Categorization of nodes. To better describe network differences and their potential func-

tional consequences, we also classify the nodes. To define the F category of a particular node,

we make a frequency table of how many times each node had a link in each F category and ~F

subcategory. Using a χ2 goodness-of-fit test, we test the hypothesis that the links of a node are
distributed equally in all categories tested. This is done for each node to test if the frequency of

its links in each F and ~F categories is different than expected by chance (Fig 3d). If the null

hypothesis is rejected, the F-category with the maximum number of links is assigned to that

particular node. Similarly, the same is done for the ~F (Algorithm 4). When a tie between two

categories exists, we are unable to classify a node into a category, and thus declare it to be

undefined.

Algorithm 4Description of the node-categorization algorithm
Input: Set of fN 1; . . . ;NWg nodes (N ⩾ 2)
Output: Node classified as α, β or γ type
1: procedure PHINODES
2: for i  1 to N do
3: Φα  # α;
4: Φβ  # β;
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5: Φγ  # γ;
6: Test if Φα 6¼ Φβ 6¼ Φγ
7: if Φα then
8: Φi,j  α
9: else if Φβ then
10: Φi,j  β
11: else if
12: Φi,j  γ
13: else
14: Φi,j  Undefined
15: end if
16: end for
17: end procedure
Algorithm 5 shows the complete pseudo-code for the CoDiNAmethod.

Algorithm 5 Description of the CoDiNA algorithm
1: Call: RemoveNodes
2: Call: AssignClasses
3: Call: PhiLinks
4: Call: PhiNodes

Acknowledgments

This work was partly developed during a D.M.G. internship at the Almaas Lab and she

expresses her gratitude to members of this group for inputs and great discussions.

Author Contributions

Data curation: Deisy Morselli Gysi.

Formal analysis:Deisy Morselli Gysi, Fatemeh Zebardast.

Funding acquisition: Deisy Morselli Gysi, Katja Nowick.

Investigation: Katja Nowick.

Methodology: Deisy Morselli Gysi, Tiago de Miranda Fragoso, Wesley Bertoli, Eivind Almaas.

Resources: Volker Busskamp.

Software:Deisy Morselli Gysi.

Supervision: Eivind Almaas, Katja Nowick.

Validation: Deisy Morselli Gysi, Tiago de Miranda Fragoso, Fatemeh Zebardast.

Visualization: Deisy Morselli Gysi.

Writing – original draft:Deisy Morselli Gysi.

Writing – review & editing: Deisy Morselli Gysi, Tiago de Miranda Fragoso, Wesley Bertoli,

Volker Busskamp, Eivind Almaas, Katja Nowick.

References
1. Kuntal BK, Dutta A, Mande SS. CompNet: a GUI based tool for comparison of multiple biological inter-

action networks. BMC Bioinformatics. 2016; 17(1):185. https://doi.org/10.1186/s12859-016-1013-x

2. Gysi DM, Nowick K. Construction, comparison and evolution of networks in life sciences and other disci-
plines. Journal of the Royal Society, Interface. 2020; 17(166):20190610. https://doi.org/10.1098/rsif.
2019.0610

3. Barabási AL, Oltvai ZN. Network biology: Understanding the cell’s functional organization. Nature
Reviews Genetics. 2004; 5(2):101–113. https://doi.org/10.1038/nrg1272

PLOS ONE Whole transcriptome network analysis using Co-expression Differential Network Analysis (CoDiNA)

PLOSONE | https://doi.org/10.1371/journal.pone.0240523 October 15, 2020 24 / 28

https://doi.org/10.1186/s12859-016-1013-x
https://doi.org/10.1098/rsif.2019.0610
https://doi.org/10.1098/rsif.2019.0610
https://doi.org/10.1038/nrg1272
https://doi.org/10.1371/journal.pone.0240523


4. Bansal M, Belcastro V, Ambesi-Impiombato A, di Bernardo D. How to infer gene networks from expres-
sion profiles. Molecular Systems Biology. 2007; 3(1):78. https://doi.org/10.1038/msb4100120

5. Furlong LI. Human diseases through the lens of network biology. Trends in Genetics. 2013; 29(3):150–
159. https://doi.org/10.1016/j.tig.2012.11.004

6. Dempsey K, Thapa I, Cortes C, Eriksen Z, Bastola DK, Ali H. On mining biological signals using correla-
tion networks. In: Proceedings—IEEE 13th International Conference on Data MiningWorkshops,
ICDMW2013. IEEE; 2013. p. 327–334. Available from: http://ieeexplore.ieee.org/document/6753938/.

7. Meyer PE, Lafitte F, Bontempi G. Minet: an open source R/Bioconductor package for mutual informa-
tion based network inference. BMC Bioinformatics. 2008; 9:461. https://doi.org/10.1186/1471-2105-9-
461

8. Gysi DM, Voigt A, Fragoso TdM, Almaas E, Nowick K. wTO: an R package for computing weighted
topological overlap and a consensus network with integrated visualization tool. BMC Bioinformatics.
2018; 19(1):392. https://doi.org/10.1186/s12859-018-2351-7

9. Langfelder P, Horvath S. WGCNA: an R package for weighted correlation network analysis. BMC Bioin-
formatics. 2008; 9(1):559. https://doi.org/10.1186/1471-2105-9-559

10. van Dam S, Võsa U, van der Graaf A, Franke L, de Magalhães JP. Gene co-expression analysis for
functional classification and gene-disease predictions. Briefings in bioinformatics. 2018; 19(4):575–592.
https://doi.org/10.1093/bib/bbw139

11. Nowick K, Gernat T, Almaas E, Stubbs L. Differences in human and chimpanzee gene expression pat-
terns define an evolving network of transcription factors in brain. Proceedings of the National Academy
of Sciences. 2009; 106(52):22358–22363. https://doi.org/10.1073/pnas.0911376106

12. Berto S, Perdomo-Sabogal A, Gerighausen D, Qin J, Nowick K. A Consensus network of gene regula-
tory factors in the human frontal lobe. Frontiers in Genetics. 2016; 7(MAR):31. https://doi.org/10.3389/
fgene.2016.00031

13. Kutsche LK, Gysi DM, Fallmann J, Lenk K, Petri R, Swiersy A, et al. Combined Experimental and Sys-
tem-Level Analyses Reveal the Complex Regulatory Network of miR-124 during Human Neurogenesis.
Cell Systems. 2018; 7(4):1–15. https://doi.org/10.1016/j.cels.2018.08.011

14. Amar D, Safer H, Shamir R. Dissection of Regulatory Networks that Are Altered in Disease via Differen-
tial Co-expression. PLoS Computational Biology. 2013; 9(3):e1002955. https://doi.org/10.1371/journal.
pcbi.1002955

15. Fukushima A. DiffCorr: An R package to analyze and visualize differential correlations in biological net-
works. Gene. 2013; 518(1):209–214. https://doi.org/10.1016/j.gene.2012.11.028

16. del Sol A, Balling R, Hood L, Galas D. Diseases as network perturbations. Current Opinion in Biotech-
nology. 2010; 21(4):566–571. https://doi.org/10.1016/j.copbio.2010.07.010

17. Bandyopadhyay S, Mehta M, Kuo D, Sung MKK, Chuang R, Jaehnig EJ, et al. Rewiring of Genetic Net-
works in Response to DNA Damage. Science. 2010; 330(6009):1385–1389. https://doi.org/10.1126/
science.1195618 PMID: 21127252

18. de la Fuente A. From’differential expression’ to’differential networking’—identification of dysfunctional
regulatory networks in diseases. Trends in Genetics. 2010; 26(7):326–333. https://doi.org/10.1016/j.tig.
2010.05.001

19. Chowdhury HA, Bhattacharyya DK, Kalita JK. (Differential) Co-Expression Analysis of Gene Expres-
sion: A Survey of Best Practices. IEEE/ACM Transactions on Computational Biology and Bioinformat-
ics. 2019; p. 1–1. https://doi.org/10.1109/TCBB.2019.2893170

20. Yang J, Yu H, Liu BH, Zhao Z, Liu L, Ma LX, et al. DCGL v2.0: An R package for unveiling differential
regulation from differential co-expression. PLoS ONE. 2013; 8(11):e79729. https://doi.org/10.1371/
journal.pone.0079729 PMID: 24278165

21. WatsonM. CoXpress: Differential co-expression in gene expression data. BMC Bioinformatics. 2006; 7
(1):509. https://doi.org/10.1186/1471-2105-7-509

22. Voigt A, Nowick K, Almaas E. A composite network of conserved and tissue specific gene interactions
reveals possible genetic interactions in glioma. PLoS Computational Biology. 2017; 13(9):e1005739.
https://doi.org/10.1371/journal.pcbi.1005739

23. Liu BH, Yu H, Tu K, Li C, Li YX, Li YY. DCGL: An R package for identifying differentially coexpressed
genes and links from gene expression microarray data. Bioinformatics. 2010; 26(20):2637–2638.
https://doi.org/10.1093/bioinformatics/btq471

24. Tesson BM, Breitling R, Jansen RC. DiffCoEx: A simple and sensitive method to find differentially coex-
pressed gene modules. BMC Bioinformatics. 2010; 11(1):497. https://doi.org/10.1186/1471-2105-11-
497

PLOS ONE Whole transcriptome network analysis using Co-expression Differential Network Analysis (CoDiNA)

PLOSONE | https://doi.org/10.1371/journal.pone.0240523 October 15, 2020 25 / 28

https://doi.org/10.1038/msb4100120
https://doi.org/10.1016/j.tig.2012.11.004
http://ieeexplore.ieee.org/document/6753938/
https://doi.org/10.1186/1471-2105-9-461
https://doi.org/10.1186/1471-2105-9-461
https://doi.org/10.1186/s12859-018-2351-7
https://doi.org/10.1186/1471-2105-9-559
https://doi.org/10.1093/bib/bbw139
https://doi.org/10.1073/pnas.0911376106
https://doi.org/10.3389/fgene.2016.00031
https://doi.org/10.3389/fgene.2016.00031
https://doi.org/10.1016/j.cels.2018.08.011
https://doi.org/10.1371/journal.pcbi.1002955
https://doi.org/10.1371/journal.pcbi.1002955
https://doi.org/10.1016/j.gene.2012.11.028
https://doi.org/10.1016/j.copbio.2010.07.010
https://doi.org/10.1126/science.1195618
https://doi.org/10.1126/science.1195618
http://www.ncbi.nlm.nih.gov/pubmed/21127252
https://doi.org/10.1016/j.tig.2010.05.001
https://doi.org/10.1016/j.tig.2010.05.001
https://doi.org/10.1109/TCBB.2019.2893170
https://doi.org/10.1371/journal.pone.0079729
https://doi.org/10.1371/journal.pone.0079729
http://www.ncbi.nlm.nih.gov/pubmed/24278165
https://doi.org/10.1186/1471-2105-7-509
https://doi.org/10.1371/journal.pcbi.1005739
https://doi.org/10.1093/bioinformatics/btq471
https://doi.org/10.1186/1471-2105-11-497
https://doi.org/10.1186/1471-2105-11-497
https://doi.org/10.1371/journal.pone.0240523


25. Fukushima A, Nishida K. Using the DiffCorr Package to Analyze and Visualize Differential Correlations
in Biological Networks. Computational Network Analysis with R: Applications in Biology, Medicine and
Chemistry. 2016; 518(1):1–34. https://doi.org/10.1002/9783527694365.ch1

26. Bass JIF, Diallo A, Nelson J, Soto JM, Myers CL, Walhout AJM. Using networks to measure similarity
between genes: Association index selection. Nature Methods. 2013; 10(12):1169–1176. https://doi.org/
10.1038/nmeth.2728

27. Lena PD,Wu G, Martelli PL, Casadio R, Nardini C. MIMO: an efficient tool for molecular interaction
maps overlap. BMC Bioinformatics. 2013; 14. https://doi.org/10.1186/1471-2105-14-159

28. Amar D, Shamir R. Constructing module maps for integrated analysis of heterogeneous biological net-
works. Nucleic Acids Research. 2014; 42(7):4208–4219. https://doi.org/10.1093/nar/gku102

29. Liang Z, Xu M, Teng M, Niu L. NetAlign: a web-based tool for comparison of protein interaction net-
works. Bioinformatics. 2006; 22. https://doi.org/10.1093/bioinformatics/btl287

30. Tian Y, McEachin RC, Santos C, States DJ, Patel JM. SAGA: a subgraph matching tool for biological
graphs. Bioinformatics. 2007; 23. https://doi.org/10.1093/bioinformatics/btl571

31. Siska C, Bowler R, Kechris K. The discordant method: A novel approach for differential correlation. Bio-
informatics. 2016; 32(5):690–696. https://doi.org/10.1093/bioinformatics/btv633

32. Dost B, Shlomi T, Gupta N, Ruppin E, Bafna V, Sharan R. QNet: A Tool for Querying Protein Interaction
Networks. Journal of Computational Biology. 2008; 15(7):913–925. https://doi.org/10.1089/cmb.2007.
0172

33. Lichtblau Y, Zimmermann K, Haldemann B, Lenze D, Hummel M, Leser U. Comparative assessment of
differential network analysis methods. Briefings in bioinformatics. 2017; 18(5):837–850. https://doi.org/
10.1093/bib/bbw061

34. Wang P, Gao L, Hu Y, Li F. Feature related multi-view nonnegative matrix factorization for identifying
conserved functional modules in multiple biological networks. BMC Bioinformatics. 2018; 19(1):394.
https://doi.org/10.1186/s12859-018-2434-5

35. Yu H, Liu BH, Ye ZQ, Li C, Li YX, Li YY. Link-based quantitative methods to identify differentially coex-
pressed genes and gene Pairs. BMC Bioinformatics. 2011; 12(1):315. https://doi.org/10.1186/1471-
2105-12-315

36. Pierson E, Koller D, Battle A, Mostafavi S. Sharing and Specificity of Co-expression Networks across
35 Human Tissues. PLoS Computational Biology. 2015; 11(5):e1004220. https://doi.org/10.1371/
journal.pcbi.1004220

37. Lai Y, Wu B, Chen L, Zhao H. A statistical method for identifying differential gene-gene co-expression
patterns. Bioinformatics. 2004; 20(17):3146–3155. https://doi.org/10.1093/bioinformatics/bth379

38. FarahbodM, Pavlidis P. Differential coexpression in human tissues and the confounding effect of mean
expression levels. Bioinformatics. 2019; 35(1):55–61. https://doi.org/10.1093/bioinformatics/bty538
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