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## Abstract

This report examines the economic burden of insufficient sleep across five different OECD countries. Taking into account the association between sleep deprivation and mortality, as well as productivity, the findings of this study suggest that insufficient sleep can result in large economic costs in terms of lost GDP.
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## Executive summary

## A. Insufficient sleep as a public health problem

The Centers for Disease Control and Prevention (CDC) in the United States has declared insufficient sleep a 'public health problem'. Indeed, according to a recent CDC study, more than a third of American adults are not getting enough sleep on a regular basis (Liu et al., 2014). However, insufficient sleep is not exclusively a U.S. problem, and also concerns other industrialised countries such as the United Kingdom, Japan, Germany, or Canada (National Sleep Foundation, 2013). According to recent evidence, the proportion of people getting less than the recommended hours of sleep is rising and is associated with lifestyle factors related to a modern $24 / 7$ society, such as psychosocial stress, unbalanced diet, lack of physical activity and excessive electronic media use, among others (Roenneberg, 2013). This is alarming as insufficient sleep has been found to be associated with a range of negative health and social outcomes, including adverse performance effects at school and in the labour market.

Insufficient sleep duration has been linked with seven of the fifteen leading causes of death in the United States, including cardiovascular disease, malignant neoplasm, cerebrovascular disease, accidents, diabetes, septicaemia and hypertension (Kochanek et al., 2014). Besides impairing health and wellbeing, existing evidence suggests that sleep plays an important part in determining cognitive performance and workplace productivity, with a lack of sleep leading to more traffic accidents, industrial accidents, medical errors and loss of work productivity (Nuckols et al., 2009; Ulmer et al., 2009; Pack et al., 1995). Sleep loss and sleep-related disorders have been linked to a number of accidents and catastrophes including the Chernobyl nuclear explosion, the Three Mile Island nuclear incident, the Exxon Valdez spill and the Space Shuttle Challenger tragedy (United States Senate Committee on Energy and Natural Resources, 1986; Dinges et al., 1989; Moss, 1981; National Commission on Sleep Disorders, 1993; Walsh et al., 2011).

While insufficient sleep can have detrimental impacts on all age cohorts, sleep deprivation among children and adolescents may trigger irreversible long-term consequences. For instance, there is strong evidence for the association of quality and quantity of sleep with school performance and cognitive ability among school-aged children and adolescents (Blunden et al., 2000; Owens et al., 2000; Roberts et al., 2001). However, according to a National Sleep Foundation (2006) survey, more than 87 percent of high school students in the United States get far less than the recommended hours of sleep, and the amount of sleep they get is decreasing, posing a serious threat to their health and academic success.

Given the potential adverse effects of insufficient sleep on health, well-being and productivity, the consequences of sleep-deprivation have far-reaching societal and economic consequences. With the evidence on the economic consequences of sleep loss and disorders being limited so far, there is an acute
need for systematic analyses of the economic impacts of insufficient sleep, particularly given some evidence of rising rates of insufficient sleep worldwide,. This research study aims to raise awareness of the scale of insufficient sleep as a societal issue, quantifying the economic costs of insufficient sleep as well as making recommendations and providing potential solutions that can help tackle this growing problem.

## B. Objectives of the study

Against this background, the study aims to stimulate discussion on the economic burden of insufficient sleep by contributing to the evidence base surrounding this public health problem. In essence, building on existing scientific evidence and applying relevant quantitative research methods this study seeks to:

1) Identify the factors associated with sleep duration: in order to make recommendations on how to tackle the problem of insufficient sleep it is important to understand the factors associated with sleep duration in more detail. To that end, we use a novel large employer-employee dataset which includes a substantial number of different variables that may be associated with sleep duration, enabling us to examine the relative contribution of each factor in more detail.
2) Investigate the link between insufficient sleep and mortality and workplace productivity: insufficient sleep is associated with many negative health outcomes and elevated mortality risks. It also impairs cognitive performance, leading to lower productivity levels. Using appropriate econometric modelling techniques, this study provides new estimates on the association between insufficient sleep and mortality, as well as working time lost due to absenteeism, employees not being at work, and presenteeism, employees being at work but working at a sub-optimal level.
3) Quantify the economic costs of insufficient sleep across different countries: we draw on parameters derived in the empirical analysis of this study and conduct a cross-country comparative analysis of the economic burden of insufficient sleep. For this purpose we develop a bespoke macroeconomic model to project GDP and labour productivity for five OECD countries under different future 'what if scenarios.

## C. Key research findings

The study findings contribute to the existing evidence base in four different areas: (1) factors associated with insufficient sleep; (2) link between insufficient sleep and (all cause)-mortality; (3) association between insufficient sleep and workplace productivity; (4) economics costs of insufficient sleep across five different OECD countries.

## 1. Individual and workplace-related factors impact sleep duration

Using recent survey data for over 62,000 individuals covering the combined years of 2015 and 2016, the findings of this study suggest that a number of different individual-level and workplace factors are associated with insufficient sleep. This includes body mass index (BMI), smoking, sugary drink consumption, a lack of physical activity, stress and anxiety, financial concerns, gender, marital status, unrealistic time pressures at work, working irregular hours and long commuting times. The factors leading to short sleep can be summarised in more detail as follows:

## Lifestyle and health factors

1) BMI: people with a BMI considered as overweight or obese sleep on average between about 2.5 minutes to 7 minutes less per day than those with a normal BMI.
2) Smoking: current smokers sleep on average 5 minutes less per day than non-smokers.
3) Sugary drinks: people consuming more than two sugary drinks per day sleep on average 3.4 minutes less per day than those with less consumption of sugary drinks.
4) Physical activity: people performing less than 120 minutes of physical activity per week sleep on average about 2.6 minutes less per day than those reporting to do more than the recommended 150 mins of physical activity per week.
5) Mental health: people with medium to high risk of mental-health problems sleep on average 17.2 minutes less per day than those with low risk of mental-health issues.

## Personal and socio-demographic factors

1) Financial concerns: people with financial concerns sleep on average about 10 minutes less per day than those without concerns.
2) Unpaid care: people who provide unpaid care to family members, close relatives or friends sleep on average about 5 minutes less per day than those who do not provide unpaid care.
3) Children: people with dependent children under age of 18 living in the same household sleep on average about 4.2 minutes less per day than those without dependent children under the age of 18 .
4) Gender: Men sleep on average about 9 minutes less per day than women.
5) Marital status: people reporting being separated from their partner sleep on average 6.5 minutes less per day than those who report being married. Similarly, people who reported never being married sleep on average 4.8 minutes less than those being married.

## Workplace psychosocial and job factors

1) Lack of choice: people reporting a lack of choice in their daily work routine sleep on average 2.3 minutes less per day than those reporting more choice at work.
2) Unrealistic time pressures: people reporting unrealistic time pressures and stress at the workplace sleep on average 8 minutes less per day than those reporting low levels of time pressure.
3) Irregular hours: people that work irregular hours (e.g. shift work) sleep on average 2.7 minutes less per day than those working regular hours.
4) Commuting: people commuting between 30 to 60 minutes to work (one way) sleep on average 9.2 minutes less per day compared to those with a zero to 15 minutes (one way) commute. Heavy commuters travelling more than 60 minutes to work (one way) sleep on average 16.5 minutes less per day than those with only short commutes.

At first glance, the estimates of minutes of sleep lost due to the various factors outlined above may seem small. However, it is important to stress that the estimates represent the effect on sleep duration of each single factor, holding all other factors constant.

To put this into perspective, an employee who works irregular hours, commutes 30 to 60 minutes to work (one way) and is exposed to a set of different measures of workplace psychosocial risks, such as unrealistic time pressures, sleeps on average about 28.5 minutes per day less than an employee that has regular working hours, commutes only up to 15 minutes (one way) and is not exposed to psychosocial risk factors at the workplace. This equates to over 173 hours of lost sleep per year.

## 2. Insufficient sleep increases mortality risk by up to 13 per cent

Investigating the link between sleep duration and mortality we find that at any given point in time, an individual that sleeps on average less than six hours per night has a 13 per cent higher mortality risk than an individual sleeping between seven and nine hours, which is considered as the healthy amount of sleep. Furthermore, an individual sleeping between six and seven hours per night has a 7 per cent higher mortality risk. This includes all causes of death, including fatal car accidents, strokes, cancer or due to cardiovascular disease.

## 3. Insufficient sleep is costly for employers by reducing workplace productivity

The empirical findings of this study suggest that workers who sleep less than six hours per day report on average about a 2.4 percentage point higher productivity loss due to absenteeism or presenteeism than workers sleeping between seven to nine hours per day. Those sleeping on average between six to seven hours still report about a 1.5 percentage point higher productivity loss compared to those sleeping seven to nine hours. To put these numbers into perspective, assuming there are 250 working days in a given year, this means that a worker sleeping less than six hours loses around 6 working days due to absenteeism or presenteeism per year more than a worker sleeping seven to nine hours. A person sleeping six to seven hours loses on average about 3.7 working days more per year.

Taking into account observed distributions of sleep duration and different working population sizes across five different OECD countries, ${ }^{1}$ this amounts to a substantial loss of working time every year (see Table ES. 1 below).

For instance, on an annual basis, the U.S. loses an equivalent of about 1.23 million working days due to insufficient sleep. This corresponds to about 9.9 million working hours. This is followed by Japan, which loses on average 0.6 million working days, or 4.8 million working hours, per year. With 0.2 million days the UK and Germany have a similar amount of working time lost, corresponding each to more than 1.65 million working hours. Among the five OECD countries examined, with about 0.08 million working days, Canada has the least working time lost due to insufficient sleep, corresponding to about 0.6 million working hours.

[^0]Table ES.1: Total working time lost across five different OECD countries

| Country | U.S. | UK | Germany | Japan | Canada |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Sleep: $\%$ < 6 hours | $18 \%$ | $16 \%$ | $9 \%$ | $16 \%$ | $6 \%$ |
| Sleep: $\% 6$ to 7 hours | $27 \%$ | $19 \%$ | $21 \%$ | $40 \%$ | $20 \%$ |
| \# Full-time workers (in thousands) | 121,490 | 22,733 | 28,965 | 47,790 | 14,559 |
| \# Part time workers (in thousands) | 27,340 | 8,296 | 11,245 | 14,000 | 3,387 |
| Days lost (full-time): < 6 hours | 528,377 | 87,372 | 60,545 | 185,289 | 22,089 |
| Days lost (full-time): 6 to 7 hours | 479,643 | 64,447 | 90,023 | 282,009 | 41,888 |
| Days lost (part-time): < 6 hours | 118,906 | 31,885 | 23,506 | 54,280 | 5,139 |
| Days lost (part-time): 6 to 7 hours | 107,938 | 23,519 | 34,951 | 82,614 | 9,745 |
| Days lost: total | $1,234,864$ | 207,224 | 209,024 | 604,191 | 78,861 |
| Hours lost: total | $9,878,910$ | $1,657,792$ | $1,672,192$ | $4,833,532$ | 630,886 |

Notes: sleep-per-day data based on data from the National Sleep Foundation (2013) representative survey. The proportions of people sleeping less than six and between six and seven hours have been calculated by using the weighted average among the proportions for workday and weekend sleep patterns. The numbers of full and part-fime employed workers in each country comes from the OECD labour statistics database. Note that we assume 250 working days per full-time employee per year and 125 working days for part-time employees. As an example, the total days lost due to insufficient sleep in an economy are calculated by multiplying the total number of workers (full- and part-time) by the proportions of short sleepers $/<6$ hours and 6 to 7 hours), multiplied by the total number of working days (full-time: 250; part-time: 125) plus the percentages of work impairment due to absenteeism and presenteeism (< 6 hours: $2.36 \%$; 6 to 7 hours: 1.47\%). To calculate the total hours lost we multiply the working days by eight hours.

## 4. Up to $\$ 680$ billion is lost each year across five OECD countries due to insufficient sleep

To provide estimates of the economic costs associated with insufficient sleep we develop a bespoke macroeconomic model that simulates the various agents in an economy, including individuals, firms and the government, and their interactions over time. In our analytical approach, the effect of insufficient sleep is translated into the supply of effective labour units that individuals provide in the economy. In essence, labour supply is affected through three mortality and productivity related mechanisms.

Firstly, due to insufficient sleep, people are more likely to die than if they slept seven to nine hours a night, reducing the size of the working population. Secondly, sleep deprived workers are more likely to be absent from work due to sickness or with reduced performance while at work, which leads to an efficiency loss for each unit of labour supplied in the economy. Thirdly, sub-optimal school performance in younger years due to sleep deprivation hinders an individual's skill development. We take this human capital effect into account by modelling shifts in the skill distribution at the point in time when adolescents enter the labour market.

As a first step, the model simulates the economic forecast of each of the five OECD countries under consideration in the status quo (or baseline) scenario - the current proportions of people with insufficient sleep. In a second step, under different 'what if scenarios (compared to the status quo), the model predicts how economic output and labour productivity would be affected if the proportions of short
sleepers in the economy were reduced. In other words, how much larger would be the economic output if people got sufficient sleep.

Specifically, scenario 1 in our analysis represents an optimistic 'best-case' scenario where all short sleepers (less than seven hours per day) in the population would sleep the recommended hours of sleep (seven to nine hours). Scenario 2 represents a less ambitious scenario by examining the economic impact if those sleeping less than six hours started sleeping six to seven hours. Scenario 3 is similar to scenario 2 but predicts the potential gains to the economy if those sleeping six to seven hours started sleeping seven to nine hours, keeping those sleeping less than six hours unaffected. The findings for scenario 1 are depicted in the figure below.

Figure ES.1: Economic costs of insufficient sleep across five OECD countries


Notes: RAND Europe analysis
Our economic predictions indicate that in absolute terms, the U.S. sustains by far the highest annual economic loss (between $\$ 280$ billion and $\$ 411$ billion currently, depending on the scenario) due to the size of its economy, followed by Japan (between $\$ 88$ billion and $\$ 138$ billion). However, relative to the size of the overall economy, the estimated loss for Japan is actually larger than for the U.S. (between 1.56 to 2.28 per cent for the U.S. and 1.86 per cent to 2.92 per cent for Japan, respectively). This is followed by the UK ( 1.36 per cent to 1.86 per cent), Germany ( 1.02 per cent to 1.56 per cent) and Canada ( 0.85 per cent to 1.56 per cent).

The overall costs increase slightly in magnitude over time in all subsequent years of a given scenario, as the mortality effect of insufficient sleep leads to reductions in the labour supply. That is, the death of a worker does not only affect the year the death occurs, but continues to be a part of the costs in subsequent years because of the loss of all potential future offspring. To illustrate this point, the costs of insufficient sleep in 2020 for the U.S. range from $\$ 299$ billion to $\$ 433$ billion. However, this increases by 2030, where the range is from $\$ 318$ to $\$ 456$ billion. Overall, the lowest costs are observed in scenario 2, as this scenario assumes that short sleepers between six to seven hours have no elevated mortality risks and no
higher amounts of working time lost due to absenteeism or presenteeism. The costs related to each scenario are summarised in more detail the Table ES 2 below.

Table ES.2: Estimated annual cost in GDP terms, relative to baseline scenario

| Year | Country | GDP (U.S.\$ billions, 2015 prices) |  |  |  | GDP (\%) |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Scenarios |  | 1 | 2 | 3 | 1 | 2 | 3 |
| Current | U.S. | 411 | 280.6 | 357 | 2.28\% | 1.56\% | 1.98\% |
|  | UK | 50.2 | 36.7 | 43.2 | 1.86\% | 1.36\% | 1.60\% |
|  | Japan | 138.6 | 87.9 | 125.8 | 2.92\% | 1.86\% | 2.66\% |
|  | Germany | 60 | 39.3 | 54.8 | 1.56\% | 1.02\% | 1.42\% |
|  | Canada | 21.4 | 13.5 | 19.8 | 1.35\% | 0.85\% | 1.24\% |
| 2020 | U.S. | 433.8 | 299.4 | 377.5 | 2.40\% | 1.66\% | 2.09\% |
|  | UK | 53.8 | 40 | 46.4 | 1.99\% | 1.48\% | 1.72\% |
|  | Japan | 145.9 | 93.6 | 132.3 | 3.08\% | 1.98\% | 2.79\% |
|  | Germany | 62.3 | 40.9 | 56.5 | 1.61\% | 1.06\% | 1.47\% |
|  | Canada | 21.9 | 13.9 | 20.3 | 1.38\% | 0.88\% | 1.28\% |
| 2025 | U.S. | 456.1 | 318.6 | 396.9 | 2.53\% | 1.77\% | 2.20\% |
|  | UK | 57.6 | 43.3 | 49.7 | 2.13\% | 1.60\% | 1.84\% |
|  | Japan | 151.7 | 98.3 | 137.5 | 3.20\% | 2.07\% | 2.90\% |
|  | Germany | 64.7 | 42.6 | 58.6 | 1.68\% | 1.10\% | 1.52\% |
|  | Canada | 22.5 | 14.4 | 20.8 | 1.42\% | 0.91\% | 1.31\% |
| 2030 | U.S. | 467.7 | 330.0 | 406.9 | 2.59\% | 1.83\% | 2.26\% |
|  | UK | 58.7 | 44.1 | 50.6 | 2.17\% | 1.63\% | 1.87\% |
|  | Japan | 156.2 | 101.4 | 141.7 | 3.30\% | 2.14\% | 2.99\% |
|  | Germany | 69.1 | 46.6 | 62.9 | 1.79\% | 1.21\% | 1.63\% |
|  | Canada | 23.4 | 15.1 | 21.6 | 1.47\% | 0.95\% | 1.36\% |

The findings of the economic analysis in this report suggest, lower productivity levels and higher mortality risks related to insufficient sleep can result in substantial economic losses to modern economies. For instance, insufficient sleep among their populations cost the five OECD countries under consideration up to $\$ 680$ billion of economic output every year. These costs rise over time, even if we assume constant proportions of short sleepers in the future. In summary, sleep deprivation adversely affects individuals through negative effects on their health and wellbeing and is also costly for employers due to lost working time from its employees, which is associated with large economic losses. Therefore, solving the problem of insufficient sleep represents a potential 'win-win' situation for individuals, employers and the wider society.

## 5. What can be done to solve the problem of insufficient sleep?

To improve sleep outcomes among the wider population, this report outlines a number of recommendations for individuals, employers and public authorities. Some of the key recommendations are summarised in the Table ES 3 below.

## Table ES.3: Recommendations for individuals, employers and public authorities to improve sleep outcomes


#### Abstract

Recommendation Description


## Recommendations targeted at individuals

1. Set a consistent wake-up time.
2. Limit the use of electronic devices before bedtime.
3. Limit the consumption of substances which may impair sleep quality.
4. Exercise.

Individuals may achieve better sleep outcomes by making sure they wake up at a consistent time.

Individuals may achieve better sleep outcomes minimising the time spent using electronic devices and the overall amount of screen time, particularly shortly before bedtime. The use of screens in the evening may suppress people's melatonin levels, a hormone which is crucial for the control of sleeping and waking cycles.

Sleep outcomes can be improved by avoiding or minimise the consumption of substances close to bedtime, including caffeine, alcohol, and nicotine.

Physical activity has been demonstrated to be associated with improved sleep outcomes.

## Recommendations targeting employers

5. Recognise the importance of sleep and the employer's role in its promotion.
6. Provide facilities and amenities that help employees with sleep hygiene.
7. Discourage the extended use of electronic devices.

Employers should recognise the importance of sleep and the adverse outcomes both for individuals and businesses stemming from insufficient sleep. In some instances this may require a cultural change in organisational thinking.

Employers can put in place arrangements to support their staff's daily routines with the aim of improving their sleep outcomes.

Employers may signal limits on staff's expected availability after working hours or by introducing policies limiting after-hours and out-of-office communications.

## Recommendations targeting public authorities

8. Support health professionals in providing sleep-related help.

Awareness campaigns and wider support activities should be aimed at professionals so that they are best equipped to assist individuals suffering from sleep disorders.

Public authorities can help promote more effective schedules by introducing delayed school starts.
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## Abbreviations

| AMR | Antimicrobial resistance |
| :--- | :--- |
| BHW | Britain's Healthiest Workplace competition |
| CBT-I | Cognitive-Behavioural Therapy for Insomnia |
| CDC | Centers for Disease Control and Prevention |
| FAT | Funnel Asymmetry Test |
| GLM | Generalised Linear Model |
| HLQ | Health and Labour Questionnaire |
| HPQ | Health and Work Performance Questionnaire |
| HSE | Health \& Safety Executive |
| LPM | Linear Probability Model |
| MRA | Meta-regression analysis |
| MS | Management Standards |
| OLG | Overlapping Generations model |
| OLS | Ordinary Least Squares |
| PEESE | Precision-Effect Estimate with Standard Error |
| PET | Precision Effect Test |
| RE | Random Effects |
| RR | Relative risk |
| SE | Standard Error |
| SPS | Stanford Presenteeism Scale |
| WHI | Work and Health Interview |
| WLG | Work Limitations Questionnaire |
| WLS | Weighted Least Squares |
| WPAI | Work Productivity and Activity Impairment Questionnaire |
| WPSI | Work Productivity Short Inventory |

## 1. Introduction

### 1.1. Insufficient sleep as a public health problem

We devote considerable portions of our lives to sleep. In fact, sleep may be considered 'the most common activity in terms of time spent that humans engage in'. ${ }^{2}$ However, even though we spend roughly onethird of our lives asleep, there are still significant gaps in our understanding of sleep. For instance, even the very fundamental question of why we sleep is subject to a series of hypotheses ranging from giving our bodies, and in particular our brains, time to recover, to clearing our bodies of toxins to strengthening our memory and selecting what our memories will retain (Ghosh, 2015; Locke, 2014). Nevertheless, there appears to be a consensus that sleep has beneficial effects at many different levels and is essential for health, productivity, and cognitive and psychological well-being. While the need to take into account individual factors makes it is impossible to set precise guidelines about how much sleep each individual should be getting, ${ }^{3}$ there is a broad consensus about what constitutes insufficient - or short - sleep. Available guidelines frequently provide a range of hours individuals should sleep every night, and these estimates are relatively consistent for various groups (see Table 1.1). By extension, anything falling short of the recommended lower boundary can be understood as constituting insufficient, or short, sleep, giving rise - particularly if this is a regular occurrence - to sleep deprivation.

A lack of sleep has been found to be associated with a range of negative health and social outcomes, including adverse performance effects at school and in the labour market. Over the last decades, there has been growing evidence suggesting a strong association between sleep duration and mortality risk, with some evidence suggesting that individuals sleeping between seven and nine hours nightly experience the lowest risks for all-cause mortality, whereas those who sleep for shorter or longer periods have significantly higher mortality risks (see, for example, Vgontzas et al., 2010). Insufficient sleep duration has been linked with seven of the fifteen leading causes of death in the U.S. including cardiovascular disease, malignant neoplasm, cerebrovascular disease, accidents, diabetes, septicaemia and hypertension (Kochanek et al., 2014).

[^1]Table 1.1: Selected international sleep guidelines for adults

| Source | Guideline | Notes |
| :--- | :--- | :--- |
| National Sleep Foundation ${ }^{4}$ | $7-9$ hours | Refers to adults aged 26-64 |
| Mayo Clinic $^{5}$ | $7-9$ hours |  |
| National Heart Lung and Blood Institute ${ }^{6}$ | $7-8$ hours | Includes the elderly |
| Royal College of Psychiatrists |  |  |

It is important to stress that existing evidence suggests that not only is insufficient sleep associated with negative outcomes, but also that individuals sleeping more than the recommended seven to nine hours may also have elevated mortality risk and productivity losses. It is therefore the extreme ends of sleep distribution patterns that really matter for predicting adverse outcomes (that is to say, short sleepers who sleep less than seven hours nightly versus long sleepers who sleep more than nine hours).

Sleep deprivation is often associated with shift work, the $24 / 7$ society, stress and lifestyle factors, while long sleep is reported to be associated with underlying (unobserved or undiagnosed) chronic health conditions, such as heart disease, cancer or depression. The evidence suggests that the link between short sleep and negative outcomes is more direct, whereas the link between long sleep and negative outcomes seems to be more indirect (i.e. long sleep is driven by underlying chronic health conditions and not vice versa). Hence, the impact of insufficient sleep appears to be the more salient issue in our society and represents a major public-health concern which may be best addressed by changes in individual behaviour, supported by employers and public-policy measures (Grandner et al., 2010).

In addition, scientific evidence suggest that insufficient sleep may also impair cognitive abilities, leading to more traffic accidents, industrial accidents, medical errors and loss of work productivity (Nuckols et al., 2009; Pack et al., 1995). Typically, lack of sleep is thought of as an individual issue, but the consequences of insufficient sleep can be far-reaching and dramatic and can have wider societal and economic effects. Lack of adequate sleep can affect judgment and the ability to process and retain information adequately, and can increase the risk of serious or fatal accidents and injury. Sleep deficiency and sleep-related disorders have been linked to a number of accidents and catastrophes including the Chernobyl nuclear

[^2]explosion, the Three Mile Island nuclear incident, the Exxon Valdez spill and the Space Shuttle Challenger tragedy (United States Senate Committee on Energy and Natural Resources, 1986; Dinges et al., 1989; Moss, 1981; National Commission on Sleep Disorders, 1993; Walsh et al., 2011). Hence, existing data on how much sleep people are actually getting raises concerns about the consequences of insufficient sleep in the population at large. According to some evidence, people nowadays tend to get one to two hours less sleep each night compared to their ancestors fifty or a hundred years ago (Roenneberg, 2013). According to a report published by the Centers for Disease Control and Prevention (CDC), more than a third of American adults are not getting enough sleep on a regular basis (Liu et al., 2014). Recognising the scale of the issue, the CDC has declared insufficient sleep a 'public health problem'. 8 Insufficient sleep is not exclusively a U.S. problem, as a recent study by the National Sleep Foundation (2013) highlighted. In a representative survey, researchers surveyed residents of five high-income OECD countries (the UK, the U.S., Canada, Germany, Japan) about their sleep habits. On average, around 21 per cent of people in the U.S. reported sleeping less than six hours per normal workday, with people in e Japan and UK slightly behind with 19 and 18 per cent respectively. This compares to 10 per cent of people sleeping less than six hours in Germany and 7 per cent in Canada.

Table 1.2: Proportions of the population sleeping less than seven hours

|  | U.S. | UK | Germany | Japan | Canada |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Less than 6 hours | $18 \%$ | $16 \%$ | $9 \%$ | $16 \%$ | $6 \%$ |
| 6 to 7 hours | $27 \%$ | $19 \%$ | $21 \%$ | $40 \%$ | $20 \%$ |

Notes: Sleep data based on data from the National Sleep Foundation (2013) representative survey. The proportions of people sleeping less than six and between six and seven hours have been calculated by using the weighted average among the proportions for workday and weekend sleep patterns.

While insufficient sleep can have detrimental impacts on all age cohorts, sleep deprivation among children and adolescents may trigger irreversible long-term consequences if those affected perform sub-optimally in school. A number of research articles have reported the association of quality and quantity of sleep with school performance and cognitive ability among school-aged children (Blunden et al., 2000; Owens et al., 2000; Roberts et al., 2001). Furthermore, a study by Carrell et al. (2011) specifically examined the effect of school start times on the academic achievement of adolescents at the U.S. Air Force Academy, finding that starting the school day 50 minutes later had a significant positive effect on academic achievement. According to a National Sleep Foundation (2006) survey, more than 87 percent of high school students in the United States get far less than the recommended hours of sleep and the amount sleep they get is decreasing, posing a serious threat to their health and academic success. The reasons why school-age children and adolescents may sleep fewer than the recommended hours include early school start times, electronic media use, competing demands including homework and extracurricular activities, and

[^3]inconsistent bedtime patterns as well as neurobiological changes in sleep patterning and physiology across different stages of development (Thomas et al., 2015).

Given the potential adverse effects of insufficient sleep on health, well-being and productivity, the consequences of sleep-loss and disorders have far-reaching economic effects. A handful of existing studies have aimed to quantify the economic burden of sleep loss and disorders, all of which use a bottom-up cost estimation approach. For instance, Hillman et al. (2006) estimated that direct and indirect costs of sleeprelated problems amount to nearly 1 per cent of GDP in Australia. Also in the Australian context, AlGhanim et al. (2008) estimated the total economic burden of sleep disorders to be $\$ 7.494$ billion, representing 1.3 per cent of Australia's GDP in 2004. For the U.S., Chilcott and Shapiro (1996) examined the costs directly related to insomnia in various sectors of healthcare, as well as the indirect costs associated with accidents, sick days and decreased work productivity. They estimated the total direct, indirect and related costs of insomnia to be $\$ 30$ to $\$ 35$ billion annually. Shahly et al. (2012) estimated that insomnia was associated with 7.2 per cent of all costly workplace accidents and errors and the costs thereof for the U.S. population had a combined value of $\$ 31.1$ billion. For France, the study by Leger et al. (1999) found that the total direct cost of insomnia in France in 1995 was $\$ 2$ billion. Furthermore, it has been estimated that sleep-related fatigue costs businesses $\$ 150$ billion a year in absenteeism, workplace accidents, and other lost productivity (Health care strategic management, 2001). Although the evidence on the economic consequences of sleep loss and disorders is limited, there is an acute need for systematic analyses of the economic impacts of insufficient sleep, particularly given some evidence of rising rates of insufficient sleep worldwide.

### 1.2. Causes of insufficient sleep

The causes of sleep deprivation can be broadly categorised into two partially overlapping groups: (1) sleep disorders such as insomnia, sleep apnea or narcolepsy; and (2) lifestyle related (e.g. irregular sleep schedules, stress). Regrettably, as an Institute of Medicine report (Colten \& Altevogt, 2006) highlighted, it is impossible to determine the relative contributions of pathological versus behavioural factors to sleeploss. In fact, as several authors ${ }^{9}$ have pointed out, sleep deprivation is frequently a product of multiple simultaneous factors.

Behavioural causes of sleep deprivation include various types of individual choices such as a person's decision to restrict sleep time in pursuit of other activities, or consumption of stimulants close to bed time. Work commitments, such as those faced by shift workers or frequent business travellers, can also disrupt sleep cycles. Similar applies to stress and unrealistic time pressures at the workplace, which can adversely affect sleep. The same is the case with school schedules and demands, which can prevent children and adolescents from getting enough sleep, despite recommendations that these groups get even

[^4]more sleep than adults. People's sleeping habits and hygiene, such as activities close to bed time and the environment in which they sleep, can also play a role in causing sleep deprivation.

The second broad group of causes of sleep deprivation are medical and psychological conditions. Insomnia, characterised by difficulties sleeping at night, affects up to 30 per cent of people as measured by those who report at least one symptom of insomnia, although the application of more stringent diagnostic criteria yield lower prevalence estimates (Roth, 2007). The prevalence of sleep apnea, which causes a reduction of air stream to the lungs while sleeping, is estimated to have grown substantially in recent decades, reaching, in the American context, up to approximately a quarter of adults aged 30-70 (American Academy of Sleep Medicine, 2014; Peppard et al., 2013). ${ }^{10}$ Other examples of relevant conditions include short-term illnesses such as tonsillitis, influenza or colds due to their ability to disrupt and fragment sleep. Furthermore, psychosocial stress, as well as other symptoms of psychological distress and disorders, including depression and anxiety, also contribute to insufficient sleep.

Regardless of the underlying cause of sleep deprivation, broad recent societal changes may have exacerbated the role of some of the factors discussed above and thus contributed to the observed decreases in the amount of sleep we are getting. One such change is the increasing prevalence of longer working hours and more shift work, which causes many people to become sleep deprived (Åkerstedt \& Nilsson, 2003; Drake et al., 2004; Härmä et al., 1998). A somewhat related contributing trend is the proliferation of modern communication technology, which enables people to continue working, stay connected and be available for longer and/or after departing their workspaces. ${ }^{11}$ New technology also provides outlets for distraction and entertainment, possibly chipping away at hours reserved for sleep (National Sleep Foundation, 2005). Wider societal pressures and perceptions that portray sleep as an unproductive activity, exemplified by frequent admiration for individuals and professionals who profess limited need for sleep, should also be considered an underlying contributing trend (Dement \& Vaughan, 1999).

### 1.3. Objectives of the study

As outlined in the previous sections, it is well documented that insufficient sleep can have detrimental effects on health, well-being and productivity, and hence on the economy and wider society. In addition, it appears that recent societal changes have exacerbated at least some of the factors contributing to inadequate sleep, thereby accentuating these detrimental effects. Against this background, the aim of this study is to assess the wider economic and societal effects of insufficient sleep. In order to raise awareness of the scale of insufficient sleep as a public-health issue, we quantify the impacts across a number of OECD countries and make recommendations for potential solutions to tackle the problem. The contribution of this study towards the debate can be summarised as follows.

[^5]Firstly, it is important to understand the factors associated with insufficient sleep in more detail, and hence the study begins with an analysis of factors associated with (short) sleep duration at different levels. These include the individual level (e.g. lifestyle factors such as smoking or alcohol consumption) as well as workplace-related factors (e.g. psychosocial environment). Previous studies have empirically assessed factors associated with sleep duration, but due to lack of data or sufficient sample size, were restricted to focusing on specific factors only. We use a novel large employer-employee dataset which includes a huge variety of variables that may jointly determine sleep duration, enabling us to examine the relative contribution of each single variable in more detail.

Secondly, insufficient sleep is associated with many negative health outcomes and thus elevated mortality risks. This study reviews the literature analysing the link between insufficient sleep and mortality risk and aims to synthesise and evaluate existing empirical evidence using a meta-analytical approach. The contribution of the meta-analysis is to derive relative mortality risks related to short sleep duration. While a handful of meta-analyses already exist on the topic, our analysis pays specific attention to potential publication bias in the literature and aims to identify specific study characteristics that may explain the observed research outcomes, including for instance whether the geography of the study sample matters or whether the inclusion of certain lifestyle factors may affect the predicted mortality risk. In addition, we extend the scope of previous reviews by including the most recent publications in our analysis.

Thirdly, in order to assess the economic effects of insufficient sleep it is important to quantify the productivity effects related to sleep deprivation. In a previous study we estimated the average working time lost related to insufficient sleep and other health and lifestyle risk factors (Hafner et al., 2015). For the purposes of this study, we revisit our previous analysis using more recent data and a much larger data sample based on a unique large linked employer-employee data set.

Finally, putting all these quantitative empirical estimates into context, we conduct a cross-country comparative analysis about the economic effects of insufficient sleep. In conceptualising these effects we follow a similar approach taken for the estimation of the costs of antimicrobial resistance (AMR) where we focussed mainly on the negative impacts on the labour supply in the economy (Taylor et al., 2014). In our analytical approach, insufficient sleep affects the supply of effective labour through three mortality and productivity related mechanisms:

1) Increased mortality: deaths attributable to insufficient sleep reduce the size of the working-age population. This affects negatively the total number of people working in the economy and hence may affect overall economic output.
2) Increased morbidity or impaired cognitive performance: prolonged periods of sickness and absence of work or reduced cognitive performance while at work (e.g. presenteeism) as a result of insufficient sleep lead to reductions in labour efficiency (or productivity). For instance, people sleeping less than the recommended hours of sleep are more likely to catch the flu or are more likely to have an accident at work leading to a higher level of sickness absence days compared to people sleeping enough. ${ }^{12}$

[^6]3) Negative effect on adolescents' skill accumulation: suboptimal school performance in younger years due to sleep deprivation hinders an individuals' skill development, creating differences between individuals in terms of their skillset. There is some evidence that, for instance, a change in school starting times by one hour could improve strongly school performance and the educational achievements of adolescents, with associated gains in lifetime earnings.

In essence, in order to achieve these objectives, the study aims to answer the following research questions:

1) What factors are associated with sleep duration?
2) What is the association between insufficient sleep and all-cause mortality?
3) What are the economic effects of insufficient sleep? What is the association between insufficient sleep and working time lost? How much higher would GDP be if short sleepers increased their amount of sleep?

In answering these questions, the study contributes to the existing academic literature and provides new quantitative estimates of the potential economic effects of insufficient sleep. It is important to stress that the focus of this study is on sleep quantity. However, there is also evidence that suggests that sleep quality, rather than sleep quantity matters (see e.g. Lauderdale et al., 2008). Obviously, insufficient sleep and poor sleep quality are correlated, but it is important to stress that they are regarded as distinct constructs. For instance, individuals may report poor sleep quality but sleep the recommended hours and vice versa, others may report no sleep problems but sleep less than the recommended hours. We acknowledge the potential adverse effects of poor sleep quality alongside short sleep duration but due to the majority of currently available evidence on the negative effects of short sleep duration on various outcomes, the focus of this study is on sleep quantity.

### 1.4. Research approach

In order to address the research objectives and questions formulated above, our research incorporates three methodological strands:

1) Literature review: we review the available literature in order to collect available evidence about the relation between sleep and wider health outcomes, mortality, and productivity, as well as information on factors associated with sleep duration. For the analysis in Chapter 3, we systematically review the literature on the link between sleep duration and (all-cause) mortality.
2) Econometric modelling: we use multivariate regression techniques to investigate the factors associated with insufficient sleep, and the associations between short sleep duration and mortality and workplace productivity. The econometric work conducted in this study serves two purposes. Firstly, it contributes to the existing academic literature by using new data to test existing research hypotheses. Secondly, it provides important parameter estimates that feed into macro-economic model to assess the economic cost of insufficient sleep.
3) Macro-economic model development and calibration: we develop a bespoke macro-economic model that enables us to assess the economic effects of sleep deprivation drawing on parameter estimates generated in the empirical analysis of this study, as well as data for calibration purposes from different other relevant databases. In essence, the economic model used in our study is an
overlapping generations (OLG) model. OLG models by definition assume that the modelled economy is represented by people of different age cohorts. This approach is necessary to capture effects of insufficient sleep through various means and different points in individuals' lifecycles. In a nutshell, the economy in our model has three sectors - households, firms, and government which continuously interact with the markets, just as in reality. Specifically, firms - representing the production sector - hire labour supplied by households to create output, paying wages in exchange for labour and interest rate as a cost of capital. In addition, the government collects income taxes from individuals and subsequently provides them with retirement benefits. We outline the specifics of the model in more detail in Chapter 4.

### 1.5. Structure of this report

Chapter 2 outlines the empirical approach taken to analyse the factors associated with sleep duration. Chapter 3 outlines the results from the meta-analysis to assess the associations between short sleep duration and mortality. Chapter 4 outlines the analytical approach taken to estimate the economic costs of insufficient sleep, including our macro-economic modelling framework. Chapter 5 concludes and provides recommendations for different target audiences on how to improve sleep outcomes.

## 2. Factors associated with insufficient sleep duration

This chapter examines the factors associated with sleep duration. Generally, there exists a large empirical literature that investigates the correlates of sleep duration and the evidence so far suggests that low socioeconomic status, psychosocial stress factors such as unrealistic job demands, electronic media use, physical and mental health comorbidities - as well as job and lifestyle factors such as shift work and excess consumption of alcohol or smoking - may cause insufficient sleep. However, one shortcoming of the existing empirical evidence is that the data used for the analyses are limited in scope. That is, some studies only look at the effects of psychosocial risks or other workplace factors, while other studies only look at health factors separately. The strength of the empirical analysis presented here is that it bridges this gap by exploiting information from a large employer-employee survey. This data enables us to comprehensively investigate various different factors simultaneously, filtering out the effect of each one separately, while holding other factors constant. In what follows we describe in more detail the related literature and the empirical approach adopted for the analysis, and report the corresponding findings.

### 2.1. Factors associated with sleep duration - a glance at the literature

The existing studies use different data sources covering varying geographic regions (e.g. the U.S., Asia, Australia or Europe). Magee et al. (2009), for instance, explored the determinants of sleep duration among a cohort of Australian adults aged 18 to 64 years. Using multivariate statistical analysis, the study found that short sleep was associated with longer working hours, lower education levels, being single rather than married, being a current cigarette smoker, alcohol consumption, obesity and depression/anxiety. The study also suggested that long sleep, by contrast, was associated with chronic health conditions such as cancer or cardiovascular problems, and was a consequence of these, rather than a cause.

Krueger and Friedman (2009) looked at the U.S. population from the 2004-2007 National Health Survey and found that demographic, socio-economic and health factors were all determinants of sleep duration. For instance, they found that factors such as low levels of education and cardiovascular disease were associated with both short and long sleep (e.g. more than nine hours). Short sleep was associated with higher age, smoking, alcohol consumption, being overweight or obese, as well as having young children. Stamatakis et al. (2007) came to a similar conclusion, also using U.S. data. Using Finnish data, Kronholm et al. (2006) reported that gender, as well as marital status, occupation and physical activity, were also major drivers of short sleep duration. According to the study, men are more likely to be shortsleepers than women.

Looking at workplace-related factors, Nishitani et al. (2013) found that job-stress factors, such as quantitative workload and interpersonal conflict, lead to short sleep duration among male Japanese manufacturing workers. Psychosocial factors such as tension/anxiety and depressive symptoms have also been associated with reduced sleep. In addition, studies by Park et al. (2013) and Heo et al. (2013) revealed that organisational factors related to discrimination, work-life balance, high work demands and job insecurity were associated with an increased prevalence of sleep problems. Shift work was also found to increase the risk of sleep disturbances. In summary, demographic, socio-economic, health and workplace-related factors have all been found to be significant determinants of short sleep duration and sleep problems

### 2.2. Using large-scale employer-employee data to analyse the factors associated with insufficient sleep duration

One shortcoming of existing empirical studies is that because of data limitations (e.g. sample size and scope of measures included) they are unable to investigate and examine the relative contribution of each of these different factors (i.e. health vs. psychosocial) separately. Our empirical analysis uses a large employer-employee dataset which includes all of these factors in one single dataset, and hence allows us to control for many different potential factors simultaneously in our regression analysis.

Our empirical analysis is based on data acquired from the 'Britain's Healthiest Workplace' (BHW) competition. Vitality Health, the health insurer, established the competition in order to find the UK's outstanding organisations with regard to best practice and innovative approaches to workplace health and well-being. The BHW competition represents one of the largest UK national studies, giving employers valuable insights into the well-being of their employees. All companies in Britain are eligible and are invited to participate in the competition. After registering, all participating companies return a corporate health assessment including general company characteristics (such as the size of the organization and the industry it operates in) as well as information on the organisation's approach to health promotion and well-being interventions. Subsequently, employees are invited to respond to an employee healthassessment survey which collects information on lifestyle, behavioural and clinical risk factors (including weight, diet, exercise, smoking, alcohol intake, stress, cholesterol, blood-glucose levels and blood pressure) as well as how often people attend health screenings to monitor and understand their health. It also includes self-reported measures on sleep. For the purpose of this analysis, we use the 2015 and 2016 waves of the BHW survey, including a total of more than 62,000 UK employees. ${ }^{13}$

The data collected from the BHW represent a unique research resource. Collecting data from employers and employees allows both organisational and individual dimensions to be explored, while the scope of the survey, covering a wide range of health, well-being and management indicators, is also unique.

It is, however, important to address some limitations of the survey data regarding the representativeness of the data compared to the total population of employers and employees. Firstly, response rates to the

[^7]survey are variable, and for some participating companies are low - although, having said that, response rates on their own are a poor indicator of bias in surveys (Groves and Peytcheva, 2008) and BHW response rates are typical for online surveys. ${ }^{14}$ In addition, we carried out survey-sensitivity analysis, which showed no evidence of a relationship between survey response rate and rankings of company well-being, which would be a marker of nonresponse bias if present. Secondly, comparing the profile of respondents with the profile of employees within participating companies we generally find a small over-representation of middle-income and middle-age employees (Hafner et al., 2015). However, all age, gender and income groups are represented across participating companies, and we adjust for age, gender, income and other potentially important factors in our regression analysis. Thirdly, there are also some differences between the sample of companies participating in the survey (participation is voluntary) and all companies in the UK. People working in financial and insurance activities are particularly over-represented and respondents working in companies with 500-2,499 employees are also notably over-represented. We account for the sampling approach in the analysis controlling for company fixed-effects which should account for company factors related to selection into the survey (e.g. company size).

In conclusion, our analysis accounts for the survey sampling approach and the possible overrepresentation of certain groups. We have explored the nature and extent of possible biases in this survey and acknowledge that these may limit attempts to fully generalize our findings to the full population of companies. Nevertheless, the representation of a broad range of workplaces in our sample suggests that findings are relevant for the population of employees.

### 2.3. Measuring and modelling the factors associated with sleep duration

Following the approaches taken in the existing literature (e.g. Magee et al., 2009) and using relevant variables available in the BHW survey, we categorise the potential factors associated with sleep on two levels, individual and work-related, with corresponding factors as described in Table 2.1.

Table 2.1: Potential factors associated with sleep quantity and quality

| Level | Factors | Examples |
| :--- | :--- | :--- |
| Individual | Personal | Socio-demographic |
|  | Lifestyle | Children, financial concerns, caregiver |
|  | Health | Gender, age, income, education |
| BMI, smoking, alcohol consumption |  |  |
| Work | Psychosocial | Chronic health conditions, blood pressure, mental health |

Information on self-reported sleep duration is derived from the survey question, 'On average, how many hours of sleep do you get in a 24 -hour period?'. We code this continuous variable into four binary

[^8]categories of sleep duration: (a) < 6 hours; (b) 6 to 7 hours; (c) 7 to 9 hours, defined as the recommended range of sleep; and (d) $\geq 9$ hours.

We begin the empirical analysis by reporting the general descriptive statistics of the BHW sample of employees, including the total number of observations and corresponding proportions among the study sample for the different sleep-duration measures and potential factors associated with sleep. We primarily apply ordinary least squares (OLS) regression analysis to explore associations between sleep duration and its relation to factors such as work demands, health problems and lifestyle factors. In general terms, a linear regression model is used to describe the relation between two or more variables in a set of data points with a line. Hence, OLS is a statistical approach to fitting a model to the observed data by finding the function which most closely approximates (or best fits) the data (Wooldridge, 2015). In technical terms, the OLS method is used to fit a straight line through a set of data-points so that the sum of the squared vertical distances (called residuals) from the actual data-points is minimised. Therefore, the best fit can be represented by the line that minimises the total distance between the actual data points and the predicted values.

The predictor variables included in the regression analysis are defined in Tables 2.2 to 2.5 below. In general, most of the predictor variables are included in the model as binary indicators, some of which have been constructed from categorical variables. For interpretation purposes this means that they should be interpreted relative to an omitted base category (e.g. for the variable financial concerns the omitted category represents a worker who does not report currently any financial concerns).

All analyses in this study are conducted with Stata 14 and all statistics are evaluated at the 5 per cent significance levels. For statistical significance we expect the p-value to be less than the significance level ( $\alpha$ $=0.05)$. The concept of statistical significance is generally used to determine whether a null hypothesis is to be rejected or retained. In this analysis, the null hypothesis is the default statement that the true effect is zero. P-values represent the probability of observing an effect given that the null hypothesis is true (there is no real effect), whereas the null hypothesis is rejected if the p -value is less than the significance level. The significance level therefore represents the probability of rejecting the null hypothesis given that it is true (DeGroot \& Schervish, 2002). ${ }^{15}$

For the sleep duration outcome variables which are binary indicators (e.g. less than six hours or between six to seven hours), using OLS leads automatically to the linear probability model (LPM). ${ }^{16}$ One issue which may arise with LPM is that it might predict values for the probability of being a short sleeper which lie outside the interval between 0 and 1. A Probit or Logit response estimator takes this into account but assumes a (strong) assumption about the error terms using maximum-likelihood techniques. However, as long as the relative proportion of LPM predicted values that fall outside the unit interval is small, the LPM estimator is expected to be unbiased (Angrist and Pischke, 2010). The LPM is our preferred

[^9]estimator, as for interpretational practicality OLS directly delivers the marginal effects of our variables of interest without the need for conversion of odds ratios into meaningful metrics. ${ }^{17}$

### 2.4. Descriptive characteristics of the study sample

The pooled BHW 2015-2016 survey includes 62,366 observations in total. Table 2.2 highlights the prevalence of personal and socio-demographic factors among the study sample. Almost one-quarter of respondents report having financial concerns at present, while about one-quarter also report having dependent children under the age of 18 living in the same household. In addition, 2.6 per cent report that they provide unpaid care to a family member or other close relative or friend. About half ( 51 per cent) of employees in the sample are male. Overall, the study population seems to be relatively well educated, with more than half the sample reporting having at least an undergraduate degree. Almost 44 per cent of the study population earns between $£ 20,000$ and $£ 40,000$ per year, with around 10 per cent earning $£ 80,000$ or more per year. In terms of age, the majority of the study sample is middle-aged, between 35 and 55, which is what can be expected from a working population sample. About 70 per cent of the study sample reports being either married or living in a civil partnership.

Considering lifestyle factors, Table 2.3 reveals that more than 50 per cent of the study sample has a BMI higher than 25 (indicating being overweight), of whom around 16 per cent are considered as obese (BMI larger than 30). Around 10 per cent of the sample report being current cigarette smokers and almost 30 per cent report consuming more than two sugared hot or cold beverages per day, which is above the recommended intake. With regard to physical activity and alcohol consumption, about one-third of the study sample report performing less than 120 minutes $^{18}$ of physical activity per week and about onequarter report that they regularly consume alcohol above the recommended maximum number units per day.
With regard to the prevalence of certain physical- and mental-health factors, around 4.6 per cent of the study obtains a Kessler score above 13, which is considered as indicating a risk of having medium to high mental-health problems. Almost 26 per cent of the sample report having a high blood pressure, although only 2.6 per cent report high cholesterol levels. Survey respondents report on average almost two musculoskeletal (e.g. back or joint pain) conditions and around a half report chronic health condition (e.g. asthma, cancer, stroke, cardiovascular disease) that has been diagnosed within the last 12 months.

[^10]Table 2.2: Personal and socio-demographic factor variables - BHW employees ( $n=62,366$ )

| Variables | Mear | SD | Description |
| :---: | :---: | :---: | :---: |
| Personal factors |  |  |  |
| Financial concerns | 0.24 | 10.428) | Having financial concerns at present (1 yes; 0 no). |
| Unpaid care | 0.026 | (0.16) | Giving unpaid care to family members or friends at present (1 yes; 0 no). |
| Children | 0.26 | (0.439) | Dependent child below age 18 living in household (1 yes; 0 no ). |
| Socio-demographic factors |  |  |  |
| Gender: male | 0.515 | (0.5) | Gender: male (1 yes; 0 no). |
| Education: low skilled | 0.106 | (0.22) | Binary indicators of highest level of education achieved (1 yes; 0 no). Low skilled (base category): no formal |
| Education: medium skilled | 0.329 | (0.47) | education; primary education, 1 st cycle secondary. |
| Education: high skilled | 0.565 | (0.496) | Medium skilled: 2nd cycle secondary and post-secondary. High skilled: undergraduate, postgraduate. |
| Income: $\leq £ 19,999$ | 0.147 | (0.14) |  |
| Income: £20,000 to £39,999 | 0.439 | (0.496) |  |
| Income: £40,000 to £59,999 | 0.227 | 10.419) |  |
| Income: £60,000 to £79,999 | 0.089 | (0.285) | Binary indicators of annual salary (1 yes; 0 no). |
| Income: £80,000 to £1 19,999 | 0.062 | 10.241) |  |
| Income: $\geq £ 120,000$ | 0.036 | (0.187) |  |
| Age: <20 | 0.006 | (0.173) |  |
| Age: 20 to 35 | 0.388 | (0.487) |  |
| Age: 36 to 55 | 0.508 | (0.5) | Binary indicators of age cohort (1 yes; 0 no). |
| Age: 56-70 | 0.098 | (0.297) |  |
| Marital status: married | 0.50 | (0.566) |  |
| Marital status: cohabiting | 0.195 | (0.397) |  |
| Marital status: separated | 0.032 | (0.139) |  |
| Marital status: divorced | 0.042 | 10.201) | Binary indicators of marital status (1 yes; 0 no). |
| Marital status: widowed | 0.005 | 10.068) |  |
| Marital status: never married | 0.225 | (0.418) |  |

Notes: based on 2015-2016 pooled BHW employee survey data. Standard deviation in parentheses.

Table 2.3: Lifestyle and health factor variables - BHW employees ( $\mathrm{n}=62,366$ )

| Variables | Mean | SD | Description |
| :---: | :---: | :---: | :---: |
| Lifestyle factors |  |  |  |
| BMI: underweight | 0.016 | (0.126) |  |
| BMI: overweight | 0.343 | (0.475) | BMI defined as: mass / height^2. Coded into binary indicators: BMI underweight (<18.5); BMI overweight (>2530 ); BMI obese ( $>30$ ). Base category: BMI in the healthy |
| BMI: obese | 0.166 | (0.372) | range considered as (18.5-25). |
| Alcohol: not healthy range | 0.247 | (0.432) | More than three to four daily units for men, more than two to three for women. |
| Smoking: in the past | 0.266 | (0.442) | Smoking cigarettes; coded as previous smoker (1 yes; 0 no) or current smoker (1 yes; 0 no). Base category: never smoker. |
| Smoking: currently | 0.104 | (0.306) |  |
| Sugary drinks: not healthy range | 0.305 | 10.461) | More than two sugared hot or cold beverages (including nondiet soda, sugared tea, coffee or hot chocolate) per day (1 yes; 0 no). |
| Physical activity: low | 0.3 | (0.458) | Less than 120 mins per week ( 1 yes; 0 no). Base category: high activity ( 150 mins and more). |
| Physical activity: medium | 0.05 | (0.218) | Between 120 mins and 150 mins per week ( 1 yes; 0 no ). Base category: high activity ( 150 mins and more). |
| Health factors |  |  |  |
| Kessler score: mental health risk | 0.046 | 10.21) | Kessler score above 13 on a total score of 24 (1 yes; 0 no). |
| MSK: total number of conditions | 1.972 | (1.759) | Number of reported musculoskeletal health problems during the last 12 months. |
| Chronic: total number of conditions | 0.592 | (1.013) | Number of GP diagnosed chronic health conditions during the last 12 months. |
| Blood pressure: high | 0.259 | (0.438) | High risk: systolic or diastolic blood pressure above $120 / 80 \mathrm{mmHg}$ ( 1 yes; 0 no ). |
| Cholesterol: high | 0.026 | (0.16) | Cholesterol level $6.1 \mathrm{mmol} / \mathrm{l}$ or higher ( 1 yes; 0 no). |
| Glucose: high | 0.011 | (0.105) | Non-fasting glucose level $11.1 \mathrm{mmol} / \mathrm{l}$ or higher (1 yes; 0 no ). |

Notes: based on 2015-2016 pooled BHW employee survey data
Table 2.4 reports the sample averages for psychosocial and job-related factors. The psychosocial risk factors are measured by the UK Health \& Safety Executive (HSE) Management Standards (MS) Indicator Tool. ${ }^{19}$ In the BHW sample, almost one-third of respondents report feeling that they have no choice in deciding what to do at work, while about one-third also report a lack of consultation at the workplace. About 1 per cent of respondents have been subject to bullying at the workplace and almost 15 per cent report being subjected to unrealistic time pressures at work. In addition, about 14 per cent report working irregular hours, including for instance shift work.

[^11]Almost half the employees in the study sample report having the opportunity to set the times they are at work in a flexible manner or the ability to work from home if needed. In addition, around 7 per cent report currently having a non-permanent employment relationship (e.g. fixed-term or zero-hour contract). Over one-third of the sample report commuting daily between 30 minutes to an hour each way, with about 15 per cent reporting a total commute of two hours or more daily.

Table 2.4: Psychosocial and job factor variables - BHW employees ( $n=62,366$ )

| Variables | Mean | SD | Description |
| :---: | :---: | :---: | :---: |
| Psychosocial Environment |  |  |  |
| HSE: choice | 0.278 | (0.448) | Choice in deciding what I do at work (5 Always to 1 Never). Coded as continuous binary indicator (1 yes if 'disagree/almost always' or 'strongly agree/always; 0 no). |
| HSE: bullying | 0.012 | (0.109) | Subject to bullying at work (5 Always to 1 Never). Coded as continuous binary indicator ( 1 yes if 'disagree/almost always' or 'strongly agree/always'; 0 no). |
| HSE: unrealistic demands | 0.153 | 10.36) | Unrealistic time pressures (5 Always to 1 Never). Coded as continuous binary indicator ( 1 yes if 'disagree/almost always' or 'strongly agree/always; 0 no). |
| HSE: lack of peer support | 0.069 | (0.253) | Receive the respect at work I deserve from my colleagues (5 Strongly disagree to 1 Strongly Agree). Coded as continuous binary indicator (1 yes if 'disagree/almost always' or 'strongly agree/always; 0 no). |
| HSE: lack of change consultation | 0.303 | (0.459) | Staff are always consulted about change at work (5 Strongly disagree to 1 Strongly Agree). Coded as continuous binary indicator (1 yes if 'disagree/almost always' or 'strongly agree/always; 0 no). |
| HSE: strained relationships | 0.153 | 10.36) | Relationships at work are strained (5 Strongly disagree to 1 Strongly Agree). Coded as continuous binary indicator (1 yes if 'disagree/almost always' or 'strongly agree/always; 0 no). |
| Job factors |  |  |  |
| Irregular hours | 0.133 | (0.339) | Working irregular hours, e.g. shift work (1 yes; 0 no). |
| Home/flexitime | 0.504 | (0.5) | Able to work from home or flexitime ( 1 yes; 0 no). |
| Working hours | 36.187 | (6.537) | Contractual working hours (max 48 hours). |
| Non-permanent | 0.073 | 10.26) | Non-permanent employment contract, e.g. zero-hour contract, fixed-term contract ( 1 yes; 0 no). |
| Commuting: 15 to 30 mins | 0.312 | (0.463) | Travel time to work in minutes one-way: 15 to 30 mins (1 yes; 0 no ). |
| Commuting: 30 to 60 mins | 0.364 | (0.481) | Travel time to work in minutes one-way: 30 to $60 \mathrm{mins}(1$ yes; 0 no ). |
| Commuting: $\geq 60 \mathrm{mins}$ | 0.142 | (0.349) | Travel time to work in minutes one-way: $\geq 60$ mins (1 yes; 0 no). |

Notes: based on 2015-2016 pooled BHW employee survey data. Standard deviation in parentheses.

Table 2.5 shows that the average hours of sleep duration reported is around seven hours. Almost a third (29 per cent) of employees report less than seven hours of sleep. The vast majority (more than 70 per cent) sleeps between seven and nine hours, while only a small proportion (around 1 per cent) sleeps more than nine hours.

Table 2.5: Sleep duration and quality variables - BHW employees ( $n=62,366$ )

| Variables | Mean | $S D$ | Description |
| :--- | :---: | :---: | :--- |
| Sleep quantity |  |  |  |
| Average sleep length (hours) | 7.034 | $(1.074)$ | Based on question about the average hours of sleep in 24 |
| $<6$ hours | 0.049 | $10.215)$ | hours (self-reported). We coded the sleep duration <br> variable into 4 binary indicators: (1) $\leq 6$ hours; (2) 6 to <br> 6 to 7 hours <br> 7 to 9 hours <br> $\geq 9$ hours 0.24 |
| 10.427$)$ | 7 hours; (3) 7 to 9 hours; (4) $\geq 9$ hours. 7 to 9 hours |  |  |
| considered as healthy number of hours of sleep. |  |  |  |

Notes: based on 2015-2016 pooled BHW employee survey data. Standard deviation in parentheses.
In what follows we investigate the relation between sleep duration and the different factors outlined above in more detail by presenting the results from a multivariate regression analysis.

### 2.5. Empirical findings from the regression analysis

Columns 1 to 4 of Table 2.6 report the results from a multivariate OLS regression model using different measures of sleep duration as outcome variables. As reported in Table 2.5, these sleep duration outcome variables include the self-reported average hours of sleep per day and three binary indicator variables of sleep duration (less than six hours; six to seven hours; more than nine hours). ${ }^{20}$ The regression models include a set of predictor variables related to individual factors such as lifestyle, health, personal and sociodemographic factors, as well as work-related factors such as the psychosocial environment at work and job-related factors. Note that for ease of presentation, Panels A to C of Table 2.6 below report the findings separately for the different associated factors of sleep duration, although these predictors were all included simultaneously in the regression model. Note that Bonferroni adjustments to $\alpha$ are performed to prevent type 1 errors associated with multiple tests, which means that the parameters are tested against an $\alpha$ of 0.001 (2-tailed) in all of the models. ${ }^{21}$ Note that in Table 2.6, the entries highlighted in black pass significance test after Bonferroni adjustment. The results of the empirical analysis are explained in more detail in what follows.

[^12]Table 2.6 Panel A: Factors associated with sleep duration (lifestyle and health)

|  | (1) | (2) | (3) | (4) |
| :---: | :---: | :---: | :---: | :---: |
| Panel A | Sleep duration |  |  |  |
| Outcome variable: | hours | < 6 hours | 6 to 7 hours | > 9 hours |
| Lifestyle factors |  |  |  |  |
| BMI: underweight | $\begin{aligned} & -0.04651 \\ & (0.15712) \end{aligned}$ | $\begin{gathered} 0.01515 \\ (0.02772)^{*} \end{gathered}$ | $\begin{gathered} 0.00761 \\ (0.55730) \end{gathered}$ | $\begin{gathered} 0.00050 \\ (0.88762) \end{gathered}$ |
| BMI: overweight | $\begin{gathered} -0.04256 \\ (0.00001)^{* *} \end{gathered}$ | $\begin{gathered} 0.00432 \\ (0.03287)^{*} \end{gathered}$ | $\begin{gathered} 0.02197 \\ (0.00000)^{* *} \end{gathered}$ | $\begin{aligned} & -0.00051 \\ & (0.48369) \end{aligned}$ |
| BMI: obese | $\begin{gathered} -0.11674 \\ (0.00000)^{* *} \end{gathered}$ | $\begin{gathered} 0.01941 \\ (0.00000)^{* *} \end{gathered}$ | $\begin{gathered} 0.04347 \\ (0.00000)^{* *} \end{gathered}$ | $\begin{aligned} & -0.00054 \\ & (0.58708) \end{aligned}$ |
| Alcohol: not healthy range | $\begin{gathered} -0.02467 \\ (0.00202)^{*} \end{gathered}$ | $\begin{aligned} & -0.00009 \\ & (0.96528) \end{aligned}$ | $\begin{gathered} 0.00201 \\ (0.58333) \end{gathered}$ | $\begin{gathered} -0.00153 \\ (0.04091)^{*} \end{gathered}$ |
| Smoking: in the past | $\begin{gathered} -0.02549 \\ (0.01198)^{*} \end{gathered}$ | $\begin{gathered} 0.00040 \\ (0.80932) \end{gathered}$ | $\begin{gathered} 0.00934 \\ (0.03865)^{*} \end{gathered}$ | $\begin{aligned} & -0.00122 \\ & (0.06582) \end{aligned}$ |
| Smoking: currently | $\begin{gathered} -0.08084 \\ (0.00005)^{* *} \end{gathered}$ | $\begin{gathered} 0.01594 \\ (0.00003)^{* *} \end{gathered}$ | $\begin{gathered} 0.02620 \\ (0.00034)^{* *} \end{gathered}$ | $\begin{gathered} 0.00123 \\ (0.42304) \end{gathered}$ |
| Sugary drinks: not healthy range | $\begin{gathered} -0.05792 \\ (0.00000)^{* *} \end{gathered}$ | $\begin{gathered} 0.01221 \\ (0.00000) \text { ** } \end{gathered}$ | $\begin{gathered} 0.01661 \\ (0.00004)^{* *} \end{gathered}$ | $\begin{gathered} 0.00178 \\ (0.02327)^{*} \end{gathered}$ |
| Physical activity: low | $\begin{gathered} -0.04487 \\ (0.00036)^{* *} \end{gathered}$ | $\begin{gathered} 0.00748 \\ (0.00023)^{* *} \end{gathered}$ | $\begin{gathered} 0.01926 \\ (0.00002)^{* *} \end{gathered}$ | $\begin{gathered} 0.00142 \\ (0.17432) \end{gathered}$ |
| Physical activity: medium | $\begin{aligned} & -0.01482 \\ & (0.37827) \end{aligned}$ | $\begin{gathered} 0.00074 \\ (0.84020) \end{gathered}$ | $\begin{gathered} 0.01406 \\ (0.06179) \end{gathered}$ | $\begin{gathered} -0.00267 \\ (0.03168)^{*} \end{gathered}$ |
| Health factors |  |  |  |  |
| Kessler score: mental health risk | $\begin{gathered} -0.28678 \\ (0.00000)^{* *} \end{gathered}$ | $\begin{gathered} 0.08677 \\ (0.00000)^{* *} \end{gathered}$ | $\begin{gathered} 0.04734 \\ (0.00000)^{* *} \end{gathered}$ | $\begin{gathered} 0.00714 \\ (0.00190)^{*} \end{gathered}$ |
| MSK: total number of conditions | $\begin{gathered} -0.04614 \\ (0.00000)^{* *} \end{gathered}$ | $\begin{gathered} 0.00526 \\ (0.00000)^{* *} \end{gathered}$ | $\begin{gathered} 0.01241 \\ (0.00000)^{* *} \end{gathered}$ | $\begin{gathered} -0.00100 \\ (0.00010)^{* *} \end{gathered}$ |
| Chronic: total number of conditions | $\begin{gathered} -0.01754 \\ (0.00040)^{* *} \end{gathered}$ | $\begin{gathered} 0.00731 \\ (0.00000)^{* *} \end{gathered}$ | $\begin{gathered} 0.00389 \\ (0.05426) \end{gathered}$ | $\begin{gathered} 0.00176 \\ (0.00035)^{* *} \end{gathered}$ |
| Blood pressure: High | $\begin{aligned} & -0.00761 \\ & (0.46582) \end{aligned}$ | $\begin{gathered} 0.00400 \\ (0.05403) \end{gathered}$ | $\begin{gathered} 0.00784 \\ (0.03972)^{*} \end{gathered}$ | $\begin{gathered} 0.00146 \\ (0.12196) \end{gathered}$ |
| Cholesterol: High | $\begin{aligned} & -0.03581 \\ & (0.22472) \end{aligned}$ | $\begin{gathered} 0.02095 \\ (0.00120)^{*} \end{gathered}$ | $\begin{aligned} & -0.00092 \\ & (0.93768) \end{aligned}$ | $\begin{gathered} 0.00286 \\ (0.29323) \end{gathered}$ |
| Glucose: High | $\begin{aligned} & -0.08216 \\ & (0.09039) \end{aligned}$ | $\begin{gathered} 0.01955 \\ (0.08487) \end{gathered}$ | $\begin{gathered} 0.03956 \\ (0.04360)^{*} \end{gathered}$ | $\begin{gathered} 0.00164 \\ (0.72654) \end{gathered}$ |

Notes: p-values in parentheses: ** $p<0.001$, * $p<0.05$. Entries highlighted in black pass significance test after Bonferroni adjustment. Regressions clustered for companies (company_id). $N=62,366$. Columns 1 to 4 report the results from an OLS regression with average self-reported sleep hours (out of 24 hours) and binary coded indicators of sleep duration as outcome variable. More information about the omitted categories for the binary predictor variables can be foun in notes of panel $C$.

### 2.5. 1. Lifestyle and health factors

All else equal, the lifestyle and health factors found to be statistically significantly associated with sleep duration are BMI, smoking, consumption of sugary drinks, lack of physical activity, mental health, musculoskeletal and chronic health conditions. The key findings are summarised below.

## Lifestyle factors

1) BMI overweight: respondents with a BMI considered as overweight sleep on average about 2.5 minutes ( 0.0425 hours) less per day than respondents with a normal BMI and are more likely to be short sleepers ( 6 to 7 hours).
2) BMI obese: respondents with a BMI considered as obese sleep on average about 7 minutes ( 0.116 hours) less per day than respondents with a normal BMI and are more likely to be short sleepers (< 6 hours and 6 to 7 hours).
3) Smoking: current smokers sleep on average 5 minutes ( 0.08 hours) less per day than never smokers and are more likely to be short sleepers ( $<6$ hours and 6 to 7 hours).
4) Sugary drinks: respondents consuming more than 2 sugary drinks per day sleep on average 3.4 minutes ( 0.057 hours) less per day than respondents with less consumption of sugary drinks and are more likely to be short sleepers ( $<6$ hours and 6 to 7 hours).
5) Physical activity: respondents performing less than 120 minutes of physical activity per week sleep on average about 2.6 minutes ( 0.044 hours) less per day than respondents reporting to do more than 150 mins of physical activity per week and are more likely to be short sleepers ( $<6$ hours and 6 to 7 hours).

## Health factors

1) Mental health: respondents with medium to high risk of mental-health problems sleep on average 17.2 minutes ( 0.286 hours) less per day than respondents with low risk of mental-health issues and are more likely to be short sleepers ( $<6$ hours and 6 to 7 hours).
2) Musculoskeletal: any additional musculoskeletal condition is associated with about 2.7 minutes ( 0.046 hours) less sleep per day and an increased probability of being a short sleeper (< $\sigma$ hours and 6 to 7 hours).
3) Chronic health conditions: any additional chronic health condition is associated with about 1 minute ( 0.0175 hours) less sleep per day and increases the probability of being either a short sleeper (< 6 hours) or long sleeper (> 9 hours).

Table 2.6 (continued), Panel B: Factors associated with sleep duration (personal and sociodemographic)

|  | (1) | (2) | (3) | (4) |
| :---: | :---: | :---: | :---: | :---: |
| Panel B | Sleep duration |  |  |  |
| Outcome variable: | hours | < 6 hours | 6 to 7 hours | > 9 hours |
| Personal factors |  |  |  |  |
| Financial concerns | $\begin{gathered} -0.16745 \\ (0.00000)^{* *} \end{gathered}$ | $\begin{gathered} 0.02417 \\ (0.00000)^{* *} \end{gathered}$ | $\begin{gathered} 0.05612 \\ (0.00000)^{* *} \end{gathered}$ | $\begin{gathered} -0.00065 \\ (0.42423) \end{gathered}$ |
| Unpaid care | $\begin{gathered} -0.08550 \\ (0.00068)^{* *} \end{gathered}$ | $\begin{gathered} 0.02655 \\ (0.00003)^{* *} \end{gathered}$ | $\begin{gathered} 0.02184 \\ (0.10106) \end{gathered}$ | $\begin{gathered} 0.00292 \\ (0.20210) \end{gathered}$ |
| Children | $\begin{gathered} -0.07005 \\ (0.00000)^{* *} \end{gathered}$ | $\begin{gathered} 0.00638 \\ (0.00324)^{*} \end{gathered}$ | $\begin{gathered} 0.02101 \\ (0.00002)^{* *} \end{gathered}$ | $\begin{gathered} -0.00211 \\ (0.02149)^{*} \end{gathered}$ |
| Socio-demographic factors |  |  |  |  |
| Gender: Male | $\begin{gathered} -0.15117 \\ (0.00000)^{* *} \end{gathered}$ | $\begin{gathered} 0.00451 \\ (0.01804)^{*} \end{gathered}$ | $\begin{gathered} 0.03911 \\ (0.00000)^{* *} \end{gathered}$ | $\begin{gathered} -0.00459 \\ (0.00000)^{* *} \end{gathered}$ |
| Education: medium skilled | $\begin{gathered} 0.00708 \\ (0.62180) \end{gathered}$ | $\begin{aligned} & -0.00554 \\ & (0.13454) \end{aligned}$ | $\begin{aligned} & -0.00441 \\ & (0.43757) \end{aligned}$ | $\begin{aligned} & -0.00216 \\ & (0.10508) \end{aligned}$ |
| Education: high skilled | $\begin{gathered} 0.02798 \\ (0.07628) \end{gathered}$ | $\begin{gathered} -0.01011 \\ (0.00277)^{*} \end{gathered}$ | $\begin{gathered} -0.01955 \\ (0.00166)^{*} \end{gathered}$ | $\begin{gathered} -0.00398 \\ (0.00427)^{*} \end{gathered}$ |
| Income: £20,000-£39,999 | $\begin{gathered} -0.06617 \\ (0.00018)^{* *} \end{gathered}$ | $\begin{aligned} & -0.00203 \\ & (0.52617) \end{aligned}$ | $\begin{gathered} 0.00988 \\ (0.08537) \end{gathered}$ | $\begin{gathered} -0.00372 \\ (0.03733)^{*} \end{gathered}$ |
| Income: £40,000-£59,999 | $\begin{gathered} -0.08526 \\ (0.00001)^{* *} \end{gathered}$ | $\begin{aligned} & -0.00379 \\ & (0.38792) \end{aligned}$ | $\begin{gathered} 0.02205 \\ (0.00046)^{* *} \end{gathered}$ | $\begin{aligned} & -0.00260 \\ & (0.15367) \end{aligned}$ |
| Income: £60,000-£79,999 | $\begin{gathered} -0.10086 \\ (0.00000) \text { ** } \end{gathered}$ | $\begin{aligned} & -0.00376 \\ & (0.43714) \end{aligned}$ | $\begin{gathered} 0.03309 \\ (0.00020)^{* *} \end{gathered}$ | $\begin{gathered} -0.00262 \\ (0.22102) \end{gathered}$ |
| Income: £80,000-£119,999 | $\begin{gathered} -0.13175 \\ (0.00000)^{* *} \end{gathered}$ | $\begin{aligned} & -0.00751 \\ & (0.19470) \end{aligned}$ | $\begin{gathered} 0.04785 \\ (0.00000)^{* *} \end{gathered}$ | $\begin{gathered} -0.00174 \\ (0.48265) \end{gathered}$ |
| Income: $\geq £ 120,000$ | $\begin{gathered} -0.15534 \\ (0.00000)^{* *} \end{gathered}$ | $\begin{aligned} & -0.00390 \\ & (0.48489) \end{aligned}$ | $\begin{gathered} 0.06670 \\ (0.00000)^{* *} \end{gathered}$ | $\begin{gathered} -0.00150 \\ (0.54123) \end{gathered}$ |
| Age: 20 to 35 | $\begin{gathered} -0.35187 \\ (0.00006)^{* *} \end{gathered}$ | $\begin{gathered} 0.01723 \\ (0.02956)^{*} \end{gathered}$ | $\begin{gathered} 0.05246 \\ (0.00223)^{*} \end{gathered}$ | $\begin{gathered} -0.02197 \\ (0.05030) \end{gathered}$ |
| Age: 36 to 55 | $\begin{gathered} -0.49334 \\ (0.00000)^{* *} \end{gathered}$ | $\begin{gathered} 0.03395 \\ (0.00005)^{* *} \end{gathered}$ | $\begin{gathered} 0.09248 \\ (0.00000)^{* *} \end{gathered}$ | $\begin{gathered} -0.02215 \\ (0.05072) \end{gathered}$ |
| Age: 56 to 70 | $\begin{gathered} -0.55145 \\ (0.00000)^{* *} \end{gathered}$ | $\begin{gathered} 0.04305 \\ (0.00000)^{* *} \end{gathered}$ | $\begin{gathered} 0.11382 \\ (0.00000) * * \end{gathered}$ | $\begin{aligned} & -0.02202 \\ & (0.05423) \end{aligned}$ |
| Marital status: Cohabiting | $\begin{gathered} 0.01574 \\ (0.11907) \end{gathered}$ | $\begin{gathered} 0.00099 \\ (0.63110) \end{gathered}$ | $\begin{gathered} -0.01236 \\ (0.01225)^{*} \end{gathered}$ | $\begin{aligned} & -0.00119 \\ & (0.19913) \end{aligned}$ |
| Marital status: Separated | $\begin{gathered} -0.10515 \\ (0.00014)^{* *} \end{gathered}$ | $\begin{gathered} 0.01984 \\ (0.00633)^{*} \end{gathered}$ | $\begin{gathered} 0.02977 \\ (0.03023)^{*} \end{gathered}$ | $\begin{gathered} 0.00174 \\ (0.58771) \end{gathered}$ |
| Marital status: Divorced | $\begin{gathered} -0.05836 \\ (0.01628)^{*} \end{gathered}$ | $\begin{gathered} 0.02093 \\ (0.00017)^{* *} \end{gathered}$ | $\begin{gathered} 0.00516 \\ (0.61953) \end{gathered}$ | $\begin{gathered} 0.00203 \\ (0.34429) \end{gathered}$ |
| Marital status: Widowed | $\begin{gathered} -0.18321 \\ (0.01848) * \end{gathered}$ | $\begin{gathered} 0.04614 \\ (0.00118)^{*} \end{gathered}$ | $\begin{gathered} 0.07328 \\ (0.01191)^{*} \end{gathered}$ | $\begin{gathered} 0.00241 \\ (0.69350) \end{gathered}$ |
| Marital status: Never married | $\begin{gathered} -0.08022 \\ (0.00000)^{* *} \\ \hline \end{gathered}$ | $\begin{gathered} 0.01402 \\ (0.00000)^{* *} \end{gathered}$ | $\begin{gathered} 0.02275 \\ (0.00001)^{* *} \end{gathered}$ | $\begin{gathered} 0.00090 \\ (0.41295) \\ \hline \end{gathered}$ |

Notes: p-values in parentheses: ** $p<0.001,{ }^{*} p<0.05$. Entries highlighted in black pass significance test after Bonferroni adjustment. Regressions clustered for companies (company_id). $N=62,366$. Find information about the omitted categories for the binary predictor variables in notes of panel C. Lifestyle and health factors

It is important to highlight that we cannot determine the direction of causality with our pooled crosssectional data, which is particularly relevant for certain lifestyle and health factors which have previously been identified as risk factors for insufficient sleep. ${ }^{22}$

For instance, the association between a higher BMI and short sleep duration could be determined by shorter sleep leading to a higher calorie intake and hence higher BMI, rather than the reverse direction. In fact, many studies using prospective cohort longitudinal data over long time-periods have found that a lack of sleep is generally associated with a higher BMI (e.g. Taheri, 2006). Secondly, mental-health problems such as depression and anxiety may also be a cause of a lack of sleep, although, conversely, evidence also suggests that sleep problems and shorter sleep duration may be a cause, rather than a symptom, of mental-health issues such as depression and anxiety (e.g. Vgontzas et al., 2012).

### 2.5.2. Personal and socio-demographic factors

All else equal, the particular personal and socio-demographic factors showing a significant statistical association with sleep duration are financial concerns, provision of unpaid care, presence of children, gender, income, age, and marital status. The key findings are summarised below.

## Personal factors

1) Financial concerns: respondents with financial concerns sleep on average about 10 minutes ( 0.16754 hours) less per day than respondents without concerns and are more likely to be short sleepers (< 6 hours and 6 to 7 hours).
2) Unpaid care: respondents who provide unpaid care to family members, close relatives or friends sleep on average about 5 minutes ( 0.0855 hours) less per day than respondents who do not provide unpaid care and are more likely to be short sleepers ( $<6$ hours).
3) Children: respondents with dependent children under age 18 sleep on average about 4.2 minutes ( 0.07 hours) less per day than respondents without dependent children and are more likely to be short sleepers ( 6 to 7 hours).

## Socio-demographic factors

1) Gender: male respondents sleep on average about 9 minutes ( 0.15 hours) less per day than female respondents and are more likely to be short sleepers ( 6 to 7 hours).
2) Income: respondents with annual salaries above $£ 20,000$ sleep on average less than respondents earning less than $£ 20,000$ per year (between 4 to 10 minutes). They also tend to be more likely short sleepers ( 6 to 7 hours).

[^13]3) Age: respondents above age 20 sleep on average fewer hours per day than respondents below 20 years of age (between 21 to 33 minutes), with the group of 56 to 70 year old sleeping the fewest hours on average.
4) Marital status: respondents reporting being separated from their partner sleep on average 6.5 minutes ( 0.10 hours) less per day than respondents who report being married. Similarly, respondents who reported never being married sleep on average 4.8 minutes ( 0.08 hours) less than married respondents and are more likely to be short sleepers (< 6 hours and 6 to 7 hours). Furthermore, compared to married respondents, divorced respondents are more likely to be short sleepers (< 6 hours).

A similar note of caution applies to the causal link between some of the personal and socio-demographic factors, given the cross-sectional nature of the data. Firstly, people who sleep less may earn less due to lower productivity (Gibson \& Shrader, 2014) and thus may have financial concerns. On the other hand, people with financial concerns may worry a lot and hence cannot sleep. Secondly, the findings suggest that people who are separated from their partner sleep less on average than married people. That is, due to a lack of sleep of one partner, the marriage or partnership may have ended, or people in a separation of a partnership may be anxious and worried and hence, sleep less on average. In general, the direction of causality cannot be determined with cross-sectional data, and thus caution is warranted when interpreting the associations presented in Table 2.6.

### 2.5.3. Psychosocial and job factors

All else equal, the work-related psychosocial and job factors showing a significant statistical association with sleep duration are lack of choice at work, unrealistic demands, lack of peer support, lack of change consultation and strained relationships at work, as well as working irregular hours and commuting. The findings can be summarised as follows:

## Psychosocial factors

1) Lack of choice: respondents reporting a lack of choice in their daily work routine sleep on average 2.3 minutes ( 0.038 hours) less per day than respondents with more choice at work and are more likely to be short sleepers ( 6 to 7 hours).
2) Unrealistic time pressure: respondents reporting unrealistic time pressures sleep on average 8 minutes ( 0.132 hours) less per day than respondents with less time pressure and are more likely to be short sleepers (< 6 hours and 6 to 7 hours).
3) Lack of peer support: respondents reporting not receiving enough respect from their colleagues sleep on average 3.7 minutes ( 0.061 hours) less per day than respondents reporting more respect from colleagues.
4) Lack of change consultation: respondents reporting a lack of change consultation at their workplace sleep on average 2.6 minutes ( 0.044 ) hours less per day than respondents reporting greater change consultation at the workplace and are more likely to be short sleepers ( $<\sigma$ hours).
5) Strained relationships: respondents reporting having strained relationships at work are more likely to be short sleepers (< $\sigma$ hours) than respondents without strained relationships.

Table 2.6 (continued), Panel C: Factors associated with sleep duration (psychosocial and job)

|  | (1) | (2) | (3) | (4) |
| :---: | :---: | :---: | :---: | :---: |
| Panel C | Sleep duration |  |  |  |
| Outcome variable: | hours | < 6 hours | 6 to 7 hours | > 9 hours |
| Psychosocial Environment |  |  |  |  |
| HSE: choice | $\begin{gathered} -0.03804 \\ (0.00056)^{* *} \end{gathered}$ | $\begin{gathered} 0.00691 \\ (0.00130)^{*} \end{gathered}$ | $\begin{gathered} 0.01612 \\ (0.00019)^{* *} \end{gathered}$ | $\begin{gathered} 0.00121 \\ (0.20458) \end{gathered}$ |
| HSE: bullying | $\begin{gathered} 0.06645 \\ (0.20739) \end{gathered}$ | $\begin{gathered} 0.01255 \\ (0.32392) \end{gathered}$ | $\begin{aligned} & -0.03130 \\ & (0.06402) \end{aligned}$ | $\begin{gathered} 0.00502 \\ (0.20208) \end{gathered}$ |
| HSE: unrealistic demands | $\begin{gathered} -0.13229 \\ (0.00000)^{* *} \end{gathered}$ | $\begin{gathered} 0.01831 \\ (0.00000)^{* *} \end{gathered}$ | $\begin{gathered} 0.04914 \\ (0.00000)^{* *} \end{gathered}$ | $\begin{aligned} & -0.00085 \\ & (0.34298) \end{aligned}$ |
| HSE: lack of peer support | $\begin{gathered} -0.06164 \\ (0.00018)^{* *} \end{gathered}$ | $\begin{gathered} 0.00976 \\ (0.02344)^{*} \end{gathered}$ | $\begin{gathered} 0.01787 \\ (0.00806)^{*} \end{gathered}$ | $\begin{aligned} & -0.00255 \\ & (0.10722) \end{aligned}$ |
| HSE: lack of change consultation | $\begin{gathered} -0.04445 \\ (0.00000)^{* *} \end{gathered}$ | $\begin{gathered} 0.00794 \\ (0.00040)^{* *} \end{gathered}$ | $\begin{gathered} 0.00365 \\ (0.27424) \end{gathered}$ | $\begin{gathered} 0.00002 \\ (0.98417) \end{gathered}$ |
| HSE: strained relationships | $\begin{gathered} -0.03199 \\ (0.00761)^{*} \end{gathered}$ | $\begin{gathered} 0.01005 \\ (0.00025)^{* *} \end{gathered}$ | $\begin{gathered} 0.00905 \\ (0.08268) \end{gathered}$ | $\begin{gathered} 0.00083 \\ (0.45764) \end{gathered}$ |
| Job factors |  |  |  |  |
| Irregular hours | $\begin{gathered} -0.04539 \\ (0.00000)^{* *} \end{gathered}$ | $\begin{gathered} 0.01658 \\ (0.00001)^{* *} \end{gathered}$ | $\begin{gathered} 0.03002 \\ (0.00000)^{* *} \end{gathered}$ | $\begin{gathered} 0.00590 \\ (0.00069)^{* *} \end{gathered}$ |
| Home/Flexitime | $\begin{gathered} 0.01788 \\ (0.09762) \end{gathered}$ | $\begin{gathered} -0.00284 \\ (0.16672) \end{gathered}$ | $\begin{aligned} & -0.00713 \\ & (0.13936) \end{aligned}$ | $\begin{aligned} & -0.00025 \\ & (0.75182) \end{aligned}$ |
| Working hours | $\begin{aligned} & -0.00115 \\ & (0.16428) \end{aligned}$ | $\begin{gathered} 0.00005 \\ (0.75030) \end{gathered}$ | $\begin{gathered} 0.00095 \\ (0.00701)^{*} \end{gathered}$ | $\begin{aligned} & -0.00010 \\ & (0.18283) \end{aligned}$ |
| Non-permanent | $\begin{gathered} -0.04979 \\ (0.01088)^{*} \end{gathered}$ | $\begin{aligned} & -0.00154 \\ & (0.58559) \end{aligned}$ | $\begin{gathered} -0.01976 \\ (0.00106)^{*} \end{gathered}$ | $\begin{gathered} 0.00150 \\ (0.32988) \end{gathered}$ |
| Commuting: 15-30 mins | $\begin{gathered} -0.06639 \\ (0.00000)^{* *} \end{gathered}$ | $\begin{gathered} 0.00207 \\ (0.41999) \end{gathered}$ | $\begin{gathered} 0.01744 \\ (0.00102)^{* *} \end{gathered}$ | $\begin{aligned} & -0.00176 \\ & (0.13582) \end{aligned}$ |
| Commuting: 30 to 60 mins | $\begin{gathered} -0.15334 \\ (0.00000)^{* *} \end{gathered}$ | $\begin{gathered} 0.00737 \\ (0.00362)^{*} \end{gathered}$ | $\begin{gathered} 0.04466 \\ (0.00000)^{* *} \end{gathered}$ | $\begin{gathered} -0.00285 \\ (0.01784)^{*} \end{gathered}$ |
| Commuting: $\geq 60 \mathrm{mins}$ | $\begin{gathered} -0.27702 \\ (0.00000)^{* *} \end{gathered}$ | $\begin{gathered} 0.02541 \\ (0.00000)^{* *} \end{gathered}$ | $\begin{gathered} 0.09382 \\ (0.00000)^{* *} \end{gathered}$ | $\begin{gathered} -0.00312 \\ (0.01370)^{*} \end{gathered}$ |

Notes: $p$-values in parentheses: ** $p<0.001,{ }^{*} p<0.05$. Entries highlighted in black pass significance test after Bonferroni adjustment. Regressions clustered for companies (company_id). $N=62,366$. Columns 1 to 4 report the results from an OLS regression with average self-reported sleep hours lout of 24 hours) and binary coded indicators of sleep duration as outcome variable. Omitted categories for the binary predictor variables are: normal BMI, never smoker, healthy range of sugary drink intake (less than two per day), more than 150 mins of physical activity per week, low risk for mental health problems, normal blood pressure, normal cholesterol and glucose levels, no financial concerns, no unpaid care, no dependent children under 18, female, low skilled, < £20,000 income, < 20 years of age, married, no lack of choice, not subject to bullying, no unrealistic demands, no lack of peer support, no lack of consultation, no strained relationships, no irregular hours, no home/flexitime, permanent job, commuting less than 15 mins. The regression model includes company fixed effects (binary indicator variable for each firm) to control for company-related factors influencing sleep but also potential selection effects of firms into the survey. These include company-size category (small, medium, high) or industry, as well as the company culture and management commitment towards health and well-being

## Job factors

1) Irregular hours: respondents reporting working irregular hours (e.g. shift work) sleep on average 2.7 minutes ( 0.045 hours) less per day and are more likely to be short sleepers ( $<6$ hours and 6 to 7 hours).
2) Commuting: respondents who commute 15 to 30 minutes (one way) to work sleep on average 4 minutes ( 0.066 hours) less per day than respondents who commute less than 15 minutes to work (one way) and are also more likely to be short sleepers ( 6 to 7 hours). In addition, respondents who commute 30 to 60 minutes to work (one way) sleep on average 9.2 minutes ( 0.153 hours) less per day and are more likely to be short sleepers ( 6 to 7 hours). Heavy commuters travelling more than 60 minutes to work (one way) sleep on average 16.5 minutes ( 0.27 hours) less per day and are more likely to be short sleepers ( $<6$ hours and 6 to 7 hours).

In summary, the psychosocial environment at works influences sleep duration, as do irregular working hours. Again, as with the areas discussed above, the suggestion of a causal link needs to be interpreted with caution. For instance, strained relationships in the workplace may trigger sleep loss, although equally it may be a lack of sleep which leads to strained relationships at work, as a sleep-deprived employee may be more likely to exhibit irritability and reduced frustration tolerance when interacting with co-workers.

### 2.5.4. Magnitude of the estimated sleep duration effects

At first glance, the estimates of minutes of sleep lost due to the various factors outlined above may seem small. For instance, heavy commuters sleep on average 16.5 minutes per day less than people with very short commutes, which doesn't sound like a great amount. However, it is important to note that the estimates represent the effect on sleep duration of each single factor, holding all other factors constant. ${ }^{23}$

To put this into perspective, assume a middle-aged ( 35 to 55 years) male or female respondent who is overweight, has dependent children under 18 living in the same household, consumes more than two sugary drinks per day, commutes more than one hour (one way), has financial concerns, suffers unrealistic time pressures at work and takes less than 120 minutes of exercise per week. If one compares this respondent to a second male or female respondent of similar age ( 35 to 55 ) with normal weight, commuting less than 15 minutes (one way), with no financial concerns, within the healthy range of sugary-drink consumption, taking more than 150 minutes of exercise per week and not suffering from unrealistic time pressures, the first respondent would sleep on average 56 minutes or 0.94 hours (male) or 47 minutes or 0.79 hours (female) less per day on average. This aggregates to over 340 hours (male) or 286 hours (female) per year, and hence represents a significant amount of lost sleep. ${ }^{24}$

Furthermore, when looking at workplace related factors only, assume an employee who works irregular hours, commutes 30 to 60 minutes to work (one way) and is exposed to a set of different measures of

[^14]psychosocial risks at the workplace, including a lack of choice, unrealistic time pressure, a lack of support from colleagues or a lack of consultation about change. Such an employee sleeps on average about 28.5 minutes per day less than a an employee that does not work irregular hours, commutes only up to 15 minutes per day and is not exposed to psychosocial risk factors at the workplace. This aggregates to over 173 hours per year, only because of workplace related factors. Even if we assume that these factors are related to working days only, assuming 250 working days, that would still amount to 118 hours per year.

## 3. Insufficient sleep and mortality

Many studies have investigated the relationship between sleep duration and different health outcomes, as well as mortality. This chapter revisits existing empirical evidence examining the link between insufficient sleep duration and mortality. A handful of systematic reviews and meta-analyses exist in this research topic, concluding that insufficient sleep elevates mortality risks. One drawback of many existing metaanalyses is that they do not take into account the potential selection bias that is potentially prevalent in the empirical literature. The aim of the analysis presented in this chapter is to determine the relative mortality risk of insufficient (termed 'short' here) sleep duration in the wider population, from existing research taking into account potential publication selection and study design heterogeneity. To that end, we apply the meta-regression approach established by Doucouliagos and Stanley (2009) and recently introduced into health research by scholars such as Costa-Font et al. (2013). In what follows we describe in more detail the related literature and the empirical approach adopted for this analysis, and report the corresponding findings.

### 3.1. Insufficient sleep and mortality - existing empirical evidence

Interest in the association between sleep duration and different health outcomes has increased rapidly over the last decade (Ferrie et al., 2011). Existing evidence suggests that the relationship between duration of sleep and health outcomes is U-shaped, highlighting that too little sleep ('short sleep duration') and too much sleep ('long sleep duration') are both associated with elevated risks of stroke, coronary heart disease, hypertension, obesity, type-2 diabetes and mortality (Cappuccio et al., 2011; Leng et al., 2015; Lu et al., 2013; Shan et al., 2015; Sperry et al., 2015; Wang et al., 2012).

The association between sleep duration and mortality has been explored in different countries and healthcare settings. Many studies have been conducted in Japan (e.g. Kojima et al., 2000; Tamakoshi \& Ohno, 2004; Yoshitaka Tsubono et al., 1993), some in Taiwan and Singapore (Lan et al., 2007; Shankar et al., 2008), Israel (Burazeri et al., 2003), Sweden, Finland, the UK (Ferrie et al., 2007; Hublin et al., 2007; Mallon et al., 2002) and the U.S. (Gangwisch et al., 2007; Kripke et al., 2002; Patel et al., 2004). In addition, a handful of meta-analyses and systematic reviews found similar associations between sleep duration and mortality. For instance, Gallicchio and Kalesan (2009) report that the pooled relative risk $(\mathrm{RR})$ for all-cause mortality for short sleep is $1.10(95 \% \mathrm{CI}=[1.06,1.15])$ and for long-sleep the RR for all-cause mortality is $1.23(95 \% \mathrm{CI}=[1.16,1.30])$. In other words, sleeping less than seven hours is associated with a 10 per cent higher mortality risk and sleeping more than the healthy range is associated with a 23 per cent higher mortality risk. Similar findings are reported in Cappuccio et al. (2010), who
reviewed 16 studies and found that the RR for short sleep duration is 1.12 ( $95 \% \mathrm{CI}=[1.06,1.18])$, and that long sleep duration is also associated with greater risk of death (RR 1.30). Neither of the aforementioned meta-studies found publication bias.

While these studies generally found that the risk associations with health and mortality outcomes are similar at both ends of the sleep duration distribution, they find that the underlying mechanisms are different for short and long sleep. While sleep deprivation is generally associated with shift work, the 24/7 society, stress and lifestyle factors, long sleep is reported to be associated with underlying (unobserved or undiagnosed) chronic conditions such as heart disease or cancer or depression (Foley, 2004; Knutson \& Turek, 2006). It is important to stress that our meta-analysis focuses only on short sleep, as a majority of studies finds a direct link between short sleep and mortality (e.g. as a result of obesity, or occupational or traffic accidents), whereas the link between long-sleep and mortality is more indirect (e.g. driven by underlying chronic health conditions) (Grandner et al., 2010).

The study by Grandner et al. (2010) outlined different pathways by which insufficient sleep may affect mortality, including:

1) Short sleep as direct effect: short sleep can cause mortality directly, for instance when a lack of sleep leads to fatal car accidents. As described in the studies above, epidemiological studies further support this pathway, while large-scale empirical studies adjusting for a variety of confounding factors (e.g. age) still find a statistically significant association between short sleep and mortality risk. However, other pathways are possible.
2) Short sleep is mediated or moderated by social and physiological factors: short sleep may cause social or physiological changes which may lead to elevated mortality risk. For instance, short sleep may lead to hormonal and behavioural changes (e.g. cardiovascular disease, changes in the immune system) which are linked to weight gain or reduced productivity and which then lead towards an increased mortality risk (e.g. Berkman et al., 2014).
3) Short sleep is associated with other factors linked to mortality: short sleep might be linked to factors causally linked to mortality. For instance, short sleep may be linked to age, which is independently associated with mortality. In addition, short sleep is associated with certain sociodemographic characteristics which are directly linked to mortality (e.g. poorer households are more likely to sleep less and are more likely to be living in neighbourhoods with elevated levels of violence). These effects should be taken into account using multivariate regression analysis which adjusts for such factors.

Which pathways dominate is still an open question and subject to future research (Grandner et al., 2010). In addition, previous studies have limitations that need to be taken into account when interpreting their findings. Firstly, existing studies often use different definitions for 'short' and 'long' sleep, making direct comparisons more difficult. Secondly, another source of study heterogeneity is the inclusion of different covariates which may take into account different pathways by which short sleep is associated with mortality risk. Some studies, for instance, do not adjust for age or gender, which can confound parameter estimates, while the inclusion of sociodemographic and socio-economic factors also varies between studies. Not adjusting for as many variables as possible may lead to the problem that the relationship between
short sleep and mortality is driven by third (unobserved) factors and not by sleep duration itself. We take into account such study heterogeneity in our meta-regression analysis.

### 3.2. What is Meta-(regression) analysis?

Meta-analysis is a form of systematic review employing a range of statistical methods to synthesise and evaluate specific empirical literature (Glass, 1976). It helps to better understand the existing research findings on a given empirical effect of interest (Stanley and Doucouliagos, 2012). In contrast to narrative literature reviews, systematic reviews aim to include all research results by following an explicit and comprehensive search strategy which should be replicable by independent researchers. Meta-regression analysis (MRA) is a form of meta-analysis designed to investigate empirical research (Stanley, 2001).

In essence, MRA is designed to model the effects of observed econometric specifications and heterogeneity in study designs analysing a specific phenomenon (e.g. mortality effects of short sleep duration). The reported estimates of applied econometric studies are often just a small sub-set of a large number of different specification choices the researchers made during the research process. Often, there is no reliable way to know which model specification is the correct one. To that end, MRA can accommodate potential misspecification bias and correct for publication selection biases within applied statistical studies. For instance, the aforementioned studies look at mortality outcomes for individual sub-samples (e.g. all, elderly), apply a range of different datasets and most importantly, report a variety of relative mortality risk effect sizes. It is crucial to understand the extent to which these findings are driven by differences in study design and whether there is a 'true' underlying effect, once we control for the variance in study design factors and potential publication selection bias. Publication selection has been documented, and is a widely accepted fact in medical and social sciences, with a detrimental effect to published empirical findings (e.g. Feige, 1975; Begg and Berlin, 1988; Copas, 1999; Card and Krueger, 1995). In essence, publication bias arises when researchers, editors or reviewers use statistical significance in empirical estimates as a model selection criterion. That is, publication bias can arise when research findings are selected as a result of their statistical significance, leading to exaggerations of their size. Card and Krueger (1995) list reasons why publication bias may emerge:

1) Reviewers and editors of academic journals may be predisposed to accept only articles consistent with the predominant conventional view in the area of research;
2) Researchers may use the presence of conventionally expected results as a model-selection test;
3) Researchers, reviewers and editors may just have a natural predisposition to treat statistically significant results more favourably.

In summary, the real problem of publication selection is not its existence per se, but rather the potentially large biases it imposes on summaries of existing empirical research. The research landscape analysing the links between sleep duration and mortality is complex and characterised by large study heterogeneity. The multidimensional nature of this research makes clear inference more difficult. MRA is a tool to address these challenges and synthesise and evaluate research findings.

As described, MRA is a powerful tool to evaluate existing empirical research, however, like every method, MRA has his limitations and caveats that should be considered when interpreting the findings of this study:

1) A meta-study depends on the data that feed into the analysis: as the data inputs into a MRA are estimates from existing empirical studies, such a meta-analysis cannot fully overcome the weakness of the literature it synthesises.
2) Every meta-analysis is subject to a degree of subjectivity: while systematic reviews in medical research often make subjective pre-judgments of what is 'good' and 'bad' research at the outset, empirical meta-analysis is more conclusive and aims to include all studies as long as they met some minimal inclusion/exclusion criteria. However, as empirical studies include a large number of estimates (e.g. including 'straw' or placebo regressions) there might be a discourse between (meta)researchers on what estimates from each study should be included. One way to circumvent this caveat is to be as transparent as possible in the description of studies and estimates included.

### 3.3. MRA for the relationship between short sleep and all-cause mortality

We apply meta-regression analysis (MRA) to assess the relationship between short sleep and all-cause mortality (taking into account publication selection bias and study heterogeneity) and to identify the 'genuine' relative mortality risk of short sleep duration, net of potential publication selection. Two recent meta-analyses of the association between sleep duration and mortality have been published (Liu et al., 2016; Shen et al., 2016), although neither particularly emphasizes the potential bias caused by publication selection. By adding more recent prospective cohort studies our analysis complements the meta-analyses by Gallicchio and Kalesan (2009) and Cappuccio et al. (2011), neither of which detected selection bias in the combined literature investigating associations between short and long sleep duration and all-cause mortality.

### 3.3.1. The meta-sample: systematic review and data collection

We performed a systematic literature search up to October 2016 by searching on Pubmed, Embase, Scopus and Google Scholar. In addition to these search engines we also searched cross-references from identified studies. Keywords for the search included various combinations of 'prospective', 'cohort', 'longitudinal', 'follow up', 'death', 'mortality' and 'sleep'. To be included in the review, a study needs to contain a new empirical estimate of the relationship between sleep duration and all-cause mortality. In addition, the study needs to include a prospective design, ${ }^{25}$ the exposure of interest is short sleep duration and the categories of short sleep duration are provided and confidence intervals or standard errors or t stats of estimates were provided. This process identified 36 relevant and comparable studies and in order to accommodate potential publication bias, standard errors of the estimates are required (see Egger et al., 1997; Stanley \& Doucouliagos, 2012). The studies included in the sample mainly provided confidence

[^15]intervals for the relevant estimates. We use the formula proposed by Cochrane Handbook to calculate the standard errors for RR based on confidence intervals. ${ }^{26}$ The next step in the data collection process was to extract relevant estimates and information on different dimensions of the study, including for instance the year of the publication of the study, how it defines short sleep, the relative mortality risk for each short sleep category, whether the estimates in the study are adjusted for control variables, the total number of observations etc. (see Table 3.3 for more details). In line with the MAER-NET guidelines we extracted multiple estimates per study. ${ }^{27}$ Overall, our meta-sample contains 205 estimates of the relative all-cause mortality risk of short sleep. A full list of publications and corresponding numbers of estimates included in the analysis can be found in Appendix A.

### 3.3.2. Meta-regression analysis and publication selection bias

The common practice in medical research for detecting publication bias is an informal examination of a so called 'funnel plot' (Sutton et al., 2000). A funnel plot is a simple scatter diagram of an empirical estimate and its corresponding precision (e.g. the inverse of the estimates' standard error: 1/SE). Since a measure of variability of each estimate is placed on the $y$-axis, the estimates at the bottom have larger corresponding standard errors and hence, are more widely dispersed. In contrast, the more precisely estimated estimates are more compactly distributed towards the top. The most accurate estimates can therefore be found at the top of a funnel graph and these estimates should be less affected by publication selection as their high precision makes them less likely to be statistically insignificant. In essence, if no publication selection is prevalent, then the scatter diagram should resemble an inverted funnel. Figure 3.1 presents the funnel plot for the estimated relative mortality risks related to short sleep duration.

There are some estimates with relatively high precision, which mainly stem from studies that had a large cohort sample available for their analysis. The graph is not fully symmetrical, with more estimates of lower precision gathered in the right lower portion of the graph, which reveals potential selection for positive mortality risks. However, it should be noted that simply looking at the graph can be misleading as such graphs are vulnerable to misjudgement and subjective interpretation. To that end we follow Stanley and Doucouliagos (2012) and apply the Funnel Asymmetry Test (FAT) and the Precision Effect Test (PET) or, in short, the FAT-PET. The mechanism of FAT-PET is simple but extremely powerful. With publication selection, researchers with small samples and low precision will be forced to search more intensively for their 'best' model specification, based on their data and econometric technique until they find larger estimates. Otherwise their results will not be statistically significant. Researchers with larger studies, however, do not need to search so hard to find statistical significance in their estimates and will be more likely satisfied with lower estimates. In essence, should publication selection be present, the reported effect is, all else being equal, positively correlated with its standard error.

[^16]Figure 3.1: Funnel plot of relative mortality risks related to short sleep duration


Note: own calculations.
Such considerations suggest that the magnitude of the reported estimate depends on its standard error, or to depict this more formally in equation (1):

$$
\begin{equation*}
\text { effect }_{i}=\beta_{0}+\beta_{1} S E_{i}+\varepsilon_{i} \tag{1}
\end{equation*}
$$

where effect ${ }_{i}$ represents an individual estimate and $S E_{i}$ is its corresponding standard error. The term $\beta_{1} S E_{i}$ models publication selection bias, while estimates $\beta_{0}$ serve as estimates corrected for publication bias. However, the error term $\varepsilon_{i}$ is not expected to be independently and identically distributed because the estimated effect is a regression coefficient from a larger sample and hence the variance of effect ${ }_{i}$ will vary from one estimate to another. This leads to the fact that estimating equation (1) with OLS will suffer from heteroscedasticity and Stanley and Doucouliagos (2012) suggest estimating and employing a weighted least squares (WLS) approach by weighting the standard errors with the inverse of each estimate's variance (e.g. $1 / \mathrm{SE}$ *SE). Equivalently, equation (1) can be divided by $S E_{i}$ and estimated as:

$$
\begin{equation*}
t_{i}=\beta_{1}+\beta_{0}\left(1 / S E_{i}\right)+v_{i} \tag{2}
\end{equation*}
$$

where $t_{i}$ is the t -statistic of each individual estimated empirical effect (effect $\mathrm{i}_{i} / S E_{i}$ ) and (1/ $S E_{i}$ ) represents its precision and $v_{i}=\varepsilon_{i} / S E_{i}$ makes its variance approximately constant.

A simple test for the presence of publication selection is $H_{0}: \beta_{1}=0$. This is called the funnel-asymmetry test (FAT) and shows whether or not publication selection is present. $\beta_{0}$ is the coefficient on precision in equation (2) and testing $H_{0}: \beta_{0}=0$ is the so called precision-effect test (PET) to identify whether there is a 'genuine' underlying empirical effect net of a potential publication selection bias. Table 3.1 reports the
estimates for the MRA model depicted in equation (2). As authors in this literature usually report multiple estimates and hence estimates within a study are likely not independent from each other, we have to adjust the WLS estimates for within-study dependence. Following Stanley and Doucouliagos (2012) we apply cluster-robust standard errors and random-effects (RE) unbalanced panel estimators. ${ }^{28}$

Table 3.1: Testing for publication bias - weighted least squares of meta-regression model (2)

|  | $(1)$ | $(2)$ | $(3)$ |
| :--- | :---: | :---: | :---: |
| Variables | WLS | WLS Cluster | RE Panel |
| 1/SE [PET] | 0.0433 | 0.0433 | 0.0342 |
|  | $(0.006)^{* * *}$ | $(0.007)^{* * *}$ | $(0.006)^{* * *}$ |
| Intercept [FAT] | 0.6658 | 0.6658 | 0.8072 |
|  | $(0.111)^{* * *}$ | $(0.199)^{* * *}$ | $(0.175)^{* * *}$ |
| Observations | 205 | 205 | 205 |

Notes: cells report coefficient estimates for equation (2). The dependent variable is the log relative mortality risk of short sleep duration. The standard errors are reported in parentheses: *** $p<0.01,{ }^{* *} p<0.05,{ }^{*} p<0.10$; Standard errors are adjusted for data clustering in column 2 and 3. FAT is a test for publication bias. PET is a test for the existence of a mortality effect of short sleep corrected of publication bias. RE-panel is the random effects panel meta-regression model.

Normally, fixed-effects panel MRA models are the preferred option as random-effects are likely to be correlated with the MRA independent variables (e.g. $\left(1 / S E_{i}\right)$ ). Applying the Hausman test for choosing between fixed- and random-effects panel models allows us to accept random effects as the preferred model specification. ${ }^{29}$ The parameter estimates in Table 3.1 reveal that there is statistical evidence of publication selection bias, as the intercept (FAT) is positive and statistically significant across all the three columns. Hence, the hypothesis $H_{0}: \beta_{1}=0$ is to be rejected. In addition, we observe a genuine mortality effect of short sleep duration, with the parameter estimate between 0.0433 and 0.0342 . In other words, short sleep duration (e.g. less than seven hours on average) leads to an elevated relative risk for all-cause mortality of between 3.47 and 4.41 per cent. ${ }^{30}$

Furthermore, as discussed in Stanley and Doucouliagos (2012), the coefficient on precision in equation (2) gives a biased estimate of the empirical effect if there is publication bias. Stanley and Doucouliagos (2014) therefore offer an improved correction for publication selection using the standard error in MRA model outlined in equation (2). This estimator is called the 'precision-effect estimate with standard error' or simply PEESE. Stanley and Douciolagos (2012) report that in simulations PEESE provides better estimates of the underlying 'genuine' effect if there is publication bias and there is an effect. The PEESE WLS-MRA model can be written as:

[^17]\[

$$
\begin{equation*}
t_{i}=\beta_{1} S E_{i}+\beta_{0}\left(1 / S E_{i}\right)+v_{i} \tag{3}
\end{equation*}
$$

\]

where the standard error is added to equation (2). Table 3.2 reports the parameter estimates for PEESE outlined in equation (3).

Table 3.2: Correcting for publication bias - weighted-least squares of meta-regression model (3)

|  | $(1)$ | $(2)$ | (3) |
| :--- | :---: | :---: | :---: |
| Variables | WLS | WLS Cluster | RE Panel |
| l/SE [PET] | 0.0410 | 0.0410 | 0.0306 |
|  | $(0.007)^{* * *}$ | $(0.006)^{* * *}$ | $(0.007)^{* * *}$ |
| SE [FAT] | -0.5896 | -0.5896 | -0.8506 |
|  | $(0.944)$ | $(1.049)$ | $(1.104)$ |
| Observations | 205 | 205 | 205 |
| Notes: cells report coefficient estimates for equation (3). The dependent variable is the log relative mortality risk of short sleep |  |  |  |
| duration. The standard errors are reported in parentheses: *** p<0.01, ** p<0.05, *p<0.10; standard errors are adjusted for |  |  |  |
| data clustering in columns 2 and 3. RE-panel is the random effects panel meta-regression model. |  |  |  |

The parameter estimates for $\beta_{0}$ reported in columns 1 to 3 in Table 3.2 reveal that the PEESE correction for publication bias lowers the simple average relative mortality risk between five (columns 1 and 2 ) and ten (column 3) per cent.

The parameter estimates for the relative mortality risk of short sleep duration presented in Tables 3.1 and 3.2 do not reveal whether there are different risks related to different levels of short sleep (e.g. less than six). They also do not take into account any differences in the study design or whether the measure of sleep was self-reported or accounts for night-time sleep only, rather than sleep over a 24 hour period. All these factors may affect the parameter estimates and need to be taken into account. To accommodate for study heterogeneity, and hence potential misspecification bias, we turn to multiple MRA.

### 3.3.3. Taking into account study heterogeneity

In order to accommodate study heterogeneity, the simple MRA model in equation (3) can be expanded as follows:

$$
\begin{equation*}
t_{i}=\beta_{1} S E_{i}+\beta_{0}\left(1 / S E_{i}\right)+\sum \beta_{k} Z_{k i} / S E_{i}+v_{i} \tag{4}
\end{equation*}
$$

where $\beta_{0}$ is replaced by $\beta_{0}+\sum \beta_{k} Z_{k i}$ and the $Z$-variables allowing for heterogeneity and misspecification bias. The question is then which Z variables should be included as moderator variables in MRA model outlined in equation (4)? We follow previous meta-analyses on sleep duration and related mortality risks and include the following dimensions:

1) whether estimate is adjusted for demographic confounders (e.g. age, socio-demographic background);
2) whether estimate is adjusted for lifestyle risk factors (e.g. BMI, drinking, smoking, exercise);
3) whether estimate is adjusted for chronic conditions (e.g. diabetes, cholesterol, cancer, hypertension);
4) categories of short sleep ( 6 to 7 hours and less than 6 hours);
5) pattern of sleep measured (24-hour or night-time sleep);
6) gender differences (female vs. male);
7) country/region (e.g. Europe, Japan, United States);
8) whether estimate based on sample that includes all age or only elderly;
9) follow up year of effect measured (e.g. below or above 10 years follow up);
10) year of publication of study;
11) whether sleep duration is self-reported or based on expert interview.

Table 3.3 lists the moderator variables and how they are coded together with their means and standard deviation.

Table 3.3: Moderator variables for sleep-mortality research

| Moderator variable | Definition | Mean | SD |
| :---: | :---: | :---: | :---: |
| SE | is the standard error of estimate. | 0.141 | 0.106 |
| Less than 6 | $=1$, if estimate relates to short sleep less than 6 hours. | 0.454 | 0.499 |
| Male | $=1$, if estimate relates to males. | 0.327 | 0.470 |
| Female | $=1$, if estimate relates to females. | 0.322 | 0.468 |
| Mean age | $=1$, if estimate relates to sample with average age $<60$. | 0.273 | 0.447 |
| Type | $=1$, if estimate relates to night-sleep duration. | 0.376 | 0.485 |
| Self | $=1$, if estimate is self-reported | 0.068 | 0.253 |
| Euro | = 1 , if estimate relates to European country. | 0.288 | 0.454 |
| U.S. | $=1$, if estimate relates to United States. | 0.200 | 0.401 |
| Japan | $=1$, if estimate relates to Japan. | 0.259 | 0.439 |
| Life | $=1$, if estimate adjusted for lifestyle risk factors. | 0.634 | 0.483 |
| Chronic | $=1$, if estimate adjusted for chronic conditions. | 0.483 | 0.501 |
| Demo | $=1$, if estimate adjusted for demographics. | 0.576 | 0.495 |
| Follow | $=1$, if follow up year >=10. | 0.444 | 0.498 |
| Year 1 | $=1$, if year article published between 1995-2005. | 0.200 | 0.401 |
| Year2 | =1, if year article published after 2005. | 0.776 | 0.418 |

Note: variable means and standard deviations reported based on a sample of 205 estimates.
Table 3.4 reports the parameter estimates for the MRA model outlined in equation (4). The full set of moderator variables from the cluster-robust WLS-MRA model is reported in column 1. Next, because there is substantial multicollinearity and to identify the most important research dimensions in this literature, we employed a general-to-specific modelling approach removing the variables from the specification that had the largest p -value (insignificant variables) until only significant variables remain (all $p$-values are equal or below 0.05 ).

RAND Europe

Table 3.4: Multiple meta-regression analysis of short sleep duration and mortality risk

|  | (1) | (2) | (3) |
| :---: | :---: | :---: | :---: |
| Moderator variables | WLS cluster | G-to-S: WLS cluster | G-to-S: RE panel |
| Less than 6 | 0.0609 | 0.0579 | 0.0554 |
|  | (0.018)*** | (0.017)*** | (0.019)*** |
| Male | 0.0056 |  |  |
|  | (0.013) |  |  |
| Female | 0.0006 |  |  |
|  | (0.014) |  |  |
| Mean age | 0.0154 |  |  |
|  | (0.031) |  |  |
| Type | 0.0279 | 0.0408 | 0.0294 |
|  | (0.030) | (0.016)** | (0.016)* |
| Self | 0.0075 |  |  |
|  | (0.048) |  |  |
| Euro | 0.0048 |  |  |
|  | (0.033) |  |  |
| U.S. | -0.0263 |  |  |
|  | (0.026) |  |  |
| Japan | -0.0249 |  |  |
|  | (0.026) |  |  |
| Life | -0.0694 | -0.0651 | -0.0542 |
|  | (0.017)*** | (0.011)*** | (0.008)*** |
| Chronic | -0.0070 |  |  |
|  | (0.013) |  |  |
| Demo | 0.0484 | 0.0362 | 0.0290 |
|  | (0.013)*** | (0.010)*** | (0.010)*** |
| Follow | 0.0523 | 0.0399 | 0.0243 |
|  | (0.024)** | (0.016)** | (0.016) |
| Year 1 | 0.0220 |  |  |
|  | (0.201) |  |  |
| Year 2 | -0.0029 |  |  |
|  | (0.200) |  |  |
| 1/SE | 0.0412 | 0.0322 | 0.0379 |
|  | (0.202) | (0.025) | (0.024) |
| SE | 0.8880 |  | -0.1253 |
|  | (1.370) |  | (1.378) |
| Observations | 205 | 205 | 205 |

Note: standard errors reported in parentheses adjusted for data clustering. See table 3.3 for variable definitions.

The resulting cluster-robust general-to-specific WLS-MRA model is shown in column 2 of Table 3.4, whereas we also estimate the same specification using the random-effects panel estimator (column 3). Several patterns emerge from this comprehensive MRA of the sleep and all-cause mortality risk literature. Columns 2 and 3 reveal that the following research dimensions affect the magnitude of the reported mortality risk effect: (1) less than six hours of sleep; (2) night-time sleep duration; (3) adjustment for lifestyle risk factors; (4) adjustment for demographics; and (5) follow up year.

Our findings suggest that after taking into account various research dimensions, the magnitude of the estimates is not affected by the fact that studies were conducted in different countries or geographical regions. Our analysis indicates that sleeping less than six hours on average increases the relative risk of allcause mortality as confirmed by the relatively large positive MRA coefficient (about 0.05). Secondly, if sleep is related to night-time sleep only (instead over a 24 hour period), we observe a higher relative mortality risk of short sleep duration (between 0.02 and 0.04 ). Thirdly, adjusting for lifestyle risk factors has the effect of reducing the mortality effect of short sleep, which is in line with the expectations of omitted variable bias. If for instance, smoking is positively related to short sleep duration and mortality, then the parameter estimate of the effect of short sleep on mortality non-adjusted for smoking is biased and too large. Fourthly, adjusting for demographics increases the magnitude of the MRA coefficient (around 0.03 ). Finally, the longer the follow-up period is with participants in the study, the larger is the MRA coefficient of the relationship between short sleep and all-cause mortality. This can probably be explained by the fact that the longer one waits to follow-up with the participants in the study, the more likely it is that death will be observed (the outcome variable of interest in the studies under consideration). We take the position that longer follow-up periods are preferable in order to observe a more long-term effect.

### 3.3.4. Short sleep duration and all-cause mortality risks for sub-categories

As the previous section highlighted, there are a handful of factors which contribute to the heterogeneity across different studies. We combine the significant dimensions to report the relative mortality risk of short sleep duration for different sub-categories, including for two different short-sleep categories (six to seven hours, less than six hours), sleep type (whether related to night-time or 24 -hour period sleep pattern), and different follow-up periods in the prospective cohort studies (less than ten years and more than ten years). Table 3.5 reports the relative all-cause mortality risks for different short-sleep categories, under different types of sleep measured and follow-up periods. In essence, six to seven hours of night-time sleep increases mortality risk by 7 per cent (relative to seven to eight hours sleep and follow-up period longer than ten years), whereas the same relative risk for less than six hours is 13 per cent. In other words, an individual sleeping less than six hours per night is 13 per cent more likely to die at any time than the same individual sleeping seven to eight hours per night. The risk is slightly reduced when looking at sleep over a 24 -hour period, which takes into account day-time naps as well. In this case, sleeping between six to seven hours is associated with a relative all-cause mortality risk of 4 per cent, whereas sleeping less than six hours is associated with a relative risk of 10 per cent. This finding highlights the potential relevance of day time naps.

Table 3.5: Short sleep and all-cause mortality risk for different sleep patterns - night time and 24 hour sleep

|  | Night-fime sleep |  | 24 hour sleep |  |
| :--- | :---: | :---: | :---: | :---: |
|  | 6 to 7 hours | less than 6 hours | 6 to 7 hours | less than 6 hours |
| follow up $<10$ years | $1.04(1.00-1.08)$ | $1.10(1.06-1.10)$ | $1.01(0.98-1.05)$ | $1.07(1.03-1.11)$ |
| follow up $>10$ years | $1.07(1.03-1.11)$ | $1.13(1.07-1.19)$ | $1.04(1.02-1.05)$ | $1.10(1.05-1.15)$ |

Notes: table entries based on linear combination for different research dimensions using parameter estimates of column 3 in Table 3.4 (Stata command:lincom). All entries automatically take the values for estimates adjusting for lifestyle factors and demographics but vary follow up period, sleep type (night versus 24 hour) and short sleep duration categories 16 to 7 hours versus less than 6 hours).

Our findings are broadly in line with the meta-studies by Gallicchio and Kalesan (2009) and Cappuccio et al. (2011) which find a relative all-cause mortality risk for short sleepers (measured as less than seven hours) of 10 per cent and 12 per cent, respectively.

## 4. Quantifying the economic effects of insufficient sleep

This chapter examines the costs of insufficient sleep at two different levels - at the level of the employer (e.g. working time lost) and at the level of the country (e.g. GDP, labour productivity) - by using data for five different OECD countries. The economic analysis in this chapter consists of two parts.

Firstly, we revisit the association between sleep duration and workplace productivity. In a previous study (Hafner et al., 2015), using BHW survey data for 2014, we investigated the link between a set of different factors that may affect productivity. We found that sleep, among other factors such as mental health, was a significant factor associated with productivity loss among workers. For the purpose of the empirical analysis presented in this chapter, we use BHW survey data for the years 2015 and 2016 and investigate in more detail the link between sleep duration and workplace productivity loss, measured as working time lost due to absenteeism and presenteeism.

Secondly, after identifying the adverse effects of insufficient sleep on individuals (e.g. negative effects on health and wellbeing) and the burden it can represent to employers (e.g. lost working time and productivity) we feed these effects into a common analytical framework. With this framework we can quantify the overall economic costs of insufficient sleep, measured in terms of a country's lost economic output and labour productivity. To that end we develop a bespoke macro-economic simulation model that draws on parameter estimates developed in this study to calibrate some of the key model parameters. While there is a large literature on the negative effects of insufficient sleep on individuals' health and productivity (see for example Giuntella et al., 2015; Hillman et al., 2006; Rosekind et al., 2010; Taheri, 2006), evidence about its potential wider economic costs is more scarce and comprehensive cross-country comparisons are lacking. The analysis presented in this chapter aims to bridge the gap by providing quantitative estimates of the costs relevant to five different OECD countries for which we have data available on the sleep duration in the population. The following sections explain in more detail the analytical approach taken and the corresponding research findings.

### 4.1. Insufficient sleep and workplace productivity

There is a growing body of research investigating the association between sleep deprivation and productivity, documenting the negative effects of sleep loss. For instance, Bolge et al. (2009), based on data from the 2005 U.S. National Health and Wellness Survey, found that insomnia was associated with losses in work productivity and with impaired activity. Similarly, Kessler et al. (2012), working with data collected through the America Insomnia Survey, found that there was a significant association between insomnia and presenteeism. According to the authors, this was equivalent to 11.3 days of lost work
performance ( 7.8 days when controlled for comorbid conditions). The association between insomnia and productivity losses was also observed by Sarsour et al. (2011), who noted that employees with insomnia had 72 per cent higher lost productivity costs than their counterparts without the condition. Dean et al. (2010) analysed the effects of excessive sleepiness on a range of outcomes, including work productivity, and concluded that it was associated with significant deterioration in all productivity measures included in the study with the exception of absenteeism. In a more recent paper, Katz et al. (2014) investigated the relationship between various lifestyle behaviours (including sleep) and employee productivity. The authors found that productivity loss was significantly higher among employees who got less than seven to eight hours of sleep. These findings were also corroborated by Hafner et al. (2015) who, based on findings from a survey of employees of UK-based companies, found that lack of sleep was negatively associated with workers' productivity. Sleep has also been found to be associated with other notable work outcomes. For example Gibson and Shrader (2014) found a positive relationship between sleep duration and wages, showing that a one-hour increase in weekly mean sleep raises wages by 1 per cent in the short term and 4.5 per cent in the long term.

### 4.1.1. Measuring workplace productivity loss

Our empirical analysis is based on the BHW survey data, which we describe in more detail in section 2.2. We use the same data sample as for the analysis in Chapter 2, including the 2015 and 2016 instalments of the BHW, which together surveyed more than 62,000 UK employees. For the purpose of this analysis we use a measure for work impairment due to absenteeism and presenteeism as proxy for productivity. That is, the BHW survey data includes a validated scale to measure workplace productivity, namely the Work Productivity and Activity Impairment Questionnaire (General Health) (WPAI-GH). The WPAI-GH was developed to assess productivity loss by measuring the effect on work productivity of general health and symptom severity (Tang et al., 2011). It was originally established as a self-reported quantitative assessment of the amount of absenteeism, presenteeism and daily-activity impairment attributable to general health (WPAI-GH) or a specific health problem (WPAI-SHP). It has since been used in a wide range of applications and several versions for specific health problems are now available (Lofland et al., 2004).

The instrument consists of several questions with a recall time frame of seven days. The questions ask (1) whether the respondent is employed; (2) the number of hours missed from work; (3) the number of hours actually worked; (4) the degree to which the respondent feels that a health problem has affected productivity while at work and (5) has affected their ability to do daily activities other than work. It is important to stress that WPAI-GH outcomes are expressed as impairment percentages, where higher percentages indicate greater impairment and hence, lower productivity.

Beside the different WPAI scales, a number of other scales of self-reported workplace-productivity measurement have been created, including the Work Limitations Questionnaire (WLQ), the Health and Work Performance Questionnaire (HPQ), the Work Productivity Short Inventory (WPSI), the Stanford Presenteeism Scale (SPS-34 and SPS-13), the Work and Health Interview (WHI) and the Health and Labour Questionnaire (HLQ). A number of reviews have examined the advantages and disadvantages of each of these scales in more detail (Allen Jr \& Bunn III, 2003; Lofland et al. 2004; Stewart et al., 2003).

Please refer to Hafner et al. (2015) for a more in-depth description of the advantages and drawbacks of the WPAI-GH scale vis-à-vis other workplace productivity scales.

### 4.1.2. Sleep and workplace productivity - empirical findings

In order to explore the associations between workplace productivity and insufficient sleep we apply two estimation methods: (1) OLS; and (2) a fractional response estimator proposed by Papke and Wooldridge (1993). We chose the fractional estimation method because our outcome variables of interest is the share (of work impairment) lying on the interval between 0 and 1 . An issue that may arise with OLS related to such a bounded outcome variable is that it could predict values for the proportion of working time lost due to absenteeism and/or presenteeism which lie outside the unit interval between 0 and 1 . The proposed fractional response estimator takes this into account and suggests that a generalised linear model (GLM) with a binomial distribution and a Logit link function is appropriate in the case where the observed variable is continuous and bounded between 0 and 1 . Hence, in what follows we prefer the parameter estimates from the fractional response estimator. As predictor variables related to sleep we use the four binary indicator variables of sleep duration ( $<6$ hours; 6 to 7 hours; 7 to 9 hours; $>9$ hours) described in Table 2.5. The other predictor variables included in the regression are the same ones as in the analysis presented in Chapter 2 (see Tables 2.2 to 2.4 ).

Table 4.1: Sleep and work impairment due to absenteeism and presenteeism

|  | (1) | $(2)$ |
| :--- | :---: | :---: |
| Outcome variable: | \% work impairment (WPA/-GH scale) absenteeism/presenteeism |  |
| Estimation method | OLS | GLM |
| Sleep duration |  |  |
| < 6 hours | 0.03099 | 0.02358 |
|  | $(0.00000)^{* *}$ | $(0.00000)^{* *}$ |
| 6 to 7 hours | 0.01587 | 0.01470 |
|  | $(0.00000)^{* *}$ | $(0.00000)^{* *}$ |
| $\geq 9$ hours | 0.01610 | 0.01480 |
|  | $(0.00075)^{* *}$ | $(0.00038)^{* *}$ |

Notes: p-values in parentheses: ** p<0.001, * p<0.05. Entries highlighted in black pass significance test after Bonferroni adjustment ( $a=0.001$ ). Regressions clustered for companies (company_id). $N=62,366$. Regressions clustered for companies (company_id). $N=60,214$. Note that the models in columns 1 and 2 use the same predictor variables as used for the regression analysis outlined in Table 2.6 Column 1 reports the results from an OLS regression with work productivity loss due to absenteeism and presenteeism as the outcome variable and four binary indicators of sleep duration as predictor variables $1 \leq 6$ hours, 6 to 7 hours, 7 to 9 hours and $\geq 9$ hours, with 7 to 9 hours being the omitted category). Column 2 includes the results from a GLM regression reporting the marginal effects.

Column 1 of Table 4.1 reports the results from an multivariate OLS regression model using productivity loss due to absenteeism and presenteeism as the outcome variable and different binary measures of sleep duration as predictor variables: (1) sleeping less than six hours, (2) between six and seven hours, (3) seven to nine hours and (4) nine or more hours. In addition to the sleep-duration variables, and in order to reduce omitted variable bias, the regression model includes a set of other predictor variables related to individual factors such as lifestyle, health, personal and socio-demographic factors, as well as work-related
factors such as the psychosocial environment at work and job-related factors (see Tables 2.2 to 2.4 for a description). Note that for ease of presentation, Table 4.1 does not present the parameters for these other predictor variables, as the main interest lies in the association between sleep and productivity. Note that entries highlighted in black pass the significance test after the Bonferroni adjustment ( $\alpha=0.001$ ).

In essence, the parameters in column 1 of Table 4.1 suggest that a respondent who reports sleeping less than six hours per day has on average about a 3 percentage point higher work impairment or per cent of working time lost than a respondent sleeping between seven and nine hours a day (holding all other factors constant). In addition, a respondent reporting sleeping six to seven hours has about a 1.6 percentage point higher impairment. Column 2 of Table 4.1 reports the same parameters but based on the GLM fractional response estimation method. The coefficients are lower in magnitude than the OLS coefficients and suggest that a respondent sleeping less than six hours a day experiences on average about a 2.4 percentage point higher work impairment than a respondent sleeping between seven and nine hours a day, whereas a respondent sleeping between six and seven reports on average about a 1.5 percentage point higher productivity loss.

Using the parameter estimates in column 2 of Table 4.1 and assuming 250 working days in a given year, this translates to around six working days per year more lost due to absenteeism or presenteeism for a person sleeping less than six hours compared to someone sleeping seven to nine hours. A person sleeping six to seven hours loses on average about 3.7 days more per year. Interestingly, long sleepers (measured as sleeping more than nine hours per day) on average also report higher work impairment due to absenteeism and presenteeism (around 1.5 percentage points) than someone sleeping seven to nine hours. This echoes previous research, which has also found a U-shaped relationship between hours of sleep and mortality, probably driven by the fact that sleeping long hours is a predictor for underlying chronic health conditions.

In summary, our findings suggest that sleeping either less or more than the recommended hours of sleep has a detrimental effect on workplace productivity when measured as working time lost due to absenteeism or presenteeism. The empirical analysis suggests that the impact of insufficient sleep is not only felt at the individual level, where short sleepers are likely associated with higher risks of certain health conditions such as obesity, diabetes or cardiovascular disease, but also at the organisational or employer level, as workers with sub-optimal hours of sleep are more likely to be off work (absenteeism) or at work but performing at lower efficiency (presenteeism), with costly consequences for employers. In what follows we aim to quantify the total working time lost across five OECD countries where we have data available on sleep duration in the population. To that end we use the parameters from the empirical analysis (column 2 in Table 4.1) and additional data from the OECD on employment ${ }^{31}$ to calculate the overall working days and hours lost due to insufficient sleep.

[^18]
### 4.1.3. Working time lost due to insufficient sleep - a cross-country perspective

Based on observed sleep duration profiles, the predicted days and hours of working days lost due to insufficient sleep across the five OECD countries, presented in Table 4.2, suggest that insufficient sleep is associated with large costs to employers. On an annual basis, the U.S. loses an equivalent of about 1.23 million working days, which corresponds to about 9.8 million working hours. This is followed by Japan, which loses on average around 0.6 million working days, or 4.8 million working hours, per year. The UK and Germany are each faced with a similar loss of working time, corresponding to about 0.2 million days, or more than 1.65 million working hours. Among the five OECD countries examined, with about 0.08 million working days, Canada has the least working time lost due to insufficient sleep, corresponding to about 0.6 million working hours. The numbers for Canada are much lower because of the smaller overall workforce and a relative small proportion of the population sleeping for less than 6 hours.

Table 4.2: Total working time lost across five different OECD countries

| Country | U.S. | UK | Germany | Japan | Canada |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Sleep: $\%$ < 6 hours | $18 \%$ | $16 \%$ | $9 \%$ | $16 \%$ | $6 \%$ |
| Sleep: $\% 6$ to 7 hours | $27 \%$ | $19 \%$ | $21 \%$ | $40 \%$ | $20 \%$ |
| \# Full-time workers (in thousands) | 121,490 | 22,733 | 28,965 | 47,790 | 14,559 |
| \# Part time workers (in thousands) | 27,340 | 8,296 | 11,245 | 14,000 | 3,387 |
| Days lost (full-time): < 6 hours | 528,377 | 87,372 | 60,545 | 185,289 | 22,089 |
| Days lost (full-time): 6 to 7 hours | 479,643 | 64,447 | 90,023 | 282,009 | 41,888 |
| Days lost (part-time): < 6 hours | 118,906 | 31,885 | 23,506 | 54,280 | 5,139 |
| Days lost (part-time): 6 to 7 hours | 107,938 | 23,519 | 34,951 | 82,614 | 9,745 |
| Days lost: total | $1,234,864$ | 207,224 | 209,024 | 604,191 | 78,861 |
| Hours lost: total | $9,878,910$ | $1,657,792$ | $1,672,192$ | $4,833,532$ | 630,886 |

Notes: sleep-per-day data based on data from the National Sleep Foundation (2013) representative survey. The proportions of people sleeping less than six and between six and seven hours have been calculated by using the weighted average among the proportions for workday and weekend sleep patterns. The numbers of full and part-time employed workers in each country comes from the OECD labour statistics database. Note that we assume 250 working days per full-time employee per year and 125 working days for part-fime employees. As an example, the total days lost due to insufficient sleep in an economy are calculated by multiplying the total number of workers (full- and part-time) by the proportions of short sleepers (< 6 hours and 6 to 7 hours), multiplied by the total number of working days (full-time: 250; part-time: 125) plus the percentages of work impairment due to absenteeism and presenteeism (< 6 hours: $2.36 \%$; 6 to 7 hours: 1.47\%). To calculate the total hours lost we multiply the working days by eight hours.

The working time lost in each of the countries reflects a significant loss to employers. However, the numbers do not give us an indication how this translates into economic output in the economy. In what follows we aim to quantify the economic costs to the five countries, by aggregating and linking the different costs related to individuals (e.g. health and mortality) as well as lost working time to employers.

### 4.2. The macroeconomic effects of insufficient sleep

While the previous section reports large costs for employers in terms of lost working time due to insufficient sleep across five different OECD countries, in this section we analyse how this lost working time, together with elevated mortality risk affects the economy. That is, in order to estimate the economic effects of sleep deprivation we develop a bespoke economic model which predicts under different scenarios how much larger the economic output (measured as GDP), and the labour productivity (GDP per worker) would be, if the proportion of the working-age population sleeping less than the recommended amount (seven to nine hours) decreases.

### 4.2.1. Conceptual approach and scope of the analysis

In our conceptualisation of the economic costs related to insufficient sleep we focus primarily on its impact on labour supply, as sleep deprivation increases the risk of people developing severe health problems, reducing their wellbeing, with an adverse effect on their productivity and increased mortality risks. In addition, insufficient sleep as an adolescent has detrimental effects on schooling performance and hence skill accumulation, with potentially negative effects over the lifecycle in terms of labour-market outcomes, such as earnings. In essence, in our model insufficient sleep affects the supply of effective labour through three mortality and productivity related mechanisms:

## Mortality

1) Elevated mortality risks: insufficient sleep increases sleep related deaths, which reduces the size of the working-age population. The analysis in Chapter 3 highlighted that at any given point of their life, very short sleepers ( $<6$ hours per day) are about 10 per cent more likely to die of any cause than individuals sleeping around 7 to 9 hours. ${ }^{32}$ In comparison, short sleepers ( 6 to 7 hours per day) are 4 per cent more likely to die of any cause.

## Productivity

1) Increased morbidity or impaired cognitive performance: prolonged periods of sickness and absence of work or reduced (cognitive) performance while at work (e.g. presenteeism) lead to reductions in the efficiency of labour. This represents a direct effect on the effectiveness of the working-age population. For instance, the empirical analysis in the previous section revealed that, on average, and all else being equal, very short sleepers ( $<6$ hours) report a larger working time lost due to absenteeism and presenteeism than people sleeping around seven to nine hours.
2) Negative effect on adolescents' skill accumulation: suboptimal school performance in younger years due to sleep deprivation hinders an individual's skill development, creating differences between individuals in terms of their skillset. There is some evidence that, for instance, a change in

[^19]school starting times by one hour could improve strongly school performance and the educational achievements of adolescents. We take this human capital effect into account by modelling shifts in the skill distribution at the point in time when adolescents enter the labour market.

We recognize that there are other effects that may affect the labour supply through insufficient sleep. For instance, some evidence exists that sleep deprivation may have a negative effect on fertility (White, 2016). For instance, some studies suggest that shift work may have an adverse effect on fertility. However, there is a lack of applicable empirical estimates that would help us to calibrate the parameters of our model. Furthermore, anecdotal evidence suggests that major accidents like Exxon Valdez were connected to sleep deprivation, which obviously not only affects labour supply but also directly destroys capital.

In our analytical approach we also look at the effect of insufficient sleep on skill accumulation in adolescents. However, reduced cognitive performance may also have negative effects on learning while being in the labour market, for instance through on-the-job training. Again, due to a lack of empirical estimates to calibrate the model we do not include such effects. Not taking into account these potential factors thus results in an underestimation of the potential economic costs of insufficient sleep.

### 4.2.2. A dynamic general equilibrium model to assess the economic costs of insufficient sleep

For the purpose of this analysis we develop a theoretical dynamic general equilibrium model based on a system of mathematical equations to characterise the different economic interaction of agents in an economy. To that end, we build on the long tradition of computable general equilibrium (CGE) models, which have been extensively applied for economic policy analysis (see for example Allan et al., 2014; Lofgren et al., 2013; Zodrow \& Diamond, 2013). CGE models are essentially based on a detailed theoretical framework depicting relationships between subjects in an economy described by a set of parameters, equations and conditions that are to be satisfied simultaneously. The equations are then evaluated using mathematical software, ${ }^{33}$ giving a set of numerical results representing for example the GDP or capital stock in a simulated economy. CGE models explicitly allow for the analysis of multiple comparable scenarios which differ only in the selected set of parameters - i.e. by creating both a baseline (or status quo) and a 'what if situation showing how the economy would evolve under different policy scenarios.

The model developed for this study is based on a specific family of general equilibrium models, a so-called 'Overlapping Generations (OLG) model'. OLG models have been developed to account for complex economic interactions involving more than one generation of people. The basic mechanism behind the OLG modelling approach is driven by the life choices of representative economic agents (e.g. individuals in households) regarding education, labour supply, savings, investments and retirement based on a utility function that determines their preferences at any given point in time throughout their lifetimes. Overall, the (simplified) economy in each country of our analysis consists of three agents - households, firms, and

[^20]government - which continuously interact on different markets just as in reality. For instance, firms, representing the production sector, hire labour supplied by households to create output, paying wages in exchange for labour and interest as a cost of capital. Households buy goods and services with the income they receive from their labour supply. In the absence of international trade and public enterprises, all assets within the economy are ultimately in possession of people, who also constitute the final consumer of all production. In addition, the government collects income taxes from individuals and subsequently provides them with retirement benefits. In other words, in each country, profit-maximising firms demand inputs from the factor markets (e.g. labour and capital) and compare these costs with the revenue they expect from selling the final goods in the product market. This forms the production side of the economy. Simultaneously, consumers/households are endowed with capital and labour which they offer on the factor markets. Consumers then demand a bundle of goods produced by firms to maximise their utility, subject to their budget constraints, which forms the demand-side of the model.

In an equilibrium, prices adjust so that demand and supply is equal. In principle, the model assumes the economy to be populated by individuals of different age cohorts who make decisions about schooling in earlier years, then enter the labour market and produce goods, receive wages for their labour, pay taxes and receive unconditional pensions from the government in retirement. So in essence, at any given point in time the economy consists of different cohorts of individuals. Appendix B provides a full model description.

As a first step, the model simulates the economic forecast of each of the five OECD countries under consideration in the baseline scenario - that is to say given the current proportions of people with insufficient sleep in the economy. In a second step, under different 'what if scenarios (compared to the baseline), the model predicts how the economic output and labour productivity would be affected if the proportions of short sleepers in the economy were reduced by a certain amount. Or, in other words, how much bigger would be the economic output if people got more or sufficient sleep.

## Model dynamics and scenarios

As described above, in our model insufficient sleep affects the supply of effective labour and therefore production in a given country through three mechanisms: (1) increased mortality, (2) increased morbidity or reduced cognitive performance (productivity); and (3) skill accumulation as an adolescent.

In every country c , the economic output consists of goods and services $Y$ that are produced using input factors capital $K$ and effective labour $L$ (e.g. labour input adjusted for efficiency units), and hence production is modelled as a function of $Y=F(K, L)$. Similar to the method used by Taylor et al. (2014) in a different context for a study of antimicrobial resistance (AMR), in each time period $t$ the model assumes that effective labour is adjusted for efficiency units by $L=\bar{L} * E$ with the physical supply of labour input $\bar{L}$ and efficiency labour $E$.

To address the first component (physical labour) we develop a cohort-component model which estimates the size of the working-age and overall populations, with different proportions of short sleepers having an effect on the size of the workforce and the population, which then directly affects the supply of labour in the economy. To address the second component (efficiency) we develop a labour-efficiency model which links the health or productivity of the working population with the number of working days lost by
workers such that a decrease in the proportion of individuals with insufficient sleep raises the number of days worked. It is important to stress that the two components are interlinked, as changes in the proportion of the working population affect the number of working days lost. Besides allowing us to explicitly model the detrimental effect of insufficient sleep on different population cohorts in the economy, the OLG model also establishes a relationship between the working population and people in retirement. In essence, we can observe the effect of increased mortality rates due to sleep deficiency across different age groups as well as population ageing. These factors create a whole set of interactions in the economy, ranging from increased pressure on workers to provide funding for pension transfers to changes in the overall consumption patterns and capital accumulation due to differences in the propensity to consumption and saving across the lifecycle.

The model then generates long-run GDP and labour productivity projections for five different OECD countries under different 'what if scenarios which are compared against a baseline projection based on the current proportions of people with insufficient sleep. Note that in the application of this study, simulations are based on a forecast of 15 years. ${ }^{34}$ Table 4.3 describes the four different sleep scenarios (baseline and three 'what if) included in our projections.

Table 4.3: Scenarios included in the projections

| Scenarios | Description |
| :--- | :--- |
| Baseline | Current proportions of short sleepers |
| Scenario 1 | Proportions of very short (<6 hours) and short sleepers ( 6 to 7 hours) improve sleep <br> duration to the recommended hours of sleep (7 to 9 hours) |
| Scenario 2 | Current proportion of very short sleepers $(<6$ hours) improve sleep duration to <br> sleep between 6 to 7 hours |
| Scenario 3 | Current proportion of short sleepers $(6$ to 7 hours) improve sleep duration to sleep <br> the recommended hours of sleep ( 7 to 9 hours) |

Specifically, scenario 1 represents an optimistic 'best-case' scenario where all short sleepers in the population started to get the recommended hours of sleep (seven to nine hours). Scenario 2 represents a less ambitious scenario by examining the economic impact if those sleeping less than six hours started sleeping six to seven hours. Scenario 3 is similar to scenario 2 but predicts the potential gains to the economy if those sleeping six to seven hours start sleeping seven to nine hours, keeping those sleeping less than six hours unaffected. In order to interpret the findings of our projections under different scenarios four factors need to be taken into account.

Firstly, it is important to stress that the model compares changes in the ratio of short sleepers and its potential impact on the economic output under different 'what if scenarios compared to the baseline scenario. That is, any predictions of the model are essentially independent of any future observed policy

[^21]shocks ${ }^{35}$ as we assume that these would affect the baseline and the 'what if scenario in the same way, and therefore cancel one another out. Indeed, all potential influences ${ }^{36}$ would arguably affect the economy in the same way no matter how much people sleep.

Secondly, our model only takes into account the direct effects of reducing the proportion of people with insufficient sleep in the economy - that is, effects relating to mortality and productivity, all else being equal. This approach, however, does not account for indirect effects. For instance, if the proportion of short sleepers were to decrease, this would likely trigger mental-health improvements in the affected population, which might in turn have further large independent effects on productivity (on top of the sleep effect) and hence might positively affect economic output in an indirect manner. In addition, a worker who sleeps longer is more productive, which might in turn increase the productivity of its coworkers through so-called 'peer effects'. Due to a lack of empirical estimates to help calibrate such parameters we do not take these indirect effects into account, which most likely underestimates the estimated economic effects.

Thirdly, our model assumes that the proportion of people with insufficient sleep is independent of future business cycles. Theoretically, during an economic recession, the proportion of short sleepers could increase as people may worry about losing their jobs, may have financial concerns or generally elevated levels of anxiety, leading to lower levels of sleep. On the other hand, during an economic boom people may have lower levels of job worries leading to a positive effect on levels of sleep. Conversely, at the same time people might just go out more often and hence sleep less. Generally, the empirical evidence on the effect of business cycles on sleep duration is ambiguous. For instance, a study from the U.S. showed that business cycles are not linked to sleep duration, whereas a study from Iceland showed a positive relationship between recession and sleep duration (Olafsson, 2015; Ásgeirsdóttir et al., 2014). In our predictions we assume that the proportion of short sleepers is constant, rather than an endogenous function of economic output.

### 4.2.3. Key parameters to calibrate the model

## Economic and sleep duration data

To estimate the cost of insufficient sleep, the theoretical OLG model described above is calibrated to economic data for each of the five OECD countries we examine. National-level economic data is required to apply the model to the existing economic situation of a country. For this purpose we draw on macroeconomic data, such as the capital stock (human and physical), capital/labour ratios, multifactor productivity and total hours worked, among others, from the Penn World Tables, ${ }^{37}$ the OECD and the World Bank. The parameters applied are described in Table B. 1 in Appendix B.

[^22]For the proportions of the working population sleeping below the recommended sleep duration we draw on data from a representative survey by the National Sleep Foundation (2013). The proportions of short sleepers are reported in Table 4.4.

Table 4.4: Proportions of the population sleeping less than seven hours

|  | U.S. | UK | Germany | Japan | Canada |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Less than 6 hours | $18 \%$ | $16 \%$ | $9 \%$ | $16 \%$ | $6 \%$ |
| 6 to 7 hours | $27 \%$ | $19 \%$ | $21 \%$ | $40 \%$ | $20 \%$ |

Notes: Sleep data based on data from the National Sleep Foundation (2013) representative survey. The proportions of people sleeping less than six and between six and seven hours have been calculated by using the weighted average among the proportions for workday and weekend sleep patterns.

## Population projections

We base the growth of the workforce and its efficiency on current proportions of short sleepers in the economy, as well as demographic projections for the potential future scenarios with varying rates of short sleepers. We base the demographic projections on data from the United Nations (2014) and an adapted version of Chapin's cohort-component model (Hunsinger, n.d.). The cohort-component model starts with the base population in 2015 and is categorised by country, age and gender. The base population subsequently evolves by applying assumptions on mortality and fertility so that the population changes according to a 'natural' increase (births minus deaths), which depends on the particular sleep scenario. The outcome of the model is a projection of the population by 5-year age groups and gender groups up to 2030, applied to each of the five countries.

The total births in a given period depend on the size of the population, its age structure and age- and country-specific fertility rates. Similarly, the number of deaths in any given period depends on the population size, the age distribution and age- and gender-specific mortality rates. In addition, net migration can lead to an increase in the population. We apply the abridged life tables provided by the UN to calculate age- and gender-specific probabilities of surviving from one age group to the next (within five years). More formally, the population of age $a$, gender $s$ at time $t$ is calculated as

$$
P_{a, s, t+1}=P_{a, s, t}+B_{a, s}-D_{a, s}+I M_{a, s}-O M_{a, s}
$$

where $B_{a, s}$ represents the total births, $D_{a, s}$ total deaths. $I M_{a, s}$ and $O M_{a, s}$ represent inward and outward migration respectively. It is important to stress that we assume that, in each of the five countries, fertility rates will follow a similar trend as during the last decade (e.g. declining birth rates among women aged 20 to 25 and increasing birth rates among women aged 35 and above). Furthermore, although it is important to highlight that an improvement in sleep duration could affect fertility rates we do not model fertility rates as endogenous.

As previously discussed, we essentially predict the economic effects of three scenarios compared to the current baseline. In the status-quo scenario, fertility and mortality rates are based on the actual UN projections, whereas in the different 'what if scenarios we adjust the relative mortality risks with the parameters developed in chapter 3, where the findings suggest that the relative mortality risk for people sleeping less than six hours per day is 1.1 and for people sleeping between six and seven hours per day is
$1.04 .{ }^{38}$ Note that the net-migration figures are drawn from the UN population database as well, and based on UN predictions.

## Labour-efficiency model

To calculate the sleep duration-related efficiency units of labour, we draw mainly on the parameter estimates derived in section 4.1.2 above. That is, we know that on average a worker sleeping less than six hours per day has on average a 2.36 percentage point higher working time lost due to either absenteeism or presenteeism than a worker sleeping on average seven to nine hours, all else being equal. A worker sleeping six to seven hours on average has still a 1.47 percentage point higher working time lost than a worker sleeping seven to nine hours. Thus, in our model, labour efficiency is based on subtracting a number of days (normalised to a year) from the baseline yearly efficiency level. Put simply, the yearly efficiency of a worker is:

## $E=1-$ number of lost days normalised to a year

with a decrease in the proportion of short sleepers increasing the number of working days. Note that we base the parameter estimates for working days lost due absenteeism and presenteeism on a large working population dataset for the UK. Hence, we implicitly assume that the parameters can be applied across the four other industrialised OECD countries and we believe that the assumption is valid overall. That is, although the different countries may have different labour-market regulations and different sick-leave regimes, our measure of working time lost captures the combined effect as to whether someone is more likely to be off work or at work but performing below optimal productivity. Hence, if for instance in one country it may be more difficult or less socially acceptable to take sick leave, the worker may still not being working at normal efficiency if coming to work while sick.

## Suboptimal performance in school

The effect of sleep on school achievement is discussed by multiple authors (see for example Li et al., 2013; Pagel et al., 2007; Wolfson \& Carskadon, 1998). However, not many studies look at high-school students in at least one of the selected countries and only a few of the studies provide results that can be expressed in terms of usable elasticities as calibration parameters in the model. We identified Fredriksen et al. (2004) as a suitable study at the intersection of the two sets. The authors show how for American highschool students an additional one hour of sleep increases academic achievement, expressed as average grade, by 7.75 per cent on average. We combine this estimate with the findings of Eaton et al.(2010) who show, again amongst American high-school students, that 68.9 per cent of pupils get insufficient sleep, thereby suggesting that over two-thirds of all students could increase their academic achievement if they slept more. Lastly, to extrapolate these figures to other countries we use data collected by the National Sleep Foundation (2013), which shows the distribution of people in respect to their average length of sleep (see Table 4.4).

[^23]Specifically, we take the U.S. data as the baseline for our calculations, as both Fredriksen et al. (2004) and Eaton et al. (2010) observed U.S. students, and multiply the share of students who get insufficient sleep by the ratio of people who sleep less than seven hours on a typical workday in a given country, compared to the U.S.:

$$
\theta_{c}=\theta_{U S} \frac{s_{c}}{s_{U S}},
$$

where $\theta_{c}$ denotes the share of students who get insufficient amount of sleep and $S_{c}$ is the share people in the country who sleep less than seven hours on a typical workday.

### 4.2.4. Simulation results

To estimate the cost of insufficient sleep we examine three scenarios which are compared against a baseline scenario of current proportions of short sleepers in the population. The three scenarios are described in Table 4.3 and include: (1) scenario 1, where all current short sleepers get sufficient sleep; (2) scenario 2, where very short sleepers (less than six hours) improve their average sleep duration to between six to seven hours; and (3) scenario 3, where short sleepers (six to seven hours) improve their sleep duration to seven to nine hours, whereas the proportion of very short sleepers (less than six hours) remains constant. All scenarios are estimated for each of the five OECD countries under consideration.

In interpreting the results of our model predictions, it is important to keep in mind that the values calculated in each 'what-if scenario represent how much higher a country's GDP or labour productivity would be at a particular point of time in comparison to the state with current proportions of short sleepers. In other words, the costs in our model represent the opportunity cost to the economy due to a proportion of the population not sleeping the sufficient amount of hours. Note that excess deaths due to insufficient sleep reduce permanently the size of the population, which influences directly future population sizes and hence the effects of insufficient sleep accumulate over time. That is, the death of a worker does not only affect the year the death occurs but continues to be a part of the costs in subsequent years because it also includes the potential 'death ${ }^{39}$ of all future offspring. This explains why the costs of insufficient sleep increase over time, even if the proportions of short sleepers remain constant relative to the baseline.

The results of our simulation analysis are presented in a series of tables, including Tables 4.5, 4.6 and 4.7. Table 4.5 reports for each country the economic costs in terms of lost economic output (absolutely and as a percentage of the total GDP) within five year periods until 2030. For example, in absolute terms, the U.S. is assumed to sustain by far the highest loss (between $\$ 280$ billion and $\$ 411$ billion currently, depending on the scenario) due to the size of its economy, followed by Japan (between $\$ 88$ billion and $\$ 138$ billion). However, the relative numbers show that the estimated loss for Japan is actually higher than for the U.S. (between 1.56 to 2.28 per cent for the U.S. and 1.86 per cent to 2.92 per cent for Japan, respectively), with the UK ( 1.36 per cent to 1.86 per cent), Germany ( 1.02 per cent to 1.56 per cent) and Canada ( 0.85 per cent to 1.56 per cent) following behind. The lowest costs are observed in scenario 2 .

[^24]This is in line with our expectations as this scenario assumes that people sleeping between six to seven hours have neither elevated mortality risks nor higher working time lost due to absenteeism or presenteeism. ${ }^{40}$

Table 4.5: Estimated annual cost in GDP terms relative to baseline (U.S.\$ billions; \%)

| Year | Country | GDP (U.S. \$ billions, 2015 prices) |  |  | GDP (\%) |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Scenarios |  | 1 | 2 | 3 | 1 | 2 | 3 |
| Current | U.S. | 411.0 | 226.4 | 265.6 | 2.28\% | 1.26\% | 1.47\% |
|  | UK | 50.2 | 29.9 | 32.0 | 1.86\% | 1.11\% | 1.18\% |
|  | Japan | 138.6 | 75.7 | 105.1 | 2.92\% | 1.60\% | 2.22\% |
|  | Germany | 60.0 | 34.1 | 46.1 | 1.56\% | 0.88\% | 1.20\% |
|  | Canada | 21.4 | 12.0 | 17.2 | 1.35\% | 0.76\% | 1.08\% |
| 2020 | U.S. | 433.8 | 244.1 | 283.9 | 2.40\% | 1.35\% | 1.57\% |
|  | UK | 53.8 | 32.6 | 34.8 | 1.99\% | 1.21\% | 1.29\% |
|  | Japan | 145.9 | 80.4 | 110.9 | 3.08\% | 1.70\% | 2.34\% |
|  | Germany | 62.3 | 35.2 | 47.6 | 1.61\% | 0.91\% | 1.23\% |
|  | Canada | 21.9 | 12.2 | 17.6 | 1.38\% | 0.77\% | 1.11\% |
| 2025 | U.S. | 456.1 | 260.3 | 301.1 | 2.53\% | 1.44\% | 1.67\% |
|  | UK | 57.6 | 35.2 | 37.5 | 2.13\% | 1.31\% | 1.39\% |
|  | Japan | 151.7 | 84.4 | 115.6 | 3.20\% | 1.78\% | 2.44\% |
|  | Germany | 64.7 | 36.5 | 49.3 | 1.68\% | 0.95\% | 1.28\% |
|  | Canada | 22.5 | 12.7 | 18.1 | 1.42\% | 0.80\% | 1.14\% |
| 2030 | U.S. | 467.7 | 270.4 | 312.0 | 2.59\% | 1.50\% | 1.73\% |
|  | UK | 58.7 | 36.3 | 38.5 | 2.17\% | 1.34\% | 1.43\% |
|  | Japan | 156.2 | 87.2 | 119.2 | 3.30\% | 1.84\% | 2.52\% |
|  | Germany | 69.1 | 40.2 | 53.4 | 1.79\% | 1.04\% | 1.39\% |
|  | Canada | 23.4 | 13.4 | 18.9 | 1.47\% | 0.84\% | 1.19\% |

Scenario 2 predicts that even relative small changes in sleep duration for the very short sleepers could raise the economic output. For instance, currently the U.S. could improve their output by around 1.26 per cent ( $\$ 226.6$ billion) and Japan by 1.6 per cent ( $\$ 75.7$ billion). The UK would gain around 1.1 per cent ( $\$ 29.9$ billion), Germany around 0.88 per cent ( $\$ 34.1$ billion) and Canada around 0.76 per cent ( $\$ 12$ billion). Scenario 3 predicts a similar distribution of losses across the five countries compared to scenario 2 but overall the costs are higher, especially for Japan which has relative large proportion of people sleeping between six to seven hours.

[^25]To get a sense about the overall average costs, including those arising in the future, Table 4.6 reports the average annual costs by country in terms of lost GDP from the current year up to 2030.

Table 4.6: Average annual costs in GDP relative to baseline up to 2030 (U.S. $\$$ billions)

| Country | Average loss in GDP (2015 prices) |  |  |
| :--- | :---: | :---: | :---: |
| Scenarios | 1 | 2 | 3 |
| U.S. | 442.1 | 250.3 | 290.6 |
| UK | 55.1 | 33.5 | 35.7 |
| Japan | 148.1 | 81.9 | 112.7 |
| Germany | 64.0 | 36.5 | 49.1 |
| Canada | 22.3 | 12.6 | 17.9 |

To better understand the implications of the results, Table 4.7 shows the cumulative costs in terms of GDP over the reported period. The cumulative costs in trillion USD associated with scenario 1 by 2030 are almost $\$ 7$ trillion for the U.S..

Table 4.7: Estimated cumulative costs in GDP relative to baseline (U.S. $\$$ billions, 2015 prices)

| Year | Country | GDP (U.S. \$ billions, 2015 prices) |  |  |
| :---: | :---: | :---: | :---: | :---: |
| Scenarios |  | 1 | 2 | 3 |
| 2020 | U.S. | 2,500.9 | 1,404.5 | 1,639.4 |
|  | UK | 310.6 | 187.7 | 200.1 |
|  | Japan | 847.4 | 466.5 | 644.6 |
|  | Germany | 365.3 | 208.4 | 280.6 |
|  | Canada | 129.3 | 72.7 | 104.2 |
| 2025 | U.S. | 4,725.9 | 2,678.6 | 3,113.4 |
|  | UK | 587.4 | 356.7 | 379.9 |
|  | Japan | 1,588.1 | 877.8 | 1,209.2 |
|  | Germany | 683.8 | 389.7 | 524.3 |
|  | Canada | 240.1 | 134.6 | 193.2 |
| 2030 | U.S. | 7,030.7 | 4,003.6 | 4,643.6 |
|  | UK | 877.4 | 536.0 | 570.3 |
|  | Japan | 2,357.2 | 1,306.8 | 1,795.8 |
|  | Germany | 1,021.4 | 585.2 | 784.5 |
|  | Canada | 355.1 | 200.1 | 286.0 |

To put this value into perspective, this is roughly a bit less than half of the annual U.S. current GDP. This is followed by cumulative costs of $\$ 2.3$ trillion for Japan, $\$ 1$ trillion for Germany, $\$ 0.8$ trillion for the UK and $\$ 0.3$ trillion for Canada.

Finally, Table 4.8 shows the relative loss in labour productivity (GDP per worker) relative to the baseline scenario (current proportions of short sleepers). Under scenario 1, the simulations suggest that if Japan
would reduce the proportion of short sleepers to zero, labour productivity could currently be 2.11 per cent higher, rising to 2.38 per cent in 2030. For the U.S., the predicted increase is 1.63 per cent $(1.86$ per cent by 2030), followed by the UK ( 1.39 per cent currently and 1.62 per cent in 2030), Germany (1.1 per cent currently and 1.27 per cent in 2030) and Canada ( 0.97 per cent currently and 1.06 per cent in 2030).

In summary, insufficient sleep among the population is associated with large economic losses, with adverse effects on economic output and labour productivity. It is important to highlight that the cost vary across the three different scenarios, with scenario 2 predicted to translate into the smallest losses among the three scenarios but with still large costs for the economies of the five OECD countries examined. What is more, as our economic forecast up to 2030 predicts, it is important to highlight that the economic costs of insufficient sleep are rising over time, even if we assume the proportion of short sleepers to stay constant. Hence, the earlier the insufficient sleep problem can be addressed, the lower will be the burden in the future.

Table 4.8: Estimated loss in labour productivity (\%) relative to baseline

| Year | Country | GDP per worker (\%) |  |  |
| :--- | :--- | :---: | :---: | :---: |
| Scenarios |  | 1 | 2 | 3 |
| Current | U.S. | $1.63 \%$ | $1.00 \%$ | $1.18 \%$ |
|  | UK | $1.39 \%$ | $0.94 \%$ | $1.00 \%$ |
|  | Japan | $2.11 \%$ | $1.45 \%$ | $2.02 \%$ |
|  | Germany | $1.10 \%$ | $0.83 \%$ | $1.13 \%$ |
|  | Canada | $0.97 \%$ | $0.61 \%$ | $0.88 \%$ |
| 2020 | U.S. | $1.73 \%$ | $1.08 \%$ | $1.26 \%$ |
|  | UK | $1.49 \%$ | $1.03 \%$ | $1.09 \%$ |
|  | Japan | $2.22 \%$ | $1.54 \%$ | $2.13 \%$ |
|  | Germany | $1.14 \%$ | $0.86 \%$ | $1.16 \%$ |
|  | Canada | $1.00 \%$ | $0.62 \%$ | $0.90 \%$ |
| 2025 | U.S. | $1.81 \%$ | $1.16 \%$ | $1.34 \%$ |
|  | UK | $1.59 \%$ | $1.11 \%$ | $1.18 \%$ |
|  | Japan | $2.31 \%$ | $1.62 \%$ | $2.22 \%$ |
|  | Germany | $1.19 \%$ | $0.89 \%$ | $1.20 \%$ |
|  | Canada | $1.02 \%$ | $0.65 \%$ | $0.93 \%$ |
| 2030 | U.S. | $1.86 \%$ | $1.20 \%$ | $1.38 \%$ |
|  | UK | Japan | $1.62 \%$ | $1.14 \%$ |

## 5. Discussion and recommendations

### 5.1. Discussion

Sleep is a basic human need in much the same way as nutrition. We need a degree of sleep to survive as human beings as extensive long-term sleep deprivation can lead to death. However, contrary to what we know about how human being's use and need of nutrition, the purpose of sleep is still the subject of much scientific research. There have been countless stories about businessmen, chief executives and heads of state who claim they get by on little to no sleep. Whereas the late UK Prime Minister Margaret Thatcher famously claimed that 'sleep is for wimps' - she required only a few hours and arguably saw sleeping as unproductive time - we know that lack of sleep and irregular sleep is associated with specific outcomes that are undesirable in societies. Lack of sleep is associated with poorer health outcomes (see Liu et al., 2014; Sigurdson and Ayas, 2007; and Hublin et al, 2007). These health outcomes range from an increasing risk of suffering from chronic conditions, including medical conditions like diabetes, high blood pressure, and heart disease and mood disorders such depression and anxiety. Studies are also increasingly linking regular sleep deprivation with poor decision-making (Harrison and Horne, 2000). Sleep appears to affect our mental performance and cognitive function negatively and can be linked with an increase of errors in performing tasks. This has for instance been noticed in medical personnel working shifts making medical errors and drivers making driving errors after prolonged periods behind the wheel of a car. Insufficient sleep may also be an expression of deep-rooted societal problems. As mentioned in this report, lack of sleep can also be associated with earning a lower income in addition to being at higher risk of health problems. This may speak to broader inequality issues or social disenfranchisement in our societies. As the findings of the economic analysis in this report suggest, lower productivity levels and higher mortality risks related to insufficient sleep can result in huge economic losses to modern economies. For instance, insufficient sleep among its populations cost the five OECD countries under consideration up to $\$ 680$ billion of economic output lost every year, with costs rising over time, even if we assume constant proportions of short sleepers. Hence, sleep deficiency adversely affects individuals through negative effects on their health and wellbeing, is costly for employers due to lost working time of its employees, which is associated with large economic losses, and solving the problem of insufficient sleep therefore represents a potential 'win-win' situation.

### 5.2. Recommendations

In light of the large potential economic costs related to insufficient sleep and sleep disorders, it appears desirable to put in place measures designed to encourage better sleep outcomes among working and wider
populations. Several recommendations have been put forward based on findings from available research studies. The following section presents an overview of the most relevant recommendations for ways to mitigate the adverse health, social and economic outcomes associated with insufficient sleep. The recommendations are grouped in three categories, according to who may be in a position to action them. In line with the discussion in Section 1.1, this categorisation acknowledges that efforts to improve sleep quality and tackle lack of sleep can be taken by individuals, employers and public authorities alike.

### 5.2.1. Recommendations targeting individuals

The first group of recommendations addresses individuals, focusing on adjustments to people's sleeping habits and daily routines. Although external factors can play an important role in sleep duration and quality, proper sleep habits and sleep-hygiene standards are the primary responsibility of individuals.

1. Set a consistent wake-up time. Individuals may achieve better sleep outcomes by making sure they wake up at a consistent time. Troxel et al. (2012), for instance, included a rule to wake up at the same time every day irrespective of sleep quality as part of a brief behavioural treatment intervention developed to address dissemination barriers associated with cognitive-behavioural therapy for insomnia (CBT-I). The short-term efficacy of this intervention has been demonstrated in a population of older adults (Buysse et al., 2011). Potentially harmful disruptions to consistent sleep patterns even include oversleeping at the weekend, perhaps in an effort to compensate for shorter sleep during the working week (Wong et al., 2015).
2. Limit time spent in bed on activities other than sleeping. Based on the notion of "stimulus-control" (Bootzin et al., 1991), which highlights the importance of creating a strong, learned association between the bed and sleep, the avoidance of non-sleep activities in bed (other than sex), such as watching TV or working, has also been recommended in other research literature (e.g. Harvard Medical School, 2007; Simon et al., 2014).
3. Do not stay in bed unless asleep. Related to the previous point, it appears beneficial to get out of bed when encountering difficulties either when falling asleep or when getting back to sleep in the event of a sleep interruption. In this context, however, it is important not to engage in activities that may be overly stimulating, such as using a computer (see below). To that end, various stimulus-control activities have been put forward suggesting what activities to avoid and what to do when having trouble falling asleep (Bootzin et al., 1991). These include sticking to distracting but not excessively stimulating activities, preferably in low-light settings.
4. Limit the use of electronic devices before bedtime. Another way to improve sleep outcomes is to minimise the time spent using electronic devices and the overall amount of screentime, particularly shortly before bedtime, as use of screens in the evening may suppress people's melatonin levels, a hormone which is crucial for the control of sleeping and waking cycles. Evidence suggests that this recommendation applies across all age groups, as the use of electronic media and screentime have been found to be associated with negative sleep outcomes in school-aged children (Hale \& Guan, 2015), adolescents (Lemola et al., 2015) and adults alike (Exelmans \& Van den Bulck, 2016).
5. Limit the consumption of substances which may impair sleep quality. Another way to improve sleep outcomes is to avoid or minimise the consumption of substances close to bedtime. As demonstrated
by empirical studies, this recommendation includes caffeine (Clark \& Landolt, 2016), alcohol (Ebrahim et al., 2013) and nicotine (Jaehne et al., 2009).
6. Address stressful issues long before bedtime. It appears beneficial to avoid engaging in activities that may give rise to stress and thinking about subjects one may find stressful shortly before bedtime. For instance, Baikie and Wilhelm (2005) recommended setting regular time aside for addressing potentially traumatic, stressful or emotional issues to improve the onset of sleep.
7. Exercise. Physical activity has been demonstrated to be associated with improved sleep outcomes. This has been the case both among healthy people (Lira et al., 2011) and insomniacs (Reid et al., 2010).

### 5.2.2. Recommendations targeting employers

The second group of recommendations is addressed to employers, who may be in a position to implement measures and policies which better suit our biological needs. At least three broad types of interventions can be identified. The first group addresses the conceptual level of incorporating sleep considerations into the overall management approach, the second group revolves around making improvements in the workplace environment, and the third group touches on organizing work and employees' schedules. These three intervention categories are addressed below.

## Incorporating sleep considerations into management approach

8. Recognise the importance of sleep and the employer's role in its promotion. The first step in contributing to better sleep outcomes for employees is for employers to recognise the importance of sleep and the adverse outcomes both for individuals and businesses stemming from insufficient sleep (Huppke, 2016). In some instances this may require a cultural change in organizational thinking (van Dam $\&$ van der Helm, 2016). This is particularly the case if, as discussed in Chapter 1, this involves no longer crediting people who report less sleep with greater effectiveness and work results. ${ }^{41}$
9. Commit organisationally to helping employees achieve better sleep outcomes. In practical terms, an organizational recognition of the importance of sleep would translate into an organizational commitment to support the workforce and their sleep outcomes. This could manifest itself in numerous forms. For instance, a growing number of companies have installed sleep facilities for employees to use and introduced snooze-friendly policies, signalling that it is acceptable (and desirable) to rest as needed (National Sleep Foundation, n.d.). Corporate focus on employees' improved sleep may also have an external dimension. For instance, the U.S.-based insurance company Aetna has introduced an incentive system whereby employees reporting sleep in excess of seven hours are eligible for bonus payments (DiGiulio, 2016). In addition, organisational commitment helps communicate the importance of sleep to the workforce, and this effect could be boosted by incorporating sleep training within the broader framework of other well-being initiatives which may already be in place. ${ }^{42}$ This may include incorporating

[^26]the use of commercially available and widely used "wearable" devices that monitor sleep-wake activity. These devices may provide a useful way for employees to track their sleep and be incentivised for maintaining consistent sleep routines with adequate sleep duration. This, as also discussed below, may in turn be expected to enhance individual efforts made by employees along the lines of the recommendations listed in the previous section.

## Improving the workplace environment

10. Design and build brighter workspaces. This recommendation builds on available evidence suggesting that brighter lighting may be beneficial for employees, helping to maintain their brains' alerting signal (Harvard Medical School, 2007). For instance, in a case-control study by Boubekri et al. (2014) of 49 office workers, those working in windowless environments reported, among other outcomes, poorer sleep quality and increased sleep disturbances.
11. Provide facilities and amenities that help employees with their sleep hygiene. Employers can put in place arrangements to support their staffs daily routines with the aim of improving their sleep outcomes. These initiatives may target some of the individual behaviours described in section 5.2.1 above, with relevant examples (e.g. Harvard Medical School 2008; Prueher, 2016; van Dam and van der Helm 2016) including providing access to a gym and/or fitness tracking devices to support exercise routines, providing vending machines with (or free distribution of) healthy snacks to support good dietary habits, and using smart technology with limited blue-light emission to mitigate the adverse effects of screen time.
12. Combat workplace psychosocial risks. Another way employers can contribute to employees' improved sleep outcomes through workplace arrangements is by working to tackle workplace-related stressors. A systematic review and meta-analysis by Linton et al. (2015) of work-environment effects on future sleep disturbances included four studies investigating the relationship between job strain and future sleep issues. The authors concluded that there was a positive association between reporting job strain and future sleep disturbances. The review also found an association between higher levels of social support at work and lower levels of future sleep disturbances, and between perceived levels of organizational injustice at the workplace and future sleep disturbances. Three additional psychosocial factors which were also found to be associated with future sleep disturbances were (lack of) control over work, effort-rewards imbalance and bullying,
13. Address physical workplace risk factors. Employers should also work to limit the potential negative effects physical workplace risks may have on staff sleep. While not every recommendation in this group may be relevant to every workplace, examples of physical risks with demonstrated evidence in at least some studies include work with pesticides (Postuma et al., 2012), strenuous physical work demands (Åkerstedt et al., 2002; Gerster et al., 1995), exposure to vibrations (Ribet \& Derriennic, 1999) and organic solvents (Lindelof et al., 1992) ${ }^{43}$ and excessive work with visual display terminals (Tachibana et al., 1996).
[^27]
## Improving the organisation of work

14. Discourage the extended use of electronic devices. As discussed in section 5.2.1 on individual behaviors and evidenced in the research literature (e.g. Chang et al., 2015), excessive use of electronic devices can have negative effects on workers' sleep. Since one of the reasons for the increased and longer use of electronic devices is the actual or perceived need to be available for work purposes (Deal, 2013; Weber, 2015), employers are in a position to make a difference. One possible course of action by employers is to signal limits on staffs expected availability after working hours or by introducing policies limiting after-hours and out-of-office communications. Examples of such steps already exist - for instance, the car and lorry manufacturer Daimler introduced a 'holiday mode' to its corporate email system, allowing employees to opt out of receiving messages when not in office (Bryant, 2014). The German ministry of labour also eliminated after-hours delivery of emails, following an example set previously by Volkswagen (de Castella, 2014).
15. Minimise variability in working hours and maximize employees' control. Another employer-led intervention which can be expected to lead to positive sleep outcomes is to minimise variability in working hours and to give employees more control over their schedules. This recommendation mirrors the findings from the systematic review and meta-analyses by Linton et al. (2015) which concluded that shift work was likely associated with future sleep disturbances. The same study also found that perceived higher levels of control at work, including pace of work, was associated with fewer sleep problems. Similarly, a survey of manufacturing-sector employees by Kubo et al. (2013) found that workers who reported a high degree of control over their working time and/or low variability in working hours also reported significantly higher quality of sleep. In this context, availability of flexible scheduling of work may be of particular benefit to employees with high conflicts between work and family responsibilities, such as new parents (Berkman et al., 2015).

### 5.2.3. Recommendations targeting public authorities

The third group of recommendations targets public authorities and policymakers. Frequently, public authorities and their activities may enhance the implementation and effectiveness of measures put in place by individuals and employers, as illustrated in the following categories.
16. Raise general awareness of the benefits of sleep. While many people typically agree on the importance of sleep, they may not be aware of the full extent of the relationship between sleep and health and well-being (Royal Society for Public Health and University of Oxford, 2016). There may also be a disconnect between individuals' perceived and actual sleep-related behaviours and hygiene (Bonuck et al., 2016). As a result, public authorities and other stakeholders have a role in raising general awareness of the consequences of sleep loss and of strategies to combat it (Colten \& Altevogt, 2006; Perry et al., 2013). In doing so, synergies can be explored, with initiatives undertaken by third-sector organisations such as the

Sleep Awareness Week run by the National Sleep Foundation (National Sleep Foundation, 2016) and the Australia-based Sleep Awareness Week run by the Sleep Health Foundation. ${ }^{44}$
17. Support health professionals in providing sleep-related help. In addition to the general public, awareness campaigns and wider support activities should also be aimed at professionals so that they are best equipped to assist individuals suffering from sleep disorders (Perry et al. 2013). Efforts in this area may contribute to a more systematic inclusion of sleep as a medical issue and health behaviour in the work of health-care providers, which is often lacking (Papp et al., 2002; Sorscher, 2008). In addition to awareness campaigns, professional clinical guidelines and training represent important platforms to support health practitioners (Royal Society for Public Health and University of Oxford 2016). One recent example are the guidelines which recommend cognitive behavioural therapy for insomnia (CBT-I) as the most effective and safest option, rather than pharmacological solutions (Qaseem et al., 2016).
18. Encourage employers to pay attention to sleep issues. As with interventions targeting individuals, public-health and other relevant authorities have a role to play in supporting the implementation of measures by employers, for instance by publishing and communicating good-practice guidelines in areas such as shift work and night work (see, for example, Irish Health and Safety Authority, 2012; UK Health and Safety Executive, 2006). Social partners, such as trade unions and professional organisations, also represent an important partners for public authorities in this area given their contribution to occupational health and safety (Quinlan, 2015).
19. Make use of existing workspace mandates and their enforcement. Following on from the previous point, public authorities should not only advise and provide guidelines, but also ensure that employers remain compliant with all their legal responsibilities in the area of occupational health and safety (Royal Society for Public Health and University of Oxford 2016). In the European context, sleep-related examples mandated by the European Working Time Directive (2003/88/EC) include provisions relating to maximum working hours, minimum periods of rest and free health assessments for night workers (European Commission, 2003).
20. Introduce later school starting times. The ability of public authorities to help promote more effective schedules extends beyond regulating and working with employers but can also be applied to other areas, such as school starting times. Reflecting a growing body of research demonstrating the negative outcomes associated with insufficient pupil sleep time (Minges \& Redeker, 2016; Wheaton et al., 2016), later school starting times have been called for by numerous relevant bodies (e.g. American Adademy of Pediatrics, 2014) and have already been implemented in a number of places. ${ }^{45}$ In addition to

[^28]health benefits, delayed school starts have also been found to be beneficial in economic terms (Jacob \& Rockoff, 2011). ${ }^{46}$
21. Support further research and monitoring in the area of sleep. Finally, public authorities should continue to advance our understanding of sleep and related issues and disorders. To that end, surveillance and monitoring of sleep prevalence and sleep-related health problems should be enhanced (Colten and Altevogt, 2006), accompanied by a continuation and intensification of research efforts. While the identification of research needs should be updated on a continual basis, research areas identified as being in particular need of attention (see e.g. Colten and Altevogt, 2006; Linton et al., 2015) include, but are not limited to: (1) development and validation of the efficacy of novel diagnostic technologies; (2) development of novel therapeutic options; (3) integration of research areas and disciplines relevant to sleep disorders and somnology; and (4) greater understanding of the mechanisms between various risk factors and sleep outcomes. As a consequence, furthering the scientific understanding of sleep and sleeprelated disorders will also help inform future directions in the provision of medical and psychosocial assistance to those in need.

[^29]
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## Appendix A: List of studies used in the meta-analysis

| Study | \# estimates |
| :--- | :---: |
| Amagai et al. (2004) | 8 |
| Bellavia et al. (2013) | 3 |
| Enstrom and Breslow (2008) | 1 |
| Burazeri et al. (2003) | 8 |
| Cai et al. (2015) | 6 |
| Castro-Costa et al. (201 1) | 8 |
| Chen et al. (2013) | 2 |
| Chien et al. (2010) | 6 |
| J. Ferrie et al. (2007) | 8 |
| J. E. Gangwisch et al. (2008) | 7 |
| Garde et al. (2013) | 8 |
| Goto et al. (2003) | 4 |
| Hall et al. (2015) | 4 |
| Heslop et al. (2002) | 4 |
| Hublin et al. (2007) | 6 |
| Ikehara et al. (2009) | 3 |
| Jung et al. (2013) | 12 |
| Kakizaki et al. (2013) | 8 |
| Kim et al. (2013) | 2 |
| Kojima et al. (2000) | 2 |
| Kripke et al. (2002) | 4 |
| Kronholm et al. (2011) | 4 |
| Lan et al. (2007) | 4 |
| Y. Li et al. (2013) | 6 |
| Magee et al. (2009) | 12 |
| Mesas et al. (2010) | 6 |
| Patel et al. (2004) | 4 |
| Qiu et al. (2011) | 4 |
| Rhee et al. (2012) | 3 |
| Stone et al. (2009) | 4 |
| Suzuki et al. (2009) | 2 |
| Y. Tsubono et al. (1993) | 2 |
| Von Ruesten et al. (2012) | 2 |
| Wallander et al. (2007) | 18 |
| Yeo et al. (2013) | 1 |
|  | 4 |

## Appendix B: Macroeconomic model description

The simulation model used in our study is an overlapping generations (OLG) model first introduced by Samuelson (1958) and Diamond (1965) and later developed by Auerbach and Kotlikoff (1987) who used simulated a pioneering large-scale numerical OLG model to evaluate fiscal policies. Unlike other models assuming all workers to be essentially equal, OLG model by definition assumes that the modelled economy is represented by people of different ages, which is necessary to capture effects of sleep deficiency through various means. Moreover, to allow for effects to differ across income groups, we further differentiate among workers in terms of their skill in a similar fashion to Heer and Maussner (2009) and Krueger and Ludwig (2013).

The economy has three sectors - households, firms, and government - which continuously interact on the markets just as in reality. Specifically, firms, representing the production sector, hire labour supplied by households to create output, paying wages in exchange for labour and interest rate as a cost of capital. In absence of international trade and public enterprises, all assets within the economy are ultimately in possession of people and they also constitute the final consumer of all production. Government collects income taxes from individuals and subsequently provides them with retirement benefits. We assume that the foreign trade effect is negligible as sleep deficiency has no direct influence on it and do not explicitly model foreign economies.

## Households

Households and individuals are used interchangeably in the model and we only assume individuals aged $18+$ in the economy (i.e. those economically active) in line with the related literature in order to decrease computation requirements. All people are assumed to live 60 years from the inception of their professional careers, out of which they spend $T=43$ years working and $T R=17$ in retirement, reflecting that the retirement age is set at around 65 years in the developed countries and the average life expectancy is slightly over 80 years according to the World Bank data. Since life expectancy in the model remains constant over the assumed period, retirement age also remains unchanged.

All individuals in the model are assumed to start working at the age of 18 . The labour supply is exogenously set at 8 hours per workday for everyone. We model the differences in their skillsets, schooling and other personal characteristics through explicit determination of a labour-endowment distribution and its changes over time. This implicitly introduces variation in shift length as well in a way that the ultimate distribution of labour output resembles what we can observe in reality. This can be understood also as a tool to model intra-generation wage distribution including probability of being unemployed, ill, unable to work or, on the other hand, promoted or finding a better job. Specifically, we assume each individual is
subject to an idiosyncratic productivity shock log-normally distributed with mean $y_{1}$ and variance $\sigma_{y_{1}}$. Over individuals life, the idiosyncratic productivity shock $z_{t}$ follows a Markov ( $\left.\operatorname{AR}(1)\right)$ process given by

$$
z_{t}=\rho z_{t-1}+\epsilon_{t}
$$

where $\epsilon_{t} \sim N\left(0, \sigma_{\epsilon}\right)$, and thus depends on its past realisations. ${ }^{47}$
In order to approximate the autoregressive process, the continuum of all possible shocks must be limited; to do so, we follow Huggett (1996) and discretize the state space $Z$ containing all shocks into nine realizations ranging from $-2 \sigma_{y_{1}}$ to $2 \sigma_{y_{1}}$. These realizations in fact constitute nine different income classes. The probability of having a given productivity shock can then be computed using integration over corresponding area under the normal distribution, and the efficiency index $e(z, t)=e^{z_{t}+\bar{y}_{t}}$, where $t$ represents agent's age and $\bar{y}_{t}$ is the mean log-normal income of $t$-aged workers, follows a finite Markov chain. Given wage $w$ defined below, tax rate $\tau$ and labour supply $n$, the total annual salary $I$ can then be calculated as

$$
I=(1-\tau) e(z, t) w n
$$

Individuals within one cohort differ in their earnings in a way such that the resulting after tax Gini coefficient (a measure of statistical distribution of income) closely follows empirical data. In particular, the data provided by HM Revenue $\&$ Customs $^{48}$ show that the top one percent of individuals with liability to income tax in the UK earn over 16-times more than the bottom one percent and 13.5 -times more than the bottom $10 \%$. Indeed, similar patterns are evident from all the countries included in our analysis as well. To further reflect the reality, we assume that the individual's productivity (and earnings) change over time, following the age-productivity profile reported by Hansen (1993).

During retirement, agents receive pension transfers from the government determined according to the existing plans in the given country. For instance, in the UK pension transfers consist of state pension of maximum $£ 155.65$ per week and annuity determined by partially tax-deductible lifetime savings into a pension fund, complemented by employer and government contributions. In the US, social security benefit repayment rates are based on a 35 -year salary average (30-year in the model) and complemented by individual savings into pension funds. The marginal income and social security tax rates, as well as basic personal allowances are presented in Table B-1.

Given a maximum life expectancy and certain death at that time, each year the remainder of the oldest cohort dies and a new generation is born. Population size in each age category is based on predictions described further. Importantly, the model assumes no bequests implying that each worker starts with no wealth and, due to rational expectations, consumes all their remaining savings at the age of 60 . However, all individuals also face a positive probability of death throughout their live, implicitly increasing their interest in immediate consumption rather than saving.

[^30]Economic agents in the model are assumed to have rational expectations about the future. ${ }^{4}$ Specifically, consumption and savings decisions are determined by expectations about future earnings, life expectancy, or time spent in retirement rather than by contemporary variables such as current interest rate. Even in case of a sudden change in the economy, individuals are expected to identify changes fast enough to adjust their decisions within the same year. The assumption of rational expectations embodies the life-cycle hypothesis suggesting that economic agents aim to smooth their consumption throughout the life, a behavioural pattern supported by empirical evidence (see e.g. Modigliani \& Cao, 2004; Bloom et al., 2003). Technically, this fact is represented by maximisation of lifetime utility from consumption where future consumption matters slightly less than the current one. The lifetime utility function maximised by households operates with the standard CRRA (constant relative-risk aversion) function:

$$
\begin{gathered}
\mathrm{E}_{1}\left[\sum_{t=1}^{T+T R} \beta^{\mathrm{t}-1}\left(\prod_{\mathrm{j}=1}^{\mathrm{t}} s_{\mathrm{j}}\right) u\left(c_{t}\right)\right] \\
u(c)=\frac{c^{1-\eta}-1}{1-\eta}
\end{gathered}
$$

where $\eta$ the coefficient of relative risk aversion, $u(c)$ is the instantaneous utility function with consumption as its only parameter, $s_{j}$ are the survival probabilities implicitly determined by population projections, and $\beta$ is the discount factor determining time preference.
Finally, we assume that agents cannot borrow money and their consumption thus cannot exceed revenue, i.e. the sum of annual salary, pension payments (if retired), and one-year bond holdings earning risk-free interest rate $r$. The budget constraint is thus in general given by

$$
c_{t}=(1+r) k_{t-1}+(1-\tau) e(z, t) w n+\text { pension }-k_{t} .
$$

## Firms and government

Firms produce output using effective labour $N$ and capital $K$, which are hired at wage $w$ and interest rate $r$, equal to the marginal product of labour and capital, respectively, as determined within the competitive equilibrium framework (see below). Capital also depreciates at rate $\delta$. Production is characterised by constant returns to scale and we assume the standard neoclassical Cobb-Douglas production function in form of

$$
\begin{gathered}
Y=A K^{\alpha} L^{1-\alpha}, \\
r=\alpha A K^{\alpha-1} L^{1-\alpha}-\delta, \\
w=(1-\alpha) A K^{\alpha} L^{-\alpha},
\end{gathered}
$$

where $A$ is the total factor productivity growth parameter denoting efficiency with which can the factors of production be used and $\alpha$ is capital output elasticity (capital share on production). Note that the production function works with units of effective labour; wage and interest rate are then equal for all agents despite differences in their age and productivity group.

[^31]The total factor productivity growth is assumed to be constant in all years; while not particularly realistic due to existence of business cycles and other external and internal disturbances, the constant value fits purposes of this study as we are mainly interested in output differences between the status quo and an optimal scenario. Arguably, lower labour productivity and output would also slightly diminish the total factor productivity growth in the long term; hence, our estimates are conservative as the potential difference would have been bigger in case of lower productivity growth in the status-quo scenario.

The government has no active role in the economy and only collects taxes from individuals in exchange for future unilateral pension transfers. For simplicity, we assume that the taxes and pension system repayment rates (i.e. the ratio of retirement benefit to the average wage) remain constant over time as these have essentially no effect on our analysis.

## General equilibrium

We assume the economy to be in equilibrium at all times, with all prices being simultaneously determined such that the market clearing conditions are met. Formally, for given initial distribution of capital $\left\{k_{0}^{s}\right\}_{s=1}^{T+T R}$, the set of value functions $V^{s}\left(k_{t}^{s}, K_{t}, N_{t}\right)$, individual policy rules $c^{s}\left(k_{t}^{s}, K_{t}, N_{t}\right), n^{s}\left(k_{t}^{s}, K_{t}, N_{t}\right)$ and $k^{s}\left(k_{t}^{s}, K_{t}, N_{t}\right)$, and relative prices of labour and capital $w_{t}$ and $r_{t}$, the equilibrium is such that:

1. Individual and aggregate behaviour are consistent:

$$
\begin{aligned}
& N_{t}=\sum_{s=1}^{T} \frac{n_{t}^{s}}{T+T R} \\
& K_{t}=\sum_{s=1}^{T+T R} \frac{k_{t}^{s}}{T+T R}
\end{aligned}
$$

2. Households' dynamic programs and firms' optimisation problems are solved by satisfying the budget constraints using the relative prices $w_{t}, r_{t}$, pensions, and the individual policy rules $c^{s}(),. n_{t}^{s}($.$) and k_{t+1}^{s}($.$) .$
3. The goods market clears:

$$
A K^{\alpha} L^{1-\alpha}=\sum_{s=1}^{T+T R} \frac{c_{t}^{s}}{T+T R}+K_{t+1}-(1-\delta) K_{t} .
$$

We follow the approach from Nishiyama and Smetters (2007) and use value function iteration to compute agents' policy functions. Specifically, let $v(K)$ be the value function and let it be the discounted sum of all instantaneous utility functions $u\left(c_{1}\right), u\left(c_{2}\right), \ldots, u\left(c_{T+T R}\right)$, where $c_{t}$ denotes household's consumption at age $t$ and $K$ denotes the optimal capital decisions that maximise household's lifetime utility. Further, assume an optimal sequence of capital stocks from $t=0$ to time $t=q$, i.e. $K=$ $k_{0}, k_{1}, \ldots, k_{q}$. Then the best level of capital $K^{*}$ in time $t=q+1$ is given by

$$
v\left(K^{*}\right)=\max _{0 \leq K^{\prime} \leq f(K)} u\left(f(K)-K^{\prime}\right)+\beta v\left(K^{\prime}\right),
$$

where $f(K)$ denotes the production function and $f(K)-K^{\prime}$ thus denotes consumption in a given period. In case the value function is known, we may then compute the solution $K^{*}$ using a policy function $g$, i.e.

$$
K^{*}=g(K) ;
$$

policy function thus represents the optimal decision regarding the next-period level of capital as a function of the current capital stock.

Due to the presence of idiosyncratic shocks, policy functions cannot be computed from time $t=0$ onwards because individuals do not know their future income and cannot plan consumption and savings accordingly. The algorithm therefore computes the policy functions retrospectively instead using backward induction, working iteratively from the set of initial assumptions.

## Table B.0.1: Economic calibration parameters

| Parameter | Source | Country |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Canada | Germany | Japan | Mexico | UK | U.S. |
| Average annual hours worked | Penn World Tables (v9) ${ }^{\text {50 }}$ | 1,688 | 1,371 | 1,729 | 2,137 | 1,675 | 1,765 |
| Human capital index |  | 3.68 | 3.66 | 3.54 | 2.68 | 3.73 | 3.72 |
| Real GDP (constant 2011 prices, in U.S.\$ mil.) |  | 1,550,457 | 3,553,909 | 4,596,362 | 1,974,418 | 2,350,437 | 16,490,192 |
| Capital stock (constant 2011 prices, U.S.\$ mil.) |  | 5,949,967 | 13,875,688 | 17,726,870 | 6,498,114 | 10,107,181 | 51,190,644 |
| Capital-output ratio |  | 3.838 | 3.904 | 3.857 | 3.291 | 4.300 | 3.104 |
| Capital-labour ratio |  | 61.91\% | 62.27\% | 60.28\% | 38.60\% | 61.26 | 60.36 |
| Capital stock depreciation rate |  | 3.63\% | 3.80\% | 4.62\% | 3.73\% | 3.68\% | 4.71\% |
| Multifactor productivity growth | OECD ${ }^{51}$ | 9.54\% | 1.03\% | 7.12\% | 2.08\% ${ }^{52}$ | 8.32\% | 9.48\% |
| Coefficient of relative risk aversion | Federal Reserve Bank of St. Louis (2014) | 0.83 | 0.77 | 0.44 | 0.78 | 1.03 | 1.39 |
| Wealth gini coefficient ${ }^{\text {c }}$ | World Bank ${ }^{53}$ | 30.1 | 32.6 | 32.1 | 41.1 | 48.2 | 32.6 |

[^32]Why sleep matters - the economic costs of insufficient

| Income tax rate ${ }^{\text {a }}$ | Various | 15\%-33\% ${ }^{54}$ | 0\%-45\% ${ }^{55}$ | 5\%-45\% ${ }^{56}$ | 1.9\%-35\% ${ }^{57}$ | 0\%-45\% ${ }^{58}$ | 10\%-39.6\% ${ }^{59}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Social security tax rate ${ }^{\text {b }}$ | Various | 4.95\% ${ }^{60}$ | 9.35\% ${ }^{1}$ | 8.737\%62 | 1.125\% ${ }^{63}$ | 12\% ${ }^{64}$ | 6.2\% ${ }^{55}$ |

${ }^{a}$ Marginal tax rate. Other specifications of the tax system such as maximum contribution for social security contributions or baseline personal allowance not reported but included in the model.
${ }^{b}$ Pension system contributions paid by employee only. In Mexico, UK and U.S. the model assumes additional individual savings in a funded pension scheme.
c Latest available data for each country.
${ }^{54}$ Canada Revenue Agency, www.cra-arc.gc.ca
${ }^{55}$ German Federal Central Tax Office, www.bzst.de/DE/Home/home_node.html
${ }^{56}$ Japan external Trade Organisation, www.jetro.go.jp
${ }^{57}$ PricewaterhouseCoopers, taxsummaries.pwc.com
${ }^{58}$ UK Government, www.gov.uk
${ }^{59}$ U.S. Treasury, www.treasury.gov
${ }^{60}$ Employment and Social development Canada, www.esdc.gc.ca
${ }^{61}$ www.lohnsteuer.de
${ }^{62}$ Japan Pension Service, www.nenkin.go.jp
${ }^{63}$ U.S. Office of retirement and Disability Policy, www.ssa.gov
${ }^{64}$ UK Government, www.gov.uk, includes all social security contributions, excludes workplace pension contributions.
${ }^{65}$ Social Security Administration, www.ssa.gov, includes contributions to survivors and disabled individuals


[^0]:    ${ }^{1}$ National Sleep Foundation (2013) reports the share of people sleeping less than 7 hours across five OECD countries as: Japan (56\%), U.S. (45\%), UK (35\%), Germany (30\%) and Canada (26\%). See Table 1.1 in the report for more details.

[^1]:    ${ }^{2}$ Freakonomics (2015) The Economics of Sleep, Part 2. 16 September 2015. As of 2 November 2016: http://freakonomics.com/2015/07/16/the-economics-of-sleep-part-2-full-transcript
    ${ }^{3}$ As of 27 October 2016: https://sleepfoundation.org/how-sleep-works/how-much-sleep-do-we-really-need/page/0/1

[^2]:    4 NSF (2015) National Sleep Foundation Recommends New Sleep Times. As of 26 October 2016: https://sleepfoundation.org/media-center/press-release/national-sleep-foundation-recommends-new-sleep-times
    5 Mayo Clinic (no date) How many hours of sleep are enough for good health? As of 26 October 2016: http://www.mayoclinic.org/healthy-lifestyle/adult-health/expert-answers/how-many-hours-of-sleep-are-enough/faq20057898
    ${ }^{6}$ NHLBI (2012) How Much Sleep Is Enough? As of 26 October 2016: http://www.nhlbi.nih.gov/health/health-topics/topics/sdd/howmuch
    ${ }^{7}$ Royal College of Psychiatrists (2010) Sleeping well. As of 26 October 2016: http://www.nhs.uk/ipgmedia/national/royal\%20college\%20of\%20psychiatrists/assets/sleepingwell.pdf

[^3]:    ${ }^{8}$ CDC (2015) Insufficient Sleep Is a Public Health Problem. As of 10 September 2016: http://www.cdc.gov/features/dssleep/

[^4]:    ${ }^{9}$ See, e.g. Grover, V, Malhotra, R and Jaur H (2015) Exploring association between sleep deprivation and chronic periodontitis: A pilot study. J Indian Soc Periodontol. 19(3):304-307; Walia, HK and Mehra, R (2016) Overview of Common Sleep Disorders and Intersection with Dermatologic Conditions. International journal of molecular sciences, 17(5):654.

[^5]:    ${ }^{10}$ Note that this prevalence estimate is substantially higher that those reported in older prevalence studies, as described by Punjabi (2008).
    11 Park, M (2009) Why we're sleeping less. CNN, 6 March 2009. As of 11 September 2016: http://www.cnn.com/2009/HEALTH/03/04/sleep.stress.economy/

[^6]:    ${ }^{12}$ http://www.webmd.com/sleep-disorders/features/immune-system-lack-of-sleep\# 1

[^7]:    ${ }^{13}$ Note that a 2014 survey also exists but the questionnaires applied are more homogenous on some of the key questions used in this analysis for the recent waves, so we restrict our analysis to the 2015 and 2016 survey data.

[^8]:    ${ }^{14}$ Ipsos Mori. Weighting online surveys. Available online https://www.ipsos-mori.com/DownloadPublication/ 1365_Ipsos\%20MediaCT\%20_Weighting\%20Online\%20Surveys_062010.pdf. In. 2010. Note that the response rate of the BHW survey is around 27 per cent.

[^9]:    ${ }^{15}$ Note that we perform also Bonferroni adjustments to $\alpha$ to prevent type 1 errors associated with multiple hypothesis testing.
    ${ }^{16}$ See Angrist and Pischke (2010) on a discussion about the advantages of using LPM instead of Logit and Probit binary response models.

[^10]:    ${ }^{17}$ For sensitivity analysis we also applied logistic regression models where the outcome variable is binary. The findings are identical to the models estimated with LPM.
    ${ }^{18}$ Note that guidelines from the World Health Organisation (WHO) suggest a minimum of 150 mins per week.

[^11]:    19 http://www.hse.gov.uk/stress/standards/notesindicatortool.htm.

[^12]:    ${ }^{20}$ Note that seven to nine hours has been omitted for ease of presentation, but the coefficients presented in Table 2.6 and the columns 2 to 4 level each other out across the four binary sleep duration indicators (e.g. the sum of the coefficients is zero).
    ${ }^{21}$ Calculated as $0.5 / 50$ as we include 50 predictor variables in the model.

[^13]:    ${ }^{22}$ Note that it is possible with the BHW survey data to track about 7000 individuals over time but, with only two years, the longitudinal analysis is limited in this case.

[^14]:    ${ }^{23}$ The multivariate regression analysis estimates the parameters of each single factor highlighted in Table 2.2 to 2.4 holding all other factors constant. Or in other words, it estimates the relative contribution of each factor separately, all else equal.
    ${ }^{24}$ Assuming 365 days per year.

[^15]:    ${ }^{25}$ A prospective study design examines specific outcomes over a longer time period (e.g. mortality) and aims to relate the outcome to other factors such as lifestyle risks (e.g. smoking. BMI).

[^16]:    ${ }^{26}$ SE $=($ upper limit - lower limit) / 3.92. See Higgins \& Green, 2011.
    ${ }^{27}$ https://www.hendrix.edu/maer-network/.

[^17]:    ${ }^{28}$ Note that while most common panel data are pooled time-series and cross-sectional data, any multidimensional data may de facto be regarded as a panel. In this case we have various effect sizes by study.
    ${ }^{29}$ Chi-Square $(1)=0.88$; p-value $\gg 0.05$.
    ${ }^{30}$ Calculated as transforming log risk back into $\exp (0.0342)$ and $\exp (0.0433)$, which translates into 3.47 and 4.41 per cent.

[^18]:    ${ }^{31} \mathrm{http}: / / \mathrm{www} . o e c d . o r g / e m p l o y m e n t / e m p / o n l i n e o e c d e m p l o y m e n t d a t a b a s e . h t m ~$

[^19]:    ${ }^{32}$ Note that the relative mortality risk depends on the sleep pattern observed, either during night-time only or taking into account day-time naps (e.g. 24-hour sleep). For the purpose of this analysis, we apply the mortality risk relevant to a 24 -hour sleep pattern, which is between 4 per cent (six to seven hours) and 10 per cent (less than six hours).

[^20]:    ${ }^{33}$ For the purpose of this analysis we use MatLab. See
    https://uk.mathworks.com/products/matlab/?requestedDomain=www.mathworks.com

[^21]:    ${ }^{34}$ Assuming from 2015 until 2030.

[^22]:    ${ }^{35}$ E.g. The UK's decision to leave the European Union
    ${ }^{36}$ Except for some form of endogenous behavioural change affecting the relationship between the amount of sleep and our input parameters - fertility, mortality, school achievement and workplace productivity.
    ${ }^{37}$ http://cid.econ.ucdavis.edu/pwt.html

[^23]:    ${ }^{38}$ Meaning a 10 per cent and 4 per cent higher risk to die of any cause than a person sleeping between seven to nine hours per day..

[^24]:    ${ }^{39}$ Or in this case, never been born.

[^25]:    ${ }^{40}$ Even though that the empirical evidence in this study shows the opposite. The adverse mortality and productivity effects are lower for those people sleeping between six to seven hours, compared to those sleeping less than six hours, but they are statistically and (as shown above) economically significant.

[^26]:    ${ }^{41}$ See, for instance, the pronouncements of the CEO of Marriott on the topic (Kaufman, 2016).
    42 For instance, van Dam and van der Helm (2016) list exercise, nutrition, mindfulness as examples of broader wellbeing framework where sleep training could be added.

[^27]:    43 However, please note that Heiskel et al. (2002) did not find any association between exposure to solvents and sleep apnea in workers.

[^28]:    44 Sleep Health Foundation (2016) Sleep Awareness Week 2016. As of 25 October 2016: http://www.sleephealthfoundation.org.au/public-information/key-events/about-sleep-awareness-week.html
    ${ }^{45}$ For an example of a list compiled by a U.S.-based advocacy group, see http://www.startschoollater.net/successstories.html [as of 26 October 2016].

[^29]:    ${ }^{46}$ Jacob and Rockoff (2011) estimated the benefits-to-costs ratio of later start times in the U.S. context to be 9 to 1 . This analysis used lifetime earnings gains per student as a measure of benefits and did not include other potential benefits discussed in this report.

[^30]:    ${ }^{47}$ In reality, the autoregressive process of order one may be understood as a low probability that a worker would be promoted or demoted, and a high probability of remaining at the original level. Similarly, unemployed agents are more likely to be unemployed in the subsequent period than employed agents, and so on.
    $48 \mathrm{https}: / /$ www.gov.uk/government/statistics/percentile-points-from-1-to-99-for-total-income-before-and-after-tax

[^31]:    ${ }^{49}$ Rational expectations refer to the best possible prediction of the future based on all available information and past experiences. In the model, all agents are assumed to be rational and thus to behave in a similar manner.

[^32]:    ${ }^{50}$ www.rug.nl/research/ggdc/data/pwt
    ${ }^{51}$ stats.oecd.org
    ${ }^{52}$ Approximated using labour productivity index, assuming the ratio of labour productivity and multifactor productivity to be the same as the average of other countries' data
    ${ }^{53}$ data.worldbank.org/indicator/SI.POV.GINI

