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Abstract

Ample research in social psychology has highlighted the importance of the human face in human–

human interactions. However, there is a less clear understanding of how a humanoid robot's face is 

perceived by humans. One of the primary goals of this study was to investigate how initial 

perceptions of robots are influenced by the extent of human-likeness of the robot's face, 

particularly when the robot is intended to provide assistance with tasks in the home that are 

traditionally carried out by humans. Moreover, although robots have the potential to help both 

younger and older adults, there is limited knowledge of whether the two age groups' perceptions 

differ. In this study, younger (N = 32) and older adults (N = 32) imagined interacting with a robot 

in four different task contexts and rated robot faces of varying levels of human-likeness. 

Participants were also interviewed to assess their reasons for particular preferences. This multi-

method approach identified patterns of perceptions across different appearances as well as reasons 

that influence the formation of such perceptions. Overall, the results indicated that people's 

perceptions of robot faces vary as a function of robot human-likeness. People tended to over-

generalize their understanding of humans to build expectations about a human-looking robot's 

behavior and capabilities. Additionally, preferences for humanoid robots depended on the task 

although younger and older adults differed in their preferences for certain humanoid appearances. 

The results of this study have implications both for advancing theoretical understanding of robot 

perceptions and for creating and applying guidelines for the design of robots.
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1 Introduction

The human face plays an important role in human–human interactions. It serves not only as 

a marker of identity making it possible to visually distinguish one person from another, but 

also as a medium via which non-verbal social cues are communicated. From an ecological 

perspective, such cues have been found to fulfill a two-fold purpose [1]. Firstly, facial cues 

play an adaptive role in human–human interaction by communicating to the observer the 
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condition, intention, or need of the observed. For example, a baby's cute face signals its 

vulnerability and evokes protective instincts in the care-taker [2]. Secondly, meanings of 

such cues are learned and generalized to decipher new faces in unfamiliar contexts (e.g., in 

forming impressions about the personality of a stranger with a baby-like face; [3]).

Perceptions of facial appearances often influence people's first impressions of others [1,3,4]. 

There is also tendency to “over-read” or over-generalize the cues emanating from a face. 

“Attractiveness halo” is a common phenomenon resulting from such over-generalizations 

[1]. People with attractive faces are rated more positively on a wide variety of dimensions; 

for example, they are perceived as more intelligent, healthy, and sociable than people with 

less attractive faces [5]. Additionally, there is evidence that people not only “read from 

faces” but also “read into faces” [6]. How a face is perceived is also dependent on other 

available information about the person. For instance, baby-faced adults are more likely to be 

agreed with than mature-faced adults when both groups' profile descriptions lack in 

trustworthiness; however, maturefaced adults invoke more agreement than baby-faced adults 

when both parties are described as less competent, that is, when expertise is questionable 

[7].

Initial impressions are not always accurate but they affect the behavior adopted. For 

instance, people are more likely to date a person who is perceived to be physically more 

attractive [8,9]. Although most of the literature on the social psychology of face perception 

has focused on attractiveness and baby-facedness, there are other influences of appearance 

on perceptions. For example, facial appearances also affect perceptions of competence of 

political candidates, thereby influencing voting choices [10].

Extrapolating from research on the perception of human faces, people's initial impressions 

about human-looking robots might involve similar socio-cognitive processes as found in 

human–human interactions. There is evidence for a human tendency to over-use social rules 

and expectations and apply them onto machines such as computers [11]. For example, 

individuals' behaviors towards computers were found to be consistent with the social rules 

of politeness, reciprocity, and retaliation (see [12] for a detailed review). The generalizations 

of social rules and expectations might be heightened in situations where human–machine 

interaction matches human–human interaction. That is, when a robot is designed to look and 

behave like a human and assist with tasks that are traditionally performed by humans, people 

may ascribe human-like attributes and expectations onto the robot. This may in turn impact 

their behavior toward and acceptance of the robot in question.

1.1 A Wide Variety of Humanoids

Conventionally, the use of robots is identified with military, manufacturing, and space-

research domains. However, robot applications are now extending to domestic, healthcare, 

and entertainment settings. Thus, although various service robots are being developed for 

personal use in the home environment, the end users, in general, cannot be expected to 

understand the internal architecture and operations of the robotic system. Thus, for 

successful deployment and adoption of such technology, it should be perceived as easy to 

use [13].
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Many roboticists believe that because people are most accustomed to interacting with 

humans, giving robots human form and functionality should make human–robot interaction 

easier and qualitatively better [14]. This is at least one of the reasons for the increased zeal 

in the design of “humanoids”, which are robots designed to have some human resemblance. 

Extreme resemblance to a human marks the category of “android robots”. Thus, androids are 

humanoid robots that are designed to be almost indistinguishable from a human in 

appearance and behavior [15].

Despite the prevalence of humanoid robots, the appearance of humanoids varies to a great 

extent. Almost all humanoid robots have heads, but there are variations in the head shapes 

(e.g., round vs. rectangular, wide vs. narrow) and also in the composition of facial features. 

Therefore, researchers are trying to develop criteria that can enable the assessment of a 

robot's human-likeness. A study on the design of humanoid heads found that 62 % of the 

variation in the perception of human-likeness of humanoid heads was accounted for by the 

presence of particular facial features [16]. Nose, eyelids, and mouth were found to be the 

facial features that provided the most enhancements to a robot's human-likeness. The study 

also found that if the head was wider than it was tall, the robot was perceived as more 

robotlike (and therefore, less human-like) in appearance. Moreover, the appearance became 

less human-like if the proportion of head-space for forehead, hair, or chin was reduced.

Such criteria can be used to evaluate the human-likeness of a robot's face. However, how 

people perceive robots that differ in human-likeness is not fully understood. Although 

attempts have been made to unveil the effects of humanlikeness, the findings in the existing 

literature are inconsistent. Thus, one of the primary goals of this research was to understand 

people's perceptions of robot faces across a range of human-likeness in appearance.

1.2 The Uncanny Valley Theory

Studies on the perception of humanoid robots are often aimed at investigating the validity of 

the uncanny valley theory [17]. The uncanny valley theory is probably the most popular 

theory on the effect of robot appearance. The theory relates the human-likeness of a robot 

with the level of familiarity (affinity in the later translation [18]) evoked in the human 

observer. This relation is posited to be curvilinear. According to the theory, as the 

appearance of a robot increases in human-likeness, people's familiarity with it increases. 

However, this relationship presumably holds only up to a certain point. Beyond this critical 

point, further increase in robot human-likeness reduces the level of familiarity, that is, the 

robot is then perceived as strange or eerie. If the robot's human-likeness can be increased to 

almost entirely match the appearance of a human, familiarity will rise again and will be 

maximized when the robot cannot be distinguished from a healthy person. The region of dip 

in familiarity (where the robot is perceived as strange) with increasing human-likeness is 

referred to as the uncanny valley (see Fig. 1).

The main limitation of the uncanny valley theory is that it was formulated based on 

anecdotal examples. At its conception, the theory was not experimentally verified, but was 

proposed by Mori as a generalization of his experiences with prosthetic hands, mannequins, 

and robots [15]. However, despite its non-empirical basis, it has triggered a plentitude of 
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research, probably due to its historical significance as one of the earliest theories of 

perceptions of human-like robots (e.g., [15,19–24]).

To assess if the uncanny valley can be plotted as Mori hypothesized, MacDorman and 

Ishiguro morphed robot faces onto human faces in different proportions and used them as 

stimuli to gauge people's perceptions [15]. The study was conducted with Indonesian 

participants through computer-based questionnaires. Participants saw the still images of the 

generated faces and rated them on scales for human-likeness (1=very mechanical; 9=very 

human-like), familiarity (1 =strange; 9=very familiar), and eeriness (0 =not eerie; 10 

=extremely eerie). People's familiarity ratings when plotted against perceived robot human-

likeness ratings resulted in the uncanny valley pattern.

In a later study, a different set of Indonesian participants viewed video clips of 13 existing 

robots and a human, and rated each robot and the human on human-likeness, familiarity, and 

eeriness [25]. In this case, the plots of human-likeness versus familiarity did not reveal the 

U-shaped plot predicted by uncanny valley theory. Due to such discordant findings with the 

varying nature of stimuli, it remains unclear what factors are most influential in the initial 

perception of humanoid robot faces.

Although still images have limitations of not displaying subtle, dynamic movements and 

expressions that may further impact perceptions of the beholder, videos are also not without 

constraints. The apparent caveat in the MacDorman [25] study was the use of a wide range 

of robots performing dissimilar actions in different settings. It is, therefore, not possible to 

decipher how participants' appraisal of the robots' activities and environments informed their 

impressions of the robots' appearances. Moreover, an added confound in the study's design 

was that some of the robots had voices and others did not. Thus, due to lack of systematic 

manipulation of relevant variables, participants' ratings of the videos did not elucidate which 

of the robots' features and actions were being attended to and were influencing the formation 

of perceptions.

In both of these studies, the participants viewed the robots and rated them without any 

(actual or imagined) context of interaction with the robots. It is plausible that if the viewers 

were to perceive the robots as performing a relevant task for them, their ratings of 

familiarity would be more indicative of their attitudinal acceptance of robots. Familiarity in 

itself is an ambiguous construct and is not informative of people's preferences. High 

familiarity may not necessarily imply liking or acceptance. Similarly, low familiarity may 

not always imply disliking or rejection. Probably, because the translation of Mori's original 

article [17] used the term “familiarity”, researchers investigating the uncanny valley 

continued to measure how familiar people find robots based on their appearances. However, 

more specific measures need to be used to gain clearer insights into people's perceptions of 

humanoid robots.

The uncanny valley theory's assumption that human-likeness and machine-likeness are the 

extreme ends of the same dimension has been questioned in recent studies [26]. Certain 

robot pictures were rated as low on human-likeness but also less “mechanical” suggesting 

that these need to be considered as separate dimensions in the assessment of appearance 
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[26]. Moreover, the criteria on which participants evaluate human likeness of a robot 

appearance are not explicit in surveys. Therefore, controlled experimental studies are needed 

that can show the effects of varying levels of human-likeness on participants' perceptions. 

For example, Burleigh and colleagues carefully manipulated human-likeness on digital faces 

by varying the sizes of different facial features and by merging human and non-human 

features to various degrees, and found that a face was perceived as eerie when its category 

membership was not clear (e.g., when human and non-human features were almost equally 

merged [27]).

1.3 Perceptions in the Context of Robot Task

The home setting is increasingly being considered as a potential market for service robot 

applications. A wide range of robots of varied appearances are currently under development 

that may potentially assist with everyday living tasks (for a review, see [28]). Such assistive 

robots have the potential to support people's independence and well-being, and can be 

specifically beneficial in helping people age successfully in their own homes.

There are many tasks that people must perform to maintain their independence and health, 

including self-maintenance, instrumental, and enhanced activities of daily living [29,30]. 

Self-maintenance activities of daily living (ADLs) include the ability to toilet, feed, dress, 

groom, bathe, and ambulate. Instrumental activities of daily living (IADLs) include the 

ability to successfully use the telephone, shop, prepare food, do the housekeeping and 

laundry, manage medications and finances, and use transportation. Enhanced activities of 

daily living (EADLs) include participation in social and enriching activities, such as learning 

new skills and engaging in hobbies. Age-related changes in physical, perceptual, and 

cognitive abilities may make performing these tasks more challenging for older adults [31]. 

Even for younger people, robots may play a beneficial role by saving them time and effort. 

Moreover, high workload in people's professional lives may prevent them from regularly 

taking care of some household activities. Well-designed, functional robots can facilitate 

timely maintenance of the home and its surroundings, provide entertainment and 

companionship, help in solving cognitively challenging, intellectual problems, and also 

assist in personal care tasks, if needed.

People's attitudes toward robot assistance vary with the task [32–34]. Older adults are 

selective in their preferences of robot assistance over human assistance [34]. The selectivity 

is determined by the nature of the home-based task. In general, there is higher attitudinal 

acceptance of robots for assistance with IADLs (e.g., chores), followed by EADLs (e.g., 

learning a new skill). Older adults were least open to robot assistance for ADLs (e.g., 

bathing). However, these findings were likely influenced by the specific type of robot being 

considered. For example, a robot's appearance creates expectations for what it can or cannot 

do successfully and may in turn affect people's openness to take robotic assistance for 

certain tasks [35].

Thus, although task seems to determine the overall acceptance of a robot, less is known 

about the effect robot task will have on how people react to human-likeness in robot 

appearance. Are there tasks for which a highly human-like robot would be evaluated more 

positively than less human-like appearances? Are there tasks for which the trend would 
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reverse? In sum, the open question is “how do task and human-likeness jointly impact 

perceptions of robots?”

It has been suggested that an appropriate match between a robot's appearance and its task 

can improve people's acceptance of the robot [36]. Goetz et al. found that people are likely 

to prefer human-looking robots to perform jobs that entail more social skills (e.g., sales 

representative, aerobics instructor) but greater preference would be shown for machine-

looking robots for jobs less social in nature (e.g., customs inspector, security guard).

It is worth noting that the human-like robot faces used in the Goetz et al. study [36] were not 

fine imitations of human faces. The stimuli used as human-looking faces can be considered 

more human-looking than the machine-looking faces employed in the study. Nonetheless, 

they did not resemble the appearance of a person in that the faces were simplistic, cartoon-

like renditions of human facial shape, features, and hair, and less sophisticated in details. 

Thus, though informative about the interactive effect of robot appearance and task, the 

Goetz et al. study [36] did not provide insights into people's perceptions of very human-

looking robots. For instance, if a robot were designed to look indistinguishable from a 

human, which tasks would it be most preferred for?

Robot appearance and task also had an interaction effect when the robot played the role of a 

co-worker in a work environment [37]. People felt more responsible when working with a 

machine-looking robot than when working with a human-looking robot, particularly when 

the robot was in a subordinate position. Based on this finding, Hinds et al. suggested that 

robots should be made mechanical-looking when assisting in environments where personal 

responsibility is important [37]. However, the researchers used two extreme manipulations 

of robot appearance such that the mechanical looking robot did not have a human form 

whereas the human-looking robot looked like a white male. Thus, their study did not unveil 

the impact of intermediate human–robot appearance; that is, how would a robot with mixed 

human–robot features be perceived? Moreover, how would perceptions of such a robot be 

influenced by its task?

1.4 Age-Related Differences in the Perception of Robots

The plethora of research on the uncanny valley theory notwithstanding, there is lack of 

concrete evidence to infer the effects of a robot's human-likeness on the human perceiver. 

Some major methodological limitations of the research on uncanny valley were discussed in 

the previous section. Another primary limitation is the narrow range of potential users; most 

research on robot appearance has involved only young adult participants. To test the validity 

of any general theory on robot perception, a broader age-range of participants should be 

considered.

Considering different age groups is essential not only to enhance a theoretical understanding 

of how differences in abilities and experiences affect robot perception but also to improve 

the design of robots so they are more acceptable to the target users. For example, age-related 

differences might lead to differences in needs and preferences. From the perspective of 

application, robots have the potential to support people's independence and well-being. They 

can specifically assist older adults with various home-based tasks, so they can continue 
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living independently in their homes [38]. The limited human–robot interaction (HRI) studies 

conducted with older adults have shown that although older adults have less experience with 

robots [33], they have expectations and opinions about robot appearance, particularly in 

terms of size [39,40]. However, we have scarce knowledge of how older adults perceive 

highly human-looking robots (androids) in comparison to less human-looking ones 

(humanoids).

There are also gaps in our understanding of younger adults' perceptions of humanoid robots 

in comparison to androids. Researchers often focus on comparing perceptions toward 

mechanical appearance (devoid of any human features) with humanoid robots. For example, 

a study conducted with university undergraduates concluded that younger adults in general 

showed preference for human-like appearance of robots although large individual 

differences in preferences were noted [41]. However, even the most human-like appearance 

manipulated in the study had some human features but was not close to a human appearance. 

It remains unclear if and how younger adults' perceptions would change if the appearance 

were further increased in human-likeness to match the appearance of a person.

Although more research has been conducted with younger adults than with older people, we 

have limited knowledge of both the age groups' perceptions of humanoid and android 

appearances for robots. Understanding perceptions of a broad range of users can guide the 

design of robots that are acceptable to the target user.

1.5 Measuring Perceptions

Determining appropriate and informative measures of participants' reactions and attitudes 

towards robot appearance is another challenge in robot appearance studies. Not only do we 

need to select suitable outcome variables with clear definitions, but also establish the best 

methodology to deploy the measures (e.g., through questionnaires, experiments, and/or 

interview studies).

1.5.1 What Do “Perceptions” Comprise?—Initial perceptions of a robot can be based 

on different kinds of appraisals people make, such as, how useful it is perceived to be, how 

much trust it evokes, how likeable it seems, and how anxious it makes them feel. These 

appraisals seem related but the strengths of the inter-correlations are unknown. People are 

also likely to ascribe relative importance to every factor. For example, if a robot is 

considered useful even if it is not liked, which factor will have a greater impact on overall 

perception of the robot?

Common measures used in studies investigating the uncanny valley theory include: affect 

evoked such as fear and anxiety [42]; attractiveness versus repulsiveness [19,43]; familiarity 

[15,25]; likeability [21,43–45]; and perceived eeriness [15,25]. Each of these measures 

informs about a particular constituent of perceptions; however they cannot independently 

provide a complete picture of perception-formation. The need is to evaluate perceptions on 

multiple dimensions together for a holistic understanding of attitudinal acceptance of robots. 

Attitudinal acceptance, defined as the users' positive evaluation or beliefs about the 

technology, has been argued for as a precursor to behavioral acceptance, that is, the users' 

actions in using the product or technology [13].
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1.5.2 Variables Assessed in Technology Acceptance Models—Robots are 

advanced technology and the general technology acceptance models can be a starting point 

for the conceptualization of robot acceptance. The technology acceptance model (TAM; 

[13]) is the most widely recognized model of technology acceptance. The TAM was 

developed to understand prospective expectations about information technology usage. The 

model includes two main variables that affect acceptance: perceived usefulness and 

perceived ease of use. There is strong empirical support for the TAM [46,47], in part due to 

its ease of application to a variety of domains. However, the model's simplicity has evoked 

some criticism [48] that has led to the development of other models. For example, the 

unified theory of acceptance and use of technology (UTAUT) model was developed with the 

intent of unifying a large number of acceptance models [47]. UTAUT posits that technology 

acceptance may be determined by the following constructs: performance expectancy, effort 

expectancy, social influence, and facilitating conditions. In an alternative model, the 

technology-to-performance chain model (TPC; [49]), technology adoption is presumed to be 

impacted by the technology's utility and its fit with the tasks it is designed to support 

(referred to as task-technology fit).

Robots differ from other technologies in certain aspects, and the existing technology 

acceptance models may not provide a complete picture for robot acceptance if applied 

without modifications. For instance, a personal robot is an embodied agent with social 

capabilities and social presence, and the expectation for it is to work in a collaborative 

manner with the user [50]. This may heighten the importance of its appearance or human-

likeness, the characteristics of tasks it performs, and the affect it evokes in the user. TAM 

and UTAUT do not include variables of appearance, task characteristics, and affect. The 

TPC model is oriented toward information technology and, even with a task-technology fit 

dimension, may not be suitable for an embodied agent that has a social presence outside of 

the computer system.

It is also worth considering that robots have been a topic of science fiction literature and 

film for decades. Rosie from the Jetsons, C3P0 and R2D2 from Star Wars, and Robby the 

Robot from Forbidden Planet, are all well-known science fiction characters that may have 

influenced the way in which the general public thinks about robotics. Likewise, fictional 

robots in antagonistic roles such as the Terminator propagate a negative image of robots. 

Thus, media exposure may create preconceived expectations about robots, even for 

individuals who have never interacted with a robot directly. In fact, people do have ideas or 

definitions of what a robot should be like [39]. Pre-existing ideas about robots may lead to 

evaluations of an existing robot against criteria based on one's expectations. Violations of 

expectations are likely to negatively impact acceptance.

1.5.3 Robot Attitude Scales—Psychological scales have been developed to measure 

people's perceptions of robots, with the most widely recognized scales being the negative 

attitude towards robots scale (NARS; [42,51]) and the Robot Anxiety Scale (RAS; [52]), 

which are used to gauge psychological reactions evoked in humans by robots. These scales 

assess to what extent people feel unwilling to interact with a robot due to arousal of negative 

emotions or anxiety.
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The NARS assesses negative attitudes toward robots considering three dimensions: 

interaction with robots, social influence of robots, and emotional interactions with robots. 

The RAS also has three dimensions or sub-scales: anxiety toward communication capability 

of robots, anxiety toward behavioral capability of robots, and anxiety toward discourse with 

robots. It can be used to assess state-anxiety in real or imaginary interactions with robots. 

The limitation of both the NARS and RAS scales is that they focus only on negative affect 

and lack measures of positive evaluations of the robot and interactions with it. Moreover, the 

scales do not provide any understanding of the underlying causes of negative affect toward 

robots. For instance, anxiety toward a robot may result from participants' mental-models or 

stereotypes against robots. However, anxiety can also be triggered due to lack of familiarity 

with robots in general, and thus can be eased over time as participants become more 

accustomed to the robots.

More recently designed scales are oriented toward both negative and positive attitudes 

toward robots. The robot attitude scale (also abbreviated as RAS; [53]) is one such scale in 

which a robot is rated from 1 to 8 on 11 dimensions: safe–dangerous, reliable–unreliable, 

friendly–unfriendly, simple–complicated, useful–useless, strong–fragile, interesting–boring, 

trustworthy–untrustworthy, advanced–basic, easy to use–hard to use, and helpful–unhelpful. 

Similarly, the Almere model, an adaptation of the UTAUT, is aimed at understanding older 

adults' acceptance of assistive social robots and has nine constructs: anxiety, attitude 

towards technology, facilitating conditions, intention to use, perceived adaptiveness, 

perceived enjoyment, perceived ease of use, perceived sociability, perceived usefulness, 

social influence, social presence, trust, and use [54]. These scales and models are useful 

developments in the space of human–robot interaction. However, their purpose is limited to 

identifying general trends without in-depth explanations for why people hold certain 

perceptions.

1.6 Overview of Present Research

The current literature on perception of humanoid robots has identified important variables 

such as robot's appearance, task, and user characteristics that can affect perceptions of 

robots. However, in most cases, these variables are defined and manipulated differently and 

are often studied in isolation from other variables. Thus, the information gauged from such 

studies is difficult to integrate into a holistic understanding of people's initial perceptions of 

robots. This study was designed to address this gap in the existing research by exploring:

1. How do people's perceptions of robot faces vary for a range of human-likeness in 

facial appearance?

2. Do perceptions of robots of different levels of human-likeness vary across tasks?

3. Do younger and older adults differ in their perceptions of robots?

Four tasks were selected and individuals were instructed to imagine the robot assisting them 

with the completion of each task. These tasks exemplified each of the three categories of 

daily living activities (i.e., ADL, IADL, and EADL). The ADL and EADL categories were 

represented by one task each. The IADL category was instantiated through two examples to 

represent the level of cognitive demand. Activities such as chores in the home are IADLs 
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with low level of cognitive demand whereas finance and medication management can 

impose high cognitive load on the individual.

Four dependent variables were used to assess people's perceptions of robots: likeability, 

anxiety, trust, and perceived usefulness, in the four task contexts. These variables were 

selected to represent the range of variables assessed in the literature, and capture both 

affective (i.e., likeability, anxiety) and cognitive (i.e., perceived usefulness) components of 

individuals' attitudes (affective events theory; [55]). Trust incorporates both affective and 

cognitive components [56,57]. Likeability can indicate whether people would generally like 

a robot that has a certain level of human-likeness to assist them with a particular task. Trust 

in a robot is a predictor of its acceptance and is a dimension used in the most recent robot 

attitude scales [53,54]. Perceived usefulness was measured as it is one of the main variables 

in the technology acceptance model [13]. Anxiety is frequently used in the assessment of 

human–robot interaction. For example, the robot anxiety scale (RAS; [52]) is solely focused 

on the measurement of anxiety. The more recently developed Almere model also includes a 

measure of anxiety [54]. Thus, the goal behind using multiple dependent variables was to 

gain a holistic understanding of people's perceptions of robots.

Participants imagined being assisted by robots in the aforementioned task contexts. For 

every task, they rated different robot pictures shown on a computer screen. At the end of this 

rating task, participants were briefly interviewed about their preferences for one robot face 

over the others. Additionally participants completed various questionnaires at different 

points in the study. The goal behind using a combination of these methods was to assess the 

trend in people's reactions to robot faces in different task contexts and to understand the 

underlying reasons for the same. A part of this study was reported in Prakash and Rogers 

[58].

2 Method

2.1 Participants

The participants were 32 younger adults (18 females) and 32 older adults (19 females). The 

younger adults ranged in age from 18 to 23 (M = 20.16, SD = 1.42); the older adults were 

between the ages of 65 and 75 (M = 70.09, SD = 3.07). All younger adult participants were 

recruited from the Georgia Institute of Technology undergraduate population, and received 

credit for participation as a course requirement. The older adults were recruited from the 

Human Factors and Aging Laboratory database and were compensated $36 for their 

participation. A majority (78 %) of older adults reported having a college or higher degree.

The samples were diverse in race/ethnicity. In the younger adult group, 62.5 % reported 

themselves as White/Caucasian, 6.25 % as Black/African American, and 28.12 % as Asian. 

One younger adult did not report her race. In the older adult group, 62.5 % reported 

themselves as White/Caucasian, 34.37 % as Black/African American, and 3.12 % as multi-

racial.

Participants also provided general information about their health. They responded to the 

questionnaire item “In general, would you say your health is…” on a five-point scale 
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(1=poor; 3=good, 5 =excellent). On average, both younger adults (M = 3.81; SD = 0.86) and 

older adults (M = 3.66; SD = 0.94) reported having good health.

2.2 Materials

We report here only the materials that are relevant for the focus of this paper. Additional 

questionnaires were also used as part of the larger study [59].

2.2.1 Humanoid Pictures—To manipulate levels of human-likeness, four robot faces and 

four human (two male, two female) faces were selected. The human faces were chosen from 

the Montreal set of facial displays of emotions. All four faces had neutral expressions and 

were of White Caucasian individuals of similar ages. The four robot faces corresponded to 

the humanoid robots: Pearl Nursebot, Nexi MDS (Mobile/Dextrous/Social), Nao, and 

Kobian. Humanoid robots vary in appearance characteristics in an unsystematic manner. 

Therefore, robot stimuli were chosen for this study to cover a range of humanoid facial 

appearance (Fig. 2). For example, there were variations in the shapes of the faces. Whereas 

Nexi and Pearl are somewhat round-faced, Nao and Kobian appear to have rectangular 

faces. Nao's face is wider than long and the opposite is true for Kobian. Moreover, 

differences in the number of facial features were also evident. Nao's face is minimalistic in 

design; other three faces have more features but of different sizes and shapes. Pearl and 

Kobian seemed to have ear-like structures as well which Nexi and Nao lack. Moreover, Nexi 

and Kobian seem bald but Pearl and Nao have impressions of hairlines. However, all four 

robots had a pair of eyes and a resemblance of a mouth and/or a nose.

Each robot face was paired with a human face. For each robot–human pair, we created an 

appearance that lay between that of the human and the robot by morphing the two pictures. 

Thus, for every robot-human pair, the participants would see three appearances: completely 

human-like, between human-like and robot-like, and completely robot-like. In all, four such 

sets of face pictures were generated resulting in a total of 12 pictures (Fig. 2). All pictures 

were converted to black and white and were cropped to be of the same size. The pictures 

were printed on separated sheets and laminated to be presented to the participants during the 

interview.

2.2.2 Questionnaires—We collected data for four questionnaires:

1. Demographics questionnaire [60] was administered to collect demographics and 

general health information.

2. Robot opinions questionnaire [34] is a robot-specific 12-item questionnaire 

modeled after technology acceptance scales [13]. Participants respond to six 

questions on perceived usefulness, such as “I would find a robot useful in my daily 

life”, “Using a robot would make my daily life easier” and six questions on 

perceived ease of use, such as “My interaction with a robot would be clear and 

understandable” on a seven-point Likert scale (1=extremely unlikely, 4=neither 

unlikely or likely, 7=extremely likely).

3. Robot facial appearance questionnaire assessed people's opinions about the facial 

appearance of their imaginary robot and was developed for this study. It consists of 
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15 items (e.g., “I would want my robot to have eyes”, “I would want my robot to 

look exactly like a human”, and “I would want my robot's face to be unique”). 

Responses are marked on a five-point Likert scale (1=strongly disagree, 3=neither 

agree nor disagree, 5 =strongly agree).

4. Robot familiarity and use questionnaire (administered in previous studies such as 

[33,34]) was a 13 item questionnaire that required participants to indicate their 

level of experience with 13 different kinds of robots on a five-point scale (0 =not 

sure what it is; 1=never heard about, seen or used this robot; 2=have only heard 

about or seen this robot; 3 =have used or operated this robot only occasionally; 4 

=have used or operated this frequently).

2.3 Design

The rating task was a 2 (age) ×3 (human-likeness)×4 (task) split plot design where age 

group was a between subjects factor; human-likeness and task were within subjects factors. 

Age group consisted of two levels: younger adults and older adults. Human-likeness was the 

degree to which the robot face resembled a human face and comprised three levels: human 

appearance, mixed appearance, and robot appearance (Fig. 2). Task had four levels: personal 

care (ADL), chores (IADL; low cognitive demand), decision-making (IADL; high cognitive 

demand), and social task (EADL).

Participants' perceptions were assessed via four dependent measures (DVs): perceived 

usefulness, trust, likeability, and anxiety. Each DV consisted of a single item and the 

response was measured on a five-point scale where 1=not at all, 3=a fair amount, and 

5=very much.

2.4 Procedure

Participants signed an informed consent followed by the demographics questionnaire and the 

robot opinions questionnaire. Next, they performed a rating task on a computer.

2.4.1 Rating Task—Participants were first given an overview of the rating task followed 

by a practice task. The first part of the practice task consisted of getting familiarized with the 

keys for selecting one's responses. During the second part of the practice, participants were 

given a sample rating task wherein they were asked to imagine that they are at a department 

store and a robot was assisting them in finding items of their choice. Participants were then 

shown pictures of robots (different from the ones used in the study) and were asked to rate 

those on perceived usefulness, trust, likeability, and anxiety. At the end of practice, 

participants' questions, if any, were answered. Participants were also informed that the speed 

at which they responded did not matter and that there were no right or wrong answers.

When the participant was ready to begin the rating task, the following set of instructions was 

displayed on the screen and was also read aloud (to minimize differences in participants' 

assumptions about robot capability, autonomy, and control):

“Imagine that you need some assistance and that you have been given a robot to take home 

with you.
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• The robot can perform tasks for you.

• You do not have to program the robot.

• You should assume that the robot can do what you want it to do.

• In this study we are focusing on the robot's face. Assume the robot's body to be 

consistent with the robot's facial appearance. The robot's body is such that it does 

not reduce its efficiency in performing a task.”

Next, participants were asked to imagine interacting with a robot in four different task 

scenarios (one scenario at a time with breaks in between the scenarios). The details of the 

task scenarios are delineated in Fig. 3. In each scenario, participants were presented with 12 

face pictures (human, mixed, and robot; four of each; Fig. 2). They were asked to imagine 

the robot to have the appearance as shown in every picture and then rate the robot in terms 

of how useful they would find it, how much they would trust it, how much they would like 

it, how anxious they would feel toward it in that task scenario. Thus, even when participants 

saw a human face, they were instructed to imagine it to be the face of a robot. The 

participants provided their responses on a five-point unipolar Likert-type scale where 1 

=“not at all”, 2=a little, 3=“somewhat”, 4=much, and 5=“very much”. The presentation of 

the pictures was randomized without any constraints. Task contexts and rating measures 

were counterbalanced using a 4 × 4 partial Latin square design. Thus, in every task context, 

each picture was rated four times (once for each of the four DVs). Every participant 

completed a total of 192 ratings (=12 pictures × 4 DVs × 4 tasks).

2.4.2 Appearance Preference Interview and Questionnaires—At the end of the 

rating task, participants were taken to another room where they were interviewed about their 

preferences for the robot facial appearance. The interview was audio-recorded. Participants 

were asked to imagine that they own a robot that stays with them in their home. The robot 

can assist them with all the tasks in the home that they imagined earlier during the rating 

task (i.e., it can bathe the person, perform daily chores, help in making investment decisions, 

and also provide them social companionship.)

Participants were presented with the two female human pictures (Fig. 2) and were asked, 

“Which of these two faces would you prefer your robot to have?” The same was repeated 

with the male human pictures. The preferred female picture was then placed adjacent to the 

preferred male picture and participants were asked to decide which one they would prefer 

over the other. They were also asked to provide reasons for their selection. Similar selection 

tasks were performed for the mixed and the robotic appearance pictures.

Finally, the participant's most preferred human picture, the most preferred robot picture, and 

the most preferred mixed picture were placed together in front of the participant. The 

participant was asked to pick the most preferred appearance out of the three pictures, and 

also provide reasons for the choice. Next, participants were asked to think specifically about 

a personal care task (e.g., bathing) and discussed if they would have a preference among the 

three faces if the robot helped them with that task. This was repeated for the other three 

categories of tasks: menial task (e.g., chores), social task (e.g., chatting with someone, 

playing a game with someone, or learning a new skill from someone), and decision-making 

Prakash and Rogers Page 13

Int J Soc Robot. Author manuscript; available in PMC 2016 April 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



task (e.g., deciding where to invest money). The order of the tasks was held constant for the 

interview. The rationale was that the chances of order effects were much less at this point as 

participants would have had enough exposure to every picture and to the four task contexts.

After the interview, participants completed the robot facial appearance questionnaire, the 

robot familiarity and use questionnaire, and the assistance preference checklist. At the 

conclusion of the study, participants were debriefed and compensated for their time.

3 Results

3.1 Questionnaire Analysis

The results from the quantitative analysis of the questionnaires are presented first to provide 

a description of participants' general attitudes towards robot, their familiarity with and use of 

existing robots, and their opinions about different features and characteristics that a robot's 

face should or should not have. In the next section, we focus more specifically on the effects 

of robot human-likeness by presenting the results from the quantitative analysis of the rating 

task and the qualitative analysis of the robot preference interview.

3.1.1 Attitudinal Acceptance, Robot Familiarity and Use—The younger and older 

adults had similar generally positive opinions about robots as assessed through the perceived 

usefulness and perceived ease of use scales of the robot opinions questionnaire (see Table 

1). Both the scales had high internal consistency (greater than 0.90) as measured by 

Cronbach's alpha.

With respect to familiarity and use, younger adults had more familiarity overall. However, 

for most of the robots listed, participants in both age groups indicated that they either had no 

idea of the robot in question or had only heard of or seen it, but did not have experience 

using it (see Table 1 for mean familiarity ratings for each type of robot).

3.1.2 Desired Characteristics in a Robot's Face—The facial appearance 

questionnaire, consisting of 15 items, was designed for this study to assess the facial features 

and facial characteristics that people want their robot to have in general. Wilcoxon signed 

rank test was performed (separately on the two age groups) to assess if younger and older 

adults differed from the neutral point of three (i.e., the “neither agree nor disagree”) and in 

which direction. Wilcoxon rank–sum test was performed on each of the fifteen items to 

compare younger and older adults' responses. The test statistics and medians are presented in 

Table 2.

In general, both the age-groups wanted their robot to have a face, eyes, and a mouth. Nose 

and ears were features that were less strongly desired. In terms of other characteristics, both 

the age-groups wanted the robot's face to be round in shape, unique, attractive, and 

expressive. Both groups had neutral opinions for the robot to have male features. However, 

younger adults desired female features in their robot but older adults were neutral on that 

item as well.

Significant age differences were observed with regard to some features. Compared to 

younger adults, oldeothirddults were more likely to want their robot to have lips and soft 
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skin. For both these features, older adults' responses were significantly above the neutral 

point whereas younger adults neither agreed nor disagreed.

In comparison to younger adults, older adults were also more likely to want their robot to 

have hair on the head. However, for this feature, the one-sample Wilcoxon test was 

significant for younger adults in the negative direction, implying that younger adults did not 

want their robot to have hair on its head. In contrast, the older adults responded in the 

positive (agreement) direction although not significantly above the neutral point.

Younger and older adults' responses were also significantly different on the item “I would 

want my robot to look exactly like a human” (Fig. 4). Whereas older adults agreed that they 

would want a robot that looked exactly like a human, younger adults tended to disagree 

although their median was not significantly different from the neutral point.

3.2 Analysis of Rating Task and Interviews

The results from the rating task and the robot preference interview are presented together. 

The goal is to provide a holistic picture of the quantitative patterns observed in the 

perceptions of varying levels of human-likeness in robots, generally and across different 

tasks, in conjunction with the underlying reasons for the trends.

3.2.1 Quantitative Analysis of Rating Task—There were four dependent variables 

(DVs): perceived usefulness (PU), trust, likeability, and anxiety. The anxiety data are not 

included in the main analysis because the term “anxious” was not clearly understood by all 

participants and some participants were confused with the direction of the scale. For more 

details on problems with using anxiety as a construct and its analysis see [59].

Separate univariate ANOVAs were conducted on each of the three DVs. The type I error 

rate was Bonferroni corrected (0.05/3). Therefore, the critical alpha level was set at p < 

0.0167 for all further analyses. Huynh–Feldt corrections were applied where sphericity 

assumptions were violated.

The three DVs were highly correlated, especially for older adults (see Table 3). Moreover, 

trust and PU were more strongly correlated than likeability and trust, and likeability and PU. 

Such a high correlation between trust and PU implies that the two DVs might be measuring 

the same underlying construct. As such, we focus here on likeability data and report trust 

and PU only where differences were noted in the results.

3.2.2 Qualitative Thematic Analysis—To understand the reasons for participants' 

preferences for one appearance of robot over the others, the audio recordings of the 64 

interviews were transcribed verbatim. The primary researcher developed a coding scheme 

based on the extant literature on robot appearance and social psychology (Table 4). The 

coding scheme categorized the reasons participants gave for selecting a particular robot 

appearance. If participants' reasons did not fit into any of the categories of the coding 

scheme, the scheme was modified to be inclusive of the new response. The primary coder 

and a secondary coder coded the same two transcripts using MAXQDA text analysis 
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software and were in 100 % agreement. Thereafter, the remaining interviews were analyzed 

only by the primary coder.

3.3 How do Perceptions Vary for a Range of Human-Likeness?

Participants' likeability ratings depended on the human-likeness of the robot face. The main-

effect of human-likeness on likeability was significant (F(1.48, 91.97) = 7.32, p = 0.003; 

) Post-hoc comparisons revealed that mixed appearance was liked less than human 

appearance (t(63) = −2.85, p = 0.01, r = 0.34) and robot appearance (t(63) = −4.75, p < 

0.001, r = 0.51; Fig. 5). Thus, the likeability data offer support for an uncanny valley pattern 

in that perceptions were most positive for less human-like and completely human-like 

appearance compared to an appearance that was in between the two levels of human-

likeness. Similar trends were noted in trust (F(1.43, 88.54) = 4.42, p = 0.02, ) and 

PU ratings (F(22.56, 336.59) = 4.16, p = 0.03, ) but the effects were not statistically 

significant at p < 0.0167.

During the interview, participants were asked to select their most preferred appearance for 

their robot. The frequency distribution of preferences is illustrated in Fig. 6. An uncanny 

valley trend was again evident particularly for the older adults with a lower preference of the 

mixed appearance over the completely robotic or human appearance. A Chi-square analysis 

assessing whether the distribution of the most preferred face across human, mixed, and robot 

appearance categories depended on age-group was significant (χ2(2, N = 64) = 8.02, p < 

0.05). Chi-square analyses were also conducted to assess if human, mixed and robot 

appearances would be preferred by an equal number of people. This analysis was conducted 

separately for older and younger adults. Older adults' preferences were on the extremes; that 

is, they were in favor of a completely human-looking appearance (56 %) or a robotic 

appearance for their robot (37 %), but would not prefer a mixed appearance (χ2(2, N = 32) = 

12.25, p < 0.05). However, younger adults' preferences were more varied; half of them 

preferred robotic appearance, a fourth preferred mixed appearance and another fourth 

selected human appearance (χ2(2, N = 32) = 4.00; p > 0.05).

3.3.1 Reasons for Preferring a Human Face—Fifty-six percent of the older adults 

and 25 % of the younger adults selected a human face as their most preferred appearance for 

their home robot. Their major reason for their selection was the degree of human-likeness of 

the face. Many participants elaborated this further and mentioned that a human-like face 

would be more familiar and “relatable” than other robotic appearances, for example, “I 

guess that whole idea of having a robot kind of freaks me out a little bit. Um, so yeah. I like 

that it looks like a human. I feel like I could connect better with it.” Moreover, people also 

considered a human-like appearance more apt for fulfilling companionship needs, as is 

exemplified in this remark from an older adult, “It's not only capable of doing chores 

functionally but it has within it the capability of being a companion. So your companions 

look more like you or resemble you, something that's familiar and that one does it.”

Some participants perceived a human-like robot to be more capable in general than other 

robots, for instance, “…she's more able to perform the duties she's supposed to, I guess.” In 

fact, a few participants considered human-looking robots to be “the most developed” kind of 
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robots. In some cases, preferences were influenced by the robot gender as well: “Uh it's a 

lady, um and that would be just a good companion or somebody for me to talk to, work 

with…”. On the contrary, another participant who favored a male human appearance said, 

“And I know you said each one can do everything, but this one kind of is uh, probably 

preconceived idea that the man-looking robot would be able to do everything.” The 

perceived personality or expressiveness of the human face was also pointed out as reasons 

for preference as noted in descriptors such as “smart”, “caring”, “non-intimidating”, and 

“ [has] a little smile”.

3.3.2 Reasons for Preferring a Robotic Face—Nearly 40 % of the older adults and 

50 % of the younger adults selected a robotic face as their most preferred appearance for 

their robot. Most of these participants did not want their robot to resemble a human because 

it would be difficult for them to distinguish such a robot from a human: “Well, when I think 

of a robot, I think of him not being people. Umm these look very realistic and I might 

confuse a person with a robot. This [the selected picture] is definitely a robot and this I 

would be in command of.” People also preferred robotic appearance due to the perceived 

personality or expressiveness of the face (e.g., they found the appearance to be “cute”, 

“friendly”, “child-like”, and/or “trustworthy”).

A robotic appearance was also favored by participants who tended to ascribe negative 

human traits or intentionality onto human-looking robots. For instance, a person reasoned 

why she would not like a human-looking robot, “She just looks like she could tell me a lie. 

Just be like Yesma'am, yes ma'am, and in the back of her mind she's like ‘I can’t wait to get 

out of here.”’ Such participants perceived robotic appearance robots to be devoid of such 

flaws: “It seems like it will do exactly what it's supposed to do.”

3.3.3 Reasons for Preferring and Not Preferring a Mixed Appearance—Only 

about 6 % of the older adults preferred a mixed appearance to human and robotic. However, 

25 % of younger adults preferred a mixed appearance. These participants explained that a 

mixed appearance was better than the extremes because it employed the benefits of human 

and mechanical appearance. A quotation from a young adult exemplifies this reasoning, “… 

because although it's human enough to be familiar, it's, like, clearly not human so…I still 

perceive it as like a robot, but it doesn't make me as uncomfortable as a human face would 

on a robot.” A similar justification was noted in another participant's comment: “It's not 

quite as I guess invasive as having another person living with you, but it's not as unrealistic 

as having like a robot from a horror movie or something living with you. It's a good blend of 

both”.

Many participants, particularly older adults, who did not favor mixed appearance spoke 

against its aesthetics or design features and compared it to “alien-like” appearance, for 

example, “that space thing on the head looks like something from outer space…”; “Looks 

like a space man or space woman…”; “Might help if he wasn't bald. Looks sort of alien 

without having any hair…” Interestingly, although many younger adults liked the human–

machine blend in the mixed appearance, some older adults used the same reason to not like 

this appearance, for instance, “But this one, kind of gets the worst of both. It's not as 

pleasant as this one [robotic face] and not as familiar as this one [human face].” The 
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negative perceptions toward the mixed appearance could have arisen because of the 

aesthetic inconsistencies apparent in the superimposition of human–robotic features.

3.3.4 Preferences Within a Level of Human-Likeness—We could not conduct Chi-

square tests to assess if younger and older adults differed in their most preferred human face, 

mixed face, and robotic face respectively because of the violation of an assumption in Chi-

square analysis (i.e., the expected frequencies of each cell were not greater than five). 

However, informative trends and reasons for preferences were noted within each of the three 

levels of human-likeness.

Which Human Appearance was Preferred and Why?: All human faces were not 

evaluated similarly. A large majority of younger adults (84 %) and older adults (78 %) 

selected Female2 as the most preferred face for their robot in the human appearance 

category (Fig. 7). The most striking reason that participants gave for this preference was the 

robot gender. A majority of participants mentioned that they would prefer assistance from a 

female robot in their homes than a male robot. Some older adults also perceived this face to 

be like that of a nurse or a caregiver (e.g., “she looks like she's a nurse. Got her hair back 

and prepared to do the work.”; “Whereas she looks like a caregiver, someone that could be 

in with you, close to you.”). On the other hand, some younger adults (both male and female) 

perceived a mother-like resemblance in the appearance (e.g., “She reminds me of my mom. 

So that's kind of a deciding factor, it's familiar.”; “especially if like the bathing thing, it 

seems like a motherly aspect, so it'd be more comfortable than like another guy, I guess, in 

the room.”).

The aesthetics of the face (e.g., the eyes, hairstyle) also influenced this selection. Although 

all faces had neutral expressions, some participants perceived a hint of smile on Female2's 

face, which also affected their preference.

A few participants who, on the contrary, preferred a male face attributed more intelligence 

to a male-looking robot for investment-related tasks (decision-making). Other reasons for 

preferring a male face were perceptions of more strength in a male-robot, and in case of a 

few male participants, the comfort expected from a same-gender robot (e.g., a male older 

adult mentioned, “if they were going to bathe and be with me 24/7 I would want, probably a 

male. And if it wasn't a robot, if it was a nurse, I'd probably pick a male nurse over a female 

nurse.”)

Which Robotic Appearance was Preferred and Why?: More than half of the younger 

adults preferred Nao over the other robot appearances (Fig. 8), seven of whom considered its 

appearance to be “cute”. Another primary reason given for the preference of Nao was its 

neutral expression which seemed to fit with how many younger adults imagine their robot to 

look like (e.g., “ [Nao] just looks like a normal, when I picture a robot, that's what I picture 

the white face with the eyes”; “ [Nao] looks like very constan-t…like they don't have as 

much emotion.”; “ [Nao] seems like it's like trying to be more robot-y…I like that [it] isn't 

trying to be a human.”) Not having too many facial features was considered a plus, as can be 

observed in this comment, “ [Nexi] is kind of reminiscent of a little brother or a little kid, 

and it has to do these chores, and I'd kind of feel bad. [Nao] doesn't really have the ability to 
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move its mouth or raise its eyebrows, so I'd never know…which may not be good. Yeah. 

That feedback isn't there, which is kind of a plus.”

Nao was not as popular among the older adults as it was among the younger adults. Forty-

four percent of the older adults preferred Nexi over the other robot appearances. A common 

reason was the expressiveness of the appearance resulting from the combination of the facial 

features, as can be illustrated through this comment, “I like [Nexi's] big eyes. Uhh, I like his 

round face instead of that square face. I like the fact that he has a real mouth instead of a 

line. This looks like a brain center that he could be thinking about. His eyebrows look like 

they could move and make an expression on his face.”

Which Mixed Appearance was Preferred and Why?: Younger and older adults differed 

in their most preferred mixed appearance (Fig. 9). Nexi + Female1 was most popular 

younger adults, but older adults showed higher preference for Pearl + Female2. Younger 

adults preferred Nexi + Fema-le1 primarily because it was more human-looking than the 

other mixed-appearances. The younger age group also ascribed more intelligence to this 

appearance, which further led to their preference of this face.

In the older age group, 50 % participants preferred Pearl + Female2 and 37 % preferred Nexi 

+ Female1. Pearl + Female2 was preferred primarily for the aesthetics and perceived 

personality (e.g., pleasant, companion-like) of the appearance. About half of the older adults 

who preferred Pearl + Female2 made specific comments about its eyes such as, “The eyes 

are telling me this robot can be trusted…there's just something about the eyes that just make, 

I mean when I communicate I look at a person's eyes…”.

3.4 Do Perceptions of Robots of Different Levels of Human-Likeness Vary Across Tasks?

Participants' mean likeability ratings were generally between 2 (a little) and 3 (a fair 

amount) although younger adults' likeability for robot appearance exceeded 3 for chores and 

social task (Fig. 10). Younger adults seemed to like robot appearance more than human and 

mixed appearances for all tasks except decision-making. Older adults' likeability ratings for 

human and robot appearances seemed comparable for all tasks except decision-making for 

which likeability for robot appearance dropped considerably.

The univariate analysis of human-likeness X task on like-ability yielded a significant two-

way interaction (F(4.74, 293.91) = 8.27, p < 0.001, ) The interaction was 

investigated further via post-hoc comparisons. When conditioned on task, and compared 

across human-likeness, paired t tests revealed that with the exception of the decision-making 

task, robotic appearance was liked more than the mixed appearance (p < 0.001). The human 

appearance was liked more than the mixed appearance for decision-making and social tasks 

(p < 0.0167). Additionally, robot appearance was liked more than the human appearance for 

assistance with a personal care task (p = 0.01).

Thus, one clear pattern observed across all DVs was that for the decision-making task, 

robotic appearance was not evaluated as positively and preferentially over mixed appearance 

as for other tasks. The qualitative data from the interview provided insights into why this 

was the case. People tended to use different evaluation criteria when judging appearance 
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preferences for a particular task. Specifically for decisionmaking, perceptions of intelligence 

and smartness in the appearance took precedence over perceptions of cuteness and 

friendliness. Example comments from participants (young adults) who preferred mixed 

appearance for decision making were: “it's just the whole intelligent look…”, “because he 

seems… wiser with the glasses”, and “that one looks more smart”. In the interview, almost 

half of the younger adults selected a mixed appearance as their most preferred appearance 

for decision-making. The proportion of older adults preferring a mixed appearance also 

increased for decision-making in comparison to other tasks, yet most older adults still tended 

to side with human or robotic appearances.

Similarly, participants focused on the “sociability” attribute when deciding their most 

preferred appearance for a social task. Thus, when asked to think specifically about a social 

task 60 % of older adults and 50 % of younger adults preferred human face for their robot. 

An older adult explained the reason for this preference, “because she's ah, well it's, she looks 

more capable of being sociable than these two. She looks more human-like.” A younger 

adult, who also preferred a human appearance for social task, commented, “particularly with 

a social task, you wanna be dealing with a human. Or at least, make it seem like you're 

dealing with a human more than a robot.”

Less distinct preferences for appearance emerged for assistance with chores. Because this 

task is both less critical and less interactive, appearance might have been deemed a less 

critical variable when considering robot assistance in this context. Robots, averaged across 

all appearances, were evaluated most positively (i.e., rated higher on likeability, trust, and 

PU) for assistance with chores, particularly in comparison with personal care and decision-

making tasks.

For personal care, mean likeability rating for robotic appearance was higher than mixed and 

human appearance. However, this was not true for trust and PU ratings. During the 

interview, participants were divided in their preferences. Those who preferred a human 

appearance focused on the “care” aspect of the personal care task. Thus they associated 

more human-like care and capabilities with a human-looking robot: “I'm just more 

comfortable with this robot that looks more like a nurse or a nursing assistant. It looks like a 

humanoid that you could trust and I'm giving them the benefit of knowing how to aid and 

hold you as immerse into the water bathing or that sort of stuff”. On the contrary, many 

others were concerned about the “personal” aspect of the task. This group of participants did 

not want a human-looking robot to assist them with a task so private in nature, as is reflected 

in this comment, “sometimes personal care can get pretty involved, and I'd much rather have 

an impersonal looking creature caring for my personal needs.”

3.5 Do Young and Older Adults Differ in their Perceptions of Robots?

In the rating task, the three-way interaction of age × human-likeness × task was not 

significant for likeability ratings (F(4.74, 293.91) = 0.73, p = 0.59, ) The two-way 

interactions of age × human-likeness (F(1.48, 91.97) = 2.81, p = 0.08, ) and age × 

task (F(2.45, 151.69) = 2.47, p = 0.08, ) were also non-significant, probably because 

of low statistical power. Moreover, there was no main effect of age (F(1, 62) = 0.12, p = 
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0.73, ). However, age-cohort differences were found in the preference data 

gathered during the interview. These differences have been reported in previous sections.

In general, older adults tended to not prefer the mixed appearance whereas 25 % of the 

younger adults in the sample selected a mixed appearance as their most preferred 

appearance. Younger adults became even more receptive of the mixed appearance for the 

decision-making task whereas many older adults held on to their choice of a human or 

robotic appearance. Overall, more older adults favored a human appearance, primarily due 

to reasons of familiarity with the appearance, whereas younger adults tended to have a 

global preference for the more mechanical (i.e., more robotic) appearances. However, the 

heterogeneity in preferences within the age-groups was striking and should not be ignored.

4 Discussion

In human–human interaction, facial appearances influence formation of initial impressions, 

which in turn influence social behaviors. Similarly, in human–robot interaction, people's 

initial impressions of the robot may be based on its appearance, which may in turn affect 

their willingness to use the robot for the purpose it is designed for. One of the primary goals 

of this study was to investigate if initial perceptions formed towards robots would be 

influenced by the human-likeness of the robot's face, particularly when the robot is 

providing assistance with tasks that are traditionally carried out by humans. Moreover, 

although robots have the potential to help both younger and older adults, there is limited 

knowledge on how the two age groups' perceptions of robot human-likeness compare with 

each other. Therefore, an additional goal was to examine if younger and older adults differed 

in their perceptions.

At a general level, a mixed human–robot facial appearance was evaluated less positively 

than a highly human-looking or a highly robot-looking appearance. This trend was observed 

in the rating task across the measures of likeability, trust, and perceived usefulness for both 

younger and older adults. This finding seems aligned with the uncanny valley theory [17], 

implying that a robot face that partially imitates a human appearance evokes less positive 

perceptions than a more mechanical or a completely human-like robot face. However, one of 

the caveats of the earlier research on uncanny valley theory was the ill-defined context in 

which robot appearances were evaluated (e.g., [15,25]). This caveat was addressed in the 

current study by asking participants to imagine interacting with the robot in specific task 

contexts.

When the task was taken into account, the trends in perceptions were more complex and 

deviations from the uncanny valley pattern were observed. For example, robot (mechanical) 

appearance was evaluated more positively than the mixed appearance for chores, social, and 

personal care tasks. However, for decision-making task, mean ratings for robot appearance 

were comparable to those for the mixed appearance. Additionally, age-related differences in 

perceptions were noted. The younger adults (but not the older adults) evaluated the mixed 

appearance more positively for assistance with decision-making than with personal-care and 

social tasks. Thus, this study evaluated perceptions of a broader range of users and found 

differential perceptions across age.
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Prior research on robot appearance that considered the robot's task did not assess the 

underlying reasons for the preference of one appearance over another (e.g., [36]). The multi-

method approach used in the current study identified not only the patterns of perceptions 

across different appearances but also the possible reasons that influence the formation of 

such perceptions. For example, in the rating task participants' perceptions for the robot 

(mechanical) appearance were found to be least favorable for the decision-making task. The 

interview data revealed that participants varied their evaluation criteria for robot appearance 

across different tasks.

For the decision-making task, the appearance that evoked perceptions of intelligence, 

smartness, or wisdom was preferred for assistance. Perceptions of “cuteness” or 

“friendliness”, which were frequently mentioned as reasons for a general preference of the 

mechanical appearance, were not considered important when evaluating assistance for a 

cognitively demanding task such as decision-making. For a considerable proportion of the 

younger adults, a mixed appearance with an appropriate blend of human–mechanical 

appearance met the criterion of intelligence, and was preferred over the other appearances 

for decision-making. However, older adults considered the mixed appearances to be less 

familiar or alien-like, and were therefore, more in favor of the human appearance for this 

task.

The results of this study have implications both for advancing theoretical understanding of 

robot perceptions and for creating and applying guidelines for the design of robots. These 

are discussed separately in the next sections.

4.1 Theoretical Implications

As measured via the robot opinions questionnaire, both younger and older adults had 

generally positive opinions about using robots. However, compared to the younger adults, 

the older adults had less familiarity and experience with robots (assessed through the robot 

familiarity and use questionnaire). Therefore, the older adults' perceptions about a robot's 

appearance were more likely to be shaped by their expectations than by past experiences 

with a robot. Older adults' higher preference for a human appearance could be an outcome of 

such inexperience.

A primary reason for why human-looking robots might be favored over mechanical 

appearance is familiarity with the human appearance, particularly for performing tasks in the 

home that typically have been performed by humans [14]. However, such participants might 

assume the robot to be a perfect copy of a human, triggering the same nuance of familiarity 

as is evoked by another human. From the perspective of the uncanny valley theory [17] this 

would happen when the second peak of the graph is reached (see Fig. 1). The primary 

proposition of the uncanny valley theory is also based on the notion of familiarity. The 

argument is that as a robot is designed to appear more human-like, the familiarity with it 

reduces because the appearance seems to be a faulty replica of a human. However, if the 

human-like appearance can be perfected to reach a point where it is indistinguishable from 

human appearance, positive perceptions (due to high familiarity) will be evoked.
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Although a majority of the older adults preferred a human appearance, another considerable 

proportion of them (37 %) leant toward the least human-looking appearances for their robot. 

Many participants, including younger and older adults, raised concerns about not being able 

to differentiate a robot from a human. The closer the robot's face resembles to a human, the 

more likely it is to be anthropomorphized through overgeneralization effects [1,61]. Thus, it 

would be difficult for the human users to inhibit attributions of human strengths and 

weaknesses onto a human-looking robot. Moreover, people would already have expectations 

about the behavior of the robot. This would apply even to people who prefer a human 

appearance for their robot. For example, some participants assumed that a human-looking 

robot would be more capable than other robots, and therefore favored the appearance. On 

the contrary, some participants attributed human flaws (such as disobedience and betrayal) 

onto human-looking robots and therefore were more inclined toward a mechanical 

appearance. Therefore, familiarity-based overgeneralizations could be both beneficial and 

problematic for the acceptance of human-looking robots. Thus, theoretical models of robot 

perception need to be inclusive of the positive and negative effects of familiarity and 

expectations that emerge from a human appearance.

Robot appearance research has focused on identifying general patterns in perceptions and 

preferences. These patterns predict a trend of behavior for most people but ignore or 

undervalue inter-individual differences. For instance, in the current study, more positive 

evaluation of the human and the robot appearance over the mixed appearance offered 

support for the uncanny valley phenomenon at a nomothetic level. However, 25 % of the 

younger adult sample chose a mixed appearance as their most preferred appearance during 

the interview. Such participants might have a different trend of perceptions across varying 

levels of robot human-likeness. This means that the uncanny theory, even if validated at the 

group level, might not hold true at individual level.

One of the sources of the inter-individual differences can be the participants' age cohort. The 

present-day older and younger age groups differ not only in their direct experiences with 

robots but also in their exposures to robot-specific scientific fiction (e.g., novels, movies, 

and TV series). Such differences in experience could lead to different expectations toward 

robot appearance [39]. Thus, individual differences should also be incorporated into a model 

of robot perceptions by systematically considering a wider range of potential users.

Previous research on robot appearance may have underestimated intra-individual differences 

in appearance perceptions by not taking the context of human–robot interaction into account 

(e.g., [44]). The present study found that task context affected individuals' perceptions for 

robot human-likeness. Thus, individuals calibrated their appearance preferences based on 

the attributes of the task. Therefore, perceptions and preferences gauged in isolation with 

task contexts are less informative of the participants' evaluation criteria and judgment 

processes.

In addition, in the extant literature on humanoid appearance much emphasis has been on 

comparing the effects of different levels of human-likeness (e.g., [15,25]). The assumptions 

of such research undermine the variability within a particular level of human-likeness. It is 

not merely the degree of human-likeness but also specific characteristics such as gender, 
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expressiveness, aesthetics, and perceived capability or intelligence that influence people's 

perceptions. Moreover, tasks are also stereotyped by gender, which can further influence 

perceptions of male versus female looking robots [62]. People in the present study were 

more likely to prefer a female human-looking robot for general assistance in their homes. 

Assistance with chores, personal care, and social companionship are tasks stereotypically 

associated with females. However, participants' comments indicated that for more 

cognitively demanding tasks (e.g., decision-making in managing finances, other male 

gender-typed tasks), preference for assistance might shift toward a male-looking robot. 

Additionally, some male participants leant toward a male-robot for assistance with personal 

care tasks.

Robotic (mechanical) appearance was preferred overall when it was perceived as “cute”, 

“friendly”, “trustworthy” and/or easy to command. However, all mechanical appearances 

were not perceived equally favorably. Similarly, even though the mixed appearance was less 

positively evaluated, there were differences in perceptions within that category. Therefore, 

specific characteristics of any robot appearance (aesthetics/features, expressiveness, gender, 

etc.) may interact with the robot's human-likeness to affect robot acceptance.

Based on the response on robot facial appearance questionnaire, which asked for opinions 

about robot appearance in the context of home use (but not for any specific task), we found 

that both the age-groups considered eyes and mouth highly desirable features in a robot's 

face whereas nose and ears were desired less strongly. Overall, older adults seemed to want 

more features than did younger adults (e.g., hair on the head, lips, soft skin). In fact, younger 

adults did not want their robot to have hair on its head and their responses were significantly 

different from the older adults in the opposite direction. Consistent with this is the 

observation that Nexi + Female1 (see Fig. 2), which is noticeably bald, was the most 

preferred mixed appearance for majority of younger adults (Fig. 9).

Older adults were more likely to want their robot to be completely human-looking whereas 

younger adults tended to be neutral in their response to this question, which is possibly why 

older adults also desired more facial features in the robot's face. Moreover, although the 

older adults were neutral about the presence of male or features in the robot's face, the 

younger cohort showed significant inclination for female features. However, both the age 

groups wanted their robot to have a face that is round (older adults desired it even more than 

younger adults), unique, attractive, and expressive.

4.2 Applied Implications

From the applied perspective, it is important to consider both younger and older adults as 

heterogeneous groups. On average, older adults may show a higher inclination toward 

human-like appearance of robots; however, differences in preferences within the two age 

groups should not be overlooked. A considerable proportion of older adults also preferred 

robotic (or mechanical appearance). Younger adults' preferences were even more diverse—

half of them preferred robotic appearance, a fourth preferred human appearance and the 

remaining fourth preferred mixed appearance. Thus, in general, there is wide variability in 

people's attitudes toward mechanical and humanoid appearances. Overall, robot designers 
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should consider designing robot appearances keeping the following four categories of users 

in mind (Fig. 11):

• Category 1 Those who prefer a mechanical appearance

• Category 2 Those who prefer some humanoid characteristics (i.e., a mixed 

appearance).

• Category 3 Those who prefer a human appearance

• Category 4 Those with no strong preference for appearance

The primary reasons associated with a preference for human-like appearance (category 3) 

are familiarity, ease of interaction, perceptions of higher capability, and expectations of 

companionship from the robot. As was noted in the present study, people in this category 

also consider human-looking robots as the most “developed” kind of robots and expect the 

robot to be more than a mechanical tool.

In contrast, individuals who do not want their robot to be human-like (categories 2 and 3) 

may be concerned about confusing a robot with a human being. Some of them even tend to 

attribute human flaws (such as disobedience and betrayal) to human-looking robots. 

Category 2 comprises individuals who do not want the robot to be highly human-looking but 

would not mind some humanoid features particularly if the robot appears “cute”, “friendly”, 

“trustworthy” and/or “easy to command”. Thus, besides the degree of human-likeness, 

another important consideration in robot face design is about the composites of the face that 

bring about an expression or an apparent character. People in categories 1 and 4 view a robot 

only as a mechanical tool. However, what distinguishes the two categories is that category 1 

people want their robot to look like a machine whereas category 4 are not concerned about 

the looks of the robot.

When asked to think about using robots in specific task scenarios, people's evaluation 

criteria for an appearance (e.g., cute vs. smart) varied across tasks. Thus, if the robot is 

designed to specifically assist the user with critical decisions, the robot should not be given a 

funny demeanor, but an intelligent look. For assistance with a personal care task (e.g., 

bathing), users can be divided into two broad groups: those who would prefer the human 

appearance and those who would prefer a mechanical/robotic appearance. Human 

appearance is preferred for assistance with personal care because it evokes in the user 

perceptions of “nurse-like” capabilities. Thus, people may be more comfortable in taking 

assistance from the robot. However, the human appearance might also be considered 

invasive for a highly personal task, which is why a mechanical appearance would be 

preferred by the other user group. For a social task (chatting, providing companionship, 

helping learn a new skill, etc.) human-like sociability would be an important attribute of the 

robot appearance.

A robot's appearance sets expectations in the user about its capabilities. Therefore, for the 

robot to be accepted, it is important that its actual capabilities do not violate the set 

expectations. People who want their robot to look like a human also have high expectations 

from the robot in terms of its abilities to behave like a human. However, if the robot is not 

able to keep up with such high expectations, it may be more strongly rejected in comparison 
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to a less human-like or non-human-like robot that evoked lower expectations about its 

capabilities [63].

4.3 Methodological and Measurement Considerations

This study was designed to systematically investigate the effect of robot human-likeness on 

peoples' perceptions. One strength was the use of multiple pictures for every level of human-

likeness as it provided multiple data points at each level of robot human-likeness. Thus, we 

could assess if participants were uniform in their perceptions within every level of 

appearance, and we found that they were not. For instance, participants had highly positive 

perceptions toward one of the human faces but not toward the others. This supports that it is 

not only the human-likeness of the face but also the specific characteristics of the human 

appearance that impact perceptions.

Another strong aspect of the study was the assessment of robot appearance perceptions in 

the context of tasks. Robots can be designed to assist with various activities of daily living; 

however depending on the activity, the nature of robots' assistance would differ in terms of 

physical interaction with the user (e.g., proximal interactions for personal care vs. distal for 

chores), cognitive support needed (high for decision-making vs. low for chores), and social 

interactions (high for social task vs. low for chores). Thus, people's perceptions of robot 

human-likeness would also likely be dependent on the nature of the assistance needed from 

the robot.

The use of multiple dependent measures was also an important extension of earlier HRI 

studies. Evaluating perceptions across different measures provided a clearer relation among 

the constructs that constitute perceptions and predict attitudinal acceptance of robots. 

Although the three measures of positive evaluations were highly positively correlated, 

perceived usefulness and trust were almost perfectly correlated for older adults. This implies 

that the robots that are considered more useful by older adults may also be trusted more and 

vice-versa. An alternative possibility is that people do not differentiate those terms and thus, 

these measures are not sensitive enough to differentiate attitudes on those dimensions.

Despite the systematic design, the study was not without limitations. The biggest caveat was 

the lack of robot interactivity due to the use of still pictures. Moreover, although vignettes 

were provided for every task situation, participants were restricted to their imaginations to 

evaluate the nature of robot assistance with different tasks. In addition, the results of the 

rating task did not allow us to disambiguate effects of human-likeness from other factors 

such as facial features, perceived gender, and perceived expressions on the robot's face. 

However, the interview provided insights into the role of these variables in perception 

formation.

The use of morphed pictures to create an in-between level of human–humanoid appearance 

was also a challenge. Although mixed appearances were represented by four morphed 

pictures, the morphed faces were probably not of the same aesthetic quality. Thus, the 

perception of morphed images might also be based on the aesthetical consistency in the 

merged features whereby some morphs maybe more pleasant-looking than others [64].

Prakash and Rogers Page 26

Int J Soc Robot. Author manuscript; available in PMC 2016 April 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Another limitation was the use of single items as measures of likeability, trust, perceived 

usefulness, and anxiety. Multi-item measures could have been more informative but were 

not practical based on considerations for a reasonable length of the rating task. However, 

problems were noted in using “anxiety” as a dependent measure of negative perception. As 

was expected, anxiety was negatively correlated with perceived usefulness, trust, and 

likeability (see Table 3). However, less confidence can be put into the strength of the 

correlations due to the issues associated with the anxiety data. Future studies should use 

such constructs to measure negative attitudes toward robots that are more easily and 

unambiguously understood by participants (e.g., fear, discomfort). Moreover, using bipolar 

Likert-type items, with a neutral-point in the middle, would allow for the measurement of 

positive to negative valence on the same dimension (e.g., comfort–discomfort, like–dislike, 

trust–distrust, useful–useless). In addition, it would minimize confusions regarding the 

direction of the scale.

The findings of this study should be carefully generalized. The older age group sample in 

the study was represented by relatively healthy and educated older adults living in the 

Atlanta metropolitan area of the United States. Older adults with different backgrounds from 

the present sample might have different preferences and attitudes toward robots. Similarly, 

the younger age group was represented by current undergraduate students. The interactive 

effect of educational background and age-cohort experiences on attitudes toward robots was 

not explored in the current study. Therefore, the degree to which less educated younger 

adults would vary in their perceptions of and preferences toward robot appearance remains 

unknown. Moreover, future studies should focus on a broader range of users including 

middle-aged adults.

5 Conclusion and Future Directions

People's perceptions of robot faces clearly varied as a function of robot human-likeness. In 

general, people perceived a mixed human–robot appearance less favorably compared to 

highly human and more robotic appearance. Additionally the nature of task also influenced 

people's overall perceptions of robots. Robots were most positively evaluated for assistance 

with chores and less positively for personal care and decision-making. This finding is 

consistent with previous studies (e.g., [34]). Moreover, task and robot human-likeness had 

an interactive effect on people's likeability, trust, and perceived usefulness toward robots.

There were age-related differences in preferences of robot human-likeness. Older adults 

showed a higher inclination toward human-looking appearance of robots whereas younger 

adults' preferences were more distributed across the levels of human-likeness. An 

appearance with mixed human–robot features may be more likely to be rejected by older 

adults than by younger adults, and the difference would be most striking for a decision-

making task.

Besides the human-likeness of the robot face, perceptions of robot appearances were also 

influenced by other factors such as robot gender, facial features/aesthetics, expressiveness, 

perceived personality, and perceived capability. Future studies should measure the relative 

weight of these different factors in the formation of perceptions, both at a global level and at 
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a task-specific level. Moreover, an understanding of the aesthetics that evoke perceptions of 

intelligence, sociability, and/or human-likeness could further improve the design of robots.
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Fig. 1. Mori's hypothesized uncanny valley diagram (translated by MacDorman and Minato 
[17])
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Fig. 2. Pictures used in the study to represent different levels of human-like appearance
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Fig. 3. Schematic representation of the rating tasks
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Fig. 4. Frequency distribution of responses on the item “I would want my robot to look exactly 
like a human”
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Fig. 5. 
Mean likeability ratings by human-likeness. Error bars represent standard error of mean
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Fig. 6. Frequency distribution of younger and older adults' most preferred face for their robot
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Fig. 7. Frequency distribution of younger and older adults' most preferred human appearance
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Fig. 8. Frequency distribution of younger and older adults' most preferred robot appearance
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Fig. 9. Frequency distribution of younger and older adults' most preferred mixed appearance
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Fig. 10. 
Mean likeability ratings by age-group, human-likeness, and task. Error bars represent 

standard error of the mean. Scale anchors were 1 (not at all), 3 (a fair amount), and 5 (very 

much). a Younger adults; b older adults
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Fig. 11. Depiction of four categories of users based on preferences for robot appearances, from 
mechanical to human-like
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Table 4
Coding scheme for the analysis of interview data

Code Definition

Aesthetics/design features Includes comments on specific facial features (e.g., eyes, nose, hair) and overall facial appearance (e.g., attractive 
versus ugly-looking)

Expressiveness/personality Includes comments on facial expressions (e.g., happy, sad, angry) and perceptions of personality (e. g, 
trustworthy, friendly, cute)

Gender Actual or ascribed gender of the robot

General capability/ability Includes perceptions of physical (e.g., strong) and cognitive capabilities (e.g., smart, intelligent)

Human-likeness Perceived human-likeness or machine-likeness of the robot

Other reasons Reasons that do not fit into any of the above codes
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