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Abstract

Using present technology, latency associated with remote feedback signals can be determined

from the time stamp information at both the PMU location and the control centre. This

paper illustrates how this latency could be accounted for in the implementation of a wide-

area phasor power oscillation damping controller (phasor POD). The basic idea is to adjust

the position of the rotating reference frame - used for phasor extraction - to account for

the extra phase shift introduced due to latency. The oscillatory component of the original

PMU measurement is retrieved out of the delayed signal received at the control centre. Thus,

continuous compensation is achieved without requiring any Pade approximation and/or gain

scheduling, unlike the techniques reported in the literature. With the proposed modification,

a phasor POD is shown to continuously adapt to the actual latency and maintain the desired

dynamic performance over a range of different operating conditions.

1 Introduction

Effectiveness of power oscillation damping (POD) controllers can be improved through use

of remote feedback signals [1, 2]. Wide-area measurements systems, increasingly being

adopted by utilities these days, does offer such opportunities. However, there is always

a risk of latency or delay in communication channels and associated hardware adversely

affecting the performance of a wide-area POD [3]. Utilities are concerned about these rare,

but probable events of encountering unacceptable delay or even complete loss of signals

which could potentially jeopardise the dynamic behaviour of the overall system.

With present technologies, the delay is usually limited to milliseconds, although under

unusual circumstances (e.g. congestion in routers etc.) it could go up to hundreds of

milliseconds [4, 5] or even more. Such delays, within the range of oscillation frequencies,

cannot simply be ignored and should be considered in the control design.

Several ways of tackling the problem of latency have been proposed in the literature [6]

being one of the recent ones. Most of them use approximate (e.g. Pade) representation

of nominal delay within the system model and design the controller accordingly. An infi-
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nite dimensional form of delay was used in [7, 8] along with a predictor based approach.

Such fixed controllers, although shown to work ‘acceptably’ for a range of delays, are usu-

ally conservative [9] and produces suboptimal performance under normal scenario. A gain

scheduling controller reduces the conservativeness but require the actual latency to be com-

puted for each sample [9]. With accurate time-stamping at both the phasor measurement

units (PMU) and the control centre the actual latency associated with each sample can be

computed [10], which makes the gain scheduling approach realisable in practice. However,

there needs to be a finite number of pre-designed controllers with provision for switching

from one to other depending on the actual latency.

In this paper, a new approach to continuous compensation for time varying delay is

proposed. Knowledge of computed latency [10] is used in the implementation of a phasor

POD [11, 12, 13, 14] - a concept proposed and commercialised by ABB. Kalman filter with

random walk matrix instead of the recursive least square (RLS) approach with a scalar

forgetting factor [14] is used in this paper. Phasor PODs are already in use in a number of

FACTS installations around the world where system operators are interested in exploiting

the supplementary damping control feature. In this technique the oscillatory component of

a measured signal is extracted in the form of a phasor and an appropriate phase shift is

introduced to derive the control signal. However, these PODs have so far relied on locally

measured signals (mostly active power flows) where the phase shift requirement for damping

could be worked out easily and latency is not a problem. This paper extends the concept

to wide-area framework allowing phasor PODs to be more effective which should facilitate

their wide-scale deployment in future.

The basic idea behind delay compensation is to adjust the position of the of the rotating

reference frame - used for phasor extraction - to account for the phase shift introduced due

to latency. The oscillatory component of the original PMU measurement is retrieved out

of the delayed signal at the control centre. No Pade approximation and/or gain scheduling

is involved unlike most of the techniques reported in the literature. Case studies on a 4-

machine, 2-area and also on a 16-machine, 5-area test system confirm that the phasor POD

can continuously adapt to the actual latency maintaining the desired dynamic performance

over a range of operating conditions.
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2 Phasor POD Concept

A Phasor POD visualises the measured signal as a space-phasor (1) which is decomposed

into two primary components in a rotating d− q axis reference frame - an oscillatory part

corresponding to the dc component and a constant part representing the oscillatory part of

the measured signal as shown in (2).

S(t) = Sav + Re{~Sphejωt} (1)

S(t) = Sav(t) + Sd(t) cos ϕ(t)− Sq(t) sinϕ(t) (2)

where

ϕ(t) = ωt + ϕ0 (3)

The latter is re-transformed back to the stationary reference from the rotating reference

frame to extract the oscillatory component of the measured signal in time-domain [11, 12].

The dc and the d−q components are estimated using recursive Kalman filter estimation [15]

algorithm. Kalman filter with random walk matrix, although computationally expensive

provides more flexibility (degrees of freedom) compared to the recursive least square (RLS)

approach with a scalar forgetting factor. Thus the former can adapt better to abrupt

changes in operating conditions often encountered in power systems especially, following

faults. An overview of the whole methodology is presented in Fig. 1 [13, 12].

Assuming slow-varying Sd(t) and Sq(t), the so-called classical normal equation [15] can

be written as:

ΦT ΦΘ = ΦT S(t) (4)

where the parameter vector (Θ) and the regression matrix (Φ) are given by:

Θ =
[

Sav Sd(t) Sq(t)

]T

(5)

Φ =
[

φ(t) φ(t− Ts) . . φ(t−NTs)

]T

(6)
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with

φ(t) = [ 1 cos ϕ(t) − sinϕ(t) ] (7)

To simplify computation, a recursive estimation approach based on Kalman filters [15] is

used here to update the value of Θ(t) from its previous estimate Θ(t − 1), see (11). The

following steps are involved [16]:

Step I: Calculate the prediction error:

ε(t) = S(t)− φ(t)Θ(t− 1) (8)

Step II: Compute the Kalman filter gain vector Kd(t):

Kd(t) =
℘(t− 1)φT (t)

1 + φ(t)℘(t− 1)φT (t)
(9)

Step III: Update the covariance matrix ℘(t) using random walk:

℘(t) = ℘(t− 1)−Kd(t)φ(t)℘(t− 1) + R1 (10)

Step IV: Update parameter vector Θ(t):

Θ(t) = Θ(t− 1) + Kd(t)ε(t) (11)

Extraction of each mode is facilitated by properly choosing the suitable semi-positive

random walk matrix R1 (see (10)), rather than a conventional forgetting factor used in

recursive least square (RLS) techniques, see [15] for more details.

The phase angle of the oscillatory component is derived from Sd(t), Sq(t) which are

obtained from updated Θ(t). Any desired phase shift α can be provided to this signal by

changing the relative position of the d− q reference frame with respect to the space-phasor

and regenerating a time domain signal in the stationary frame of reference. The required

phase shift (assuming positive feedback) is the negative of the phase angle of the open loop

system evaluated at the desired closed-loop pole location [17]. Prior knowledge about the

frequency of oscillation (ω0), obtained from the linear model of the system about nominal
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condition, is used as the initial frequency for phasor extraction. The dotted box in Fig. 1

shows an online frequency correction loop wherein a PI compensator minimises the error

between the phase angles in consecutive samples to correct the frequency. The correction is

typically limited to ±0.1 Hz as the POD is not expected to damp oscillations outside this

deviation in frequency.

3 Latency Computation from Time-stamp Data

Remote signals are communicated from the PMUs to the control centre through a phasor

data concentrator (PDC). A global positioning system (GPS) provides precise timing pulse

to correlate the sampled measurements and achieve precise time synchronisation, see Fig. 3.

The PDC synchronies the measurements from all the PMUs with microseconds precision

and under normal condition, sends data once every 20 ms to the control centre. In case

of congestion in one or more channels, the PDC (e.g. PCU400) waits till it receives data

from all the PMUs. Therefore, the total latency is the sum of latency in the most congested

channel and the time required for synchronisation [10]. Once the PDC receives data from

all the channels it starts sending data to control centre at a much faster rate (1 KHz max)

until it clears the back-log. During this period the control centre could see feedback signals

with time varying latency.

A GPS receiver at the control centre time stamps the signal (with a microseconds pre-

cision) received from the PDC. The latency in the communication channel and associated

hardware is computed by subtracting the instant of origin at the PMU from that of ar-

rival at the control centre [10]. Thus the state-of-the-art not only provides time stamped

measurements but also the latency associated with each sample.

4 Latency Compensation with Adaptive Phase Advance

From a phasor point of view, the latency (Td) introduces a phase lag in the actual signal with

respect to the original measurement at the PMU location. In the proposed approach, the

phase lag (θ) is compensated by advancing d-q frame to d
′
-q
′
through an angle calculated

as the product of phasor angular frequency (ω) and time delay (Td). Thus the phasor
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corresponding to the original PMU measurement is retrieved (out of the delayed signal) in

the new reference frame as follows, see Fig. 2:




S
′
d

S
′
q


 =




cosωTd − sinωTd

sinωTd cosωTd







Sd

Sq


 (12)

Appropriate phase-shift (α) is introduced by further rotating the reference frame to

d
′′
-q
′′
(see Fig. 2) by an angle α to achieve desired damping [11, 13].




S
′′
d

S
′′
q


 =




cosα − sinα

sinα cosα







S
′
d

S
′
q


 (13)

The shifted phasor in (13) is then transformed back to the corresponding time domain

signal to generate the control signal u(t) as in (14), see Fig. 2.

u(t) =
[

cosϕ(t) − sinϕ(t)

]



cosα − sinα

sinα cosα







cosωTd − sinωTd

sinωTd cosωTd







Sd(t)

Sq(t)




(14)

This control signal u(t) is weighed with appropriate gain and used as the control input

for the actuators (e.g. TCSC in this case).

5 Case Study

5.1 Test Systems

Initially, a 4-machine, 2-area system, shown in Fig. 3 [18], is considered to develop an

understanding of the challenges. The generators of standard test system are represented

by sub-transient models with DC excitation. In steady state, approximately 400 MW flows

from area 1 to area 2 over a 220 km transmission line. To control and facilitate a tie-line

power flow upto about 800 MW, a TCSC [19] is installed to provide 10% compensation in

steady state and has a dynamic range of variation from 1 to 50%. There exists a poorly

damped inter-area mode with 0.626 Hz frequency and 1.2 % damping ratio as obtained

from the linear model of the system at nominal condition. Further details of the system

can be found in [17, 18]. Difference between the phase angles at buses 5 and 11 is used as
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the remote feedback signal.

To substantiate the effectiveness of the proposed approach in a relatively complex net-

work, simulation studies are also done with a 16-machine, 5-area test system, see Fig. 4. A

detailed description of this study system including machine, excitation system and network

parameters can be found in [20]. A PSS connected to one of the generators (generator #9)

is tuned to damp two of the three critical inter-area modes. A TCSC, installed on the

tie-line connecting the buses 18 and 50, is used to damp the critical inter-area mode with

the real power flow in line 16-18 as remote feedback signal.

5.2 Performance with Time-Varying Latency

Scenarios with continuous variation of latency are simulated to demonstrate the performance

of the proposed approach. Retrieval of the original PMU measurements out of the delayed

signals is shown along with its effect in maintaining satisfactory closed-loop performance in

the face of latency. Out of a wide range of scenarios considered for simulation, only a few

representative cases are shown below.

Estimation of the original measurement from the delayed signal following a three phase

self-clearing fault near bus 8 is illustrated in Fig. 5 under open-loop condition. The latency

builds up over two consecutive intervals at t=8 s and t=12 s followed by restoration of the

normal scenario (Td = 25 ms) at t=16 s. During the build up of latency the PDC does not

send any new data to the control centre. Some irregularities are observed in the estimated

signal during this period due to a constant data input to the phasor estimator. At t=16 s,

the delay is restored back to normal (25 ms) prompting the PDC to discard the old data

in the queue and send the most recent samples. The overlapping traces confirm that the

proposed technique compensates for the phase-lag introduced due to the delay and retrieves

the oscillatory component of the original PMU signal.

The effect of delay compensation on the closed-loop damping performance in shown in

case of Fig. 6. The latency build up and restoration sequence is identical as in Fig. 5. Sudden

fluctuations in TCSC compensation are due to the irregularities in the phasor estimation

during the periods of latency build up. It is evident that the phasor POD continuously

adapts to the actual latency maintaining the desired dynamic performance.
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Fig. 7 shows the damping performance of the phasor POD with a fault near one of the

PMU buses (bus 5). The sequence of delays considered is the same as before. The robustness

of the phasor POD against faults close to PMU location is evident from this figure. Although

not reported, case studies with faults near other buses and different sequences of time-

varying latencies revealed that the phasor POD with the proposed modification of delay

compensation produces satisfactory damping performance.

5.3 Performance with Lead Compensators

For comparison, lead compensators were designed to achieve desired closed loop performance

in presence of signal latency included in the form of Pade approximation within linear system

model. As illustrated in Fig. 8, a third order Pade approximation was found to be adequate

for delays upto one second. Since a second order approximation introduces considerable

phase-shift in the feedback signal at the output of washout block a higher order (third)

approximation is suggested. Fig. 9 illustrates the impact of different time delays on the

actual settling time (as observed from time domain simulations) with a lead compensator

designed for a particular signal latency. It is clear that the performance (in terms of settling

time) is compromised not only when the actual latency is larger than the design value, but

also for smaller delays. Observations out of a of number of time-domain simulations are

summarised in Fig. 9.

5.4 Robustness under Different Operating Conditions

The robustness of the proposed technique is tested under different operating conditions. The

tie-line loading is increased from 400 MW to 775 MW and a self-clearing fault is simulated

near bus 8. Fig. 10 shows the power flow in the tie-line connecting buses 7 and 8. This

figure also compares the TCSC line compensation with and without delay consideration.

The lower actuation limit is hit in two consecutive cycles after the fault due to high tie-line

flow. While the POD with delay compensation adjusts itself to the variable delay scenario,

the one without latency consideration starts violating both the actuation limits. Unlike the

previous cases, the limit hitting is sustained even after the latency drops to 25 ms at t =

16 s, deteriorating the damping performance. Similar performance is observed when the
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system loading is increased further by 50 MW (see Fig. 11).

To validate the effectiveness of the proposed method under different network configura-

tions, a three-phase fault near bus 8 followed by two different tie-line outage scenarios are

simulated. The original remote signal at the PMU location and the measurements at the

control centre is illustrated in Fig. 12 after the outage of the tie-line connecting buses 8 and

9. As opposed to the previous results, the latency drops from 1000 ms to 500 ms at t =

16 s and stays there till the end. It can be seen that the system becomes unstable without

delay compensation as a result of the persistent signal latency. Also the average power flow

through TCSC becomes nearly double due to the outage of a parallel line.

Similar conclusions can be drawn from the simulation results for line 7-8 outage (see

Fig. 13). The steady state angular separation between generators 1 and 3 increases due to

the increased reactance after the line outage.

5.5 Validation in 16-machine, 5-area System

Having developed in-depth understanding through case studies on the 4-machine, 2-area test

system, the proposed technique is tested on a relatively complex system described earlier

in Section 5.1.

Fig. 14 shows the system response after a fault near bus 18 followed by the line 18-

49 outage (see Fig. 4). At t=8 s, the signal latency builds up to 500 ms, followed by an

increase up to 1000 ms at t=12 s and subsequently reverting back to 500 ms again at t=16

s. The effectiveness of the wide-area phasor POD in adjusting to this continuous variation

of latency is evident from the system dynamic behaviour in Fig. 14.

Satisfactory damping performance is obtained for a fault near bus 54 and subsequent

outage of line 54-53(see Fig. 15). Although not reported here due to space restrictions,

faults at different locations with subsequent outages of other key tie-lines confirmed the

robustness of this approach.
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6 Conclusions

This paper illustrates how the knowledge of signal latency, computed from time-stamp infor-

mation, can be exploited in countering its adverse impact on power oscillation damping. A

conventional phasor POD algorithm is modified to compensate for the phase lag introduced

due to latency. The oscillatory component of the original PMU measurement is retrieved

out of the delayed signal at the control centre. Hence, continuous compensation is achieved

without involving any Pade approximation and/or gain scheduling, unlike the techniques

reported in the literature. Case studies on a simple and also a relatively complex test system

confirm the effectiveness of the proposed approach for continuously varying latencies over

a range of diverse operating conditions.
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List of captions

Figure 1 Phasor POD with proposed modification for latency compensation.

Figure 2 Mechanism of latency compensation.

Figure 3 4-machine, 2-area test system with a TCSC. Difference between the phase angles

of bus 5 and bus 11 is the feedback signal. Accurate time stamping at the PMU

locations and the control centre allows latency to be computed for each sample.

Figure 4 16-machine, 5-area test system with a TCSC. Real power flow between buses 16

and 18 is used as feedback signal.

Figure5 Response with a self-clearing fault near bus 8 (see Fig. 3). Grey trace (upper fig-

ure): Remote signal measured at PMU locations. Black trace (upper figure): Remote

signal received at the control centre with variable latency (Td) as marked. Grey trace

(lower figure): Oscillatory component of the PMU measurements. Black trace (lower

figure): Estimated oscillatory component after delay compensation.

Figure 6 Closed loop system dynamics with a self-clearing fault near bus 8(see Fig. 3).

Grey trace (upper figure): Remote signal measured at PMU locations. Black trace

(upper figure): Remote signal received at the control centre with variable latency

(Td) as marked. Grey Trace (middle figure & lower figure): response without de-

lay compensation. Black trace (middle figure & lower figure): response with delay

compensation.

Figure 7 Damping performance with a self-clearing fault near bus 5 (PMU bus: see Fig. 3).

Grey trace (upper figure): Remote signal measured at PMU locations. Black trace

(upper figure): Remote signal received at the control centre with variable latency (Td)

as marked. Grey Trace (lower figure): response without delay compensation. Black

trace (lower figure): response with delay compensation.

Figure 8 Different Pade order approximations.

Figure 9 Lead compensators designed for desired closed loop performance in presence of
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signal latency - modelled by Pade approximation (e.g. Grey trace considers a latency

of 250 ms). The effect on the settling time for a range of signal latency is illustrated.

Figure 10 Damping performance with 775 MW tie-line flow after a self-clearing fault near

bus 8(see Fig. 3). Grey trace: damping performance without delay compensation.

Black trace: response with delay compensation.

Figure 11 Dynamic behaviour with very high system loading (825 MW tie-line flow: see

Fig. 3). Grey trace: damping performance without delay compensation. Black trace:

response with delay compensation.

Figure 12 Response with fault near bus 8 followed by line 8-9 outage(see Fig. 3). Grey

trace (upper figure): Remote signal measured at PMU locations. Black trace (upper

figure): Remote signal received at the control centre with variable latency (Td) as

marked. Grey Trace (lower figure): TCSC line power flow without delay compensa-

tion. Black trace (lower figure): response with delay compensation. The system is

unstable without delay compensation due to a sustained latency of 500 ms.

Figure 13 Damping performance with fault near bus 8 followed by line 7-8 outage(see

Fig. 3). Grey trace : response without latency compensation. Black trace : response

with delay compensation. The system is unstable without delay compensation due to

a sustained latency of 500 ms.

Figure 14 Damping performance with fault near bus 18 followed by line 18-49 outage(see

Fig. 4). Grey trace (upper figure): Remote signal measured at PMU locations. Black

trace (upper figure): Remote signal received at the control centre with variable latency

(Td) as marked. Grey Trace (lower figure): response without delay compensation.

Black trace (lower figure): response with delay compensation.

Figure 15 Damping performance with fault near bus 54 followed by line 54-53 outage(see

Fig. 4). Grey trace: response without latency compensation. Black trace: response

with delay compensation.
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figure): Oscillatory component of the PMU measurements. Black trace (lower figure):
Estimated oscillatory component after delay compensation.
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Figure 6: Closed loop system dynamics with a self-clearing fault near bus 8(see Fig. 3).
Grey trace (upper figure): Remote signal measured at PMU locations. Black trace (upper
figure): Remote signal received at the control centre with variable latency (Td) as marked.
Grey Trace (middle figure & lower figure): response without delay compensation. Black
trace (middle figure & lower figure): response with delay compensation.
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Figure 7: Damping performance with a self-clearing fault near bus 5 (PMU bus: see Fig. 3).
Grey trace (upper figure): Remote signal measured at PMU locations. Black trace (upper
figure): Remote signal received at the control centre with variable latency (Td) as marked.
Grey Trace (lower figure): response without delay compensation. Black trace (lower figure):
response with delay compensation.
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Figure 8: Effect of different Pade order approximations.
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Figure 9: Lead compensators designed for desired closed loop performance in presence of
signal latency - modelled by Pade approximation (e.g. Grey trace considers a latency of
250 ms). The effect on the settling time for a range of signal latency is illustrated.
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Figure 10: Damping performance with 775 MW tie-line flow after a self-clearing fault near
bus 8(see Fig. 3). Grey trace: damping performance without delay compensation. Black
trace: response with delay compensation.
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Figure 11: Dynamic behaviour with very high system loading (825 MW tie-line flow: see
Fig. 3). Grey trace: damping performance without delay compensation. Black trace:
response with delay compensation.
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Figure 12: Response with fault near bus 8 followed by line 8-9 outage(see Fig. 3). Grey
trace (upper figure): Remote signal measured at PMU locations. Black trace (upper fig-
ure): Remote signal received at the control centre with variable latency (Td) as marked.
Grey Trace (lower figure): TCSC line power flow without delay compensation. Black trace
(lower figure): response with delay compensation. The system is unstable without delay
compensation due to a sustained latency of 500 ms.
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Figure 13: Damping performance with fault near bus 8 followed by line 7-8 outage(see
Fig. 3). Grey trace : response without latency compensation. Black trace : response with
delay compensation. The system is unstable without delay compensation due to a sustained
latency of 500 ms.
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Figure 14: Damping performance with fault near bus 18 followed by line 18-49 outage(see
Fig. 4). Grey trace (upper figure): Remote signal measured at PMU locations. Black trace
(upper figure): Remote signal received at the control centre with variable latency (Td) as
marked. Grey Trace (lower figure): response without delay compensation. Black trace
(lower figure): response with delay compensation.
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Figure 15: Damping performance with fault near bus 54 followed by line 54-53 outage(see
Fig. 4). Grey trace: response without latency compensation. Black trace: response with
delay compensation.
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