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Abstract—Wind power ramp events (WPREs) have received
increasing attention in recent years as they have the potential to
impact the reliability of power grid operations. In this paper, a
novel WPRE forecasting method is proposed which is able to esti-
mate the probability distributions of three important properties
of the WPREs. To do so, a neural network (NN) is first pro-
posed to model the wind power generation (WPG) as a stochastic
process so that a number of scenarios of the future WPG can
be generated (or predicted). Each possible scenario of the future
WPG generated in this manner contains the ramping informa-
tion, and the distributions of the designated WPRE properties can
be stochastically derived based on the possible scenarios. Actual
wind power data from a wind power plant in the Bonneville Power
Administration (BPA) were selected for testing the proposed ramp
forecasting method. Results showed that the proposed method
effectively forecasted the probability of ramp events.

Index Terms—Genetic algorithm (GA), neural networks (NNs),
stochastic process model, stochastic scenario generation, wind
power, wind power ramp events (WPREs).

I. INTRODUCTION

T HE INTEGRATION of large amounts of wind power,
which has variable and uncertain power output, poses

challenges in maintaining the power system’s traditional lev-
els of reliability [1]. Large fluctuations of wind power in a
short time period, such as significant increases or decreases,
are known as the wind power ramp events (WPREs) [2]–[4].
WPREs are particularly important in the management and dis-
patch of wind power. It is sometimes necessary to regulate the
output of traditional generators in the power grid to accom-
modate the substantial fluctuations of wind power, including
using grid ancillary services or curtailing the wind turbine out-
put. These actions can have significant economic impacts, and
so better forecasting of these events could mitigate the effects;
research on WPRE forecasting has shown how this can benefit
system operations [5]. Better forecasting of WPREs will help
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the power system operator (PSO), especially at the economic
dispatch timescale.

Ramp events can generally be divided into two basic
types based on the direction: up-ramps and down-ramps [6].
Up-ramps commonly have the characteristic that the wind
power increases sharply. Strong low pressure air systems (or
cyclones), low-level jets, thunderstorms, wind gusts, or simi-
lar atmospheric phenomena can induce up-ramps [7]. Likewise,
when the wind power drops suddenly or high speed gusts
of wind make wind turbines reach cut-out limits (usually
22–25 m/s), wind turbines are shut down [8] to protect them-
selves from damage. Down-ramps are the reverse physical
processes of up-ramps [9], and are generally caused by the same
aforementioned meteorological phenomena. Normally, ramp
events are parameterized by the following properties: ramp start
time, ramp duration, ramp rate, ramp swing, and ramp end time.

Currently, there are two major challenges in forecasting
WPREs. The first is that statistical or time series determin-
istic point prediction methods produce different results after
each simulation; these techniques include autoregressive mov-
ing average (ARMA) models [10], neural networks (NNs) [11],
and support vector machines (SVM) [12]. The second is the
challenge in forecasting the ramp characteristics with physical
models [13]. These models are generally at a larger geographic
scale, and have difficulties in representing the site-specific phe-
nomena, such as local terrain characteristics, which strongly
influence WPREs.

Sevlian and Rajagopal [14] defined a family of scoring
functions with ramp events definitions and used a dynamic pro-
gramming recursion technique to detect all the ramp events.
They also mentioned that the identified ramps information
could be used in forecasting and simulation. Cutler et al. [15]
forecasted ramp events and evaluated the efficiency of the Wind
Power Prediction Tool (WPPT) and the Mesoscale Limited
Area Prediction System (MesoLAPS) for ramp event fore-
casting. However, sudden drops within an interval, causing a
premature termination or start for ramp events, were not cap-
tured in the analysis. Ramp events in [12] were grouped in
classes and the SVM was used to forecast and classify ramp
events. This method forecasted ramp events successfully, but
its lack of forecasting structure could make it unfavorable for
establishing models for future control applications, such as dis-
patching or unit commitment issues. Bossavy et al. [16] used
the ramp durations and ramp intensity of the predicted ramp
events as additional variables to improve the reliabilities of the
quantiles forecasting. It mapped a number of ensemble mem-
bers forecasting a specific ramp event to a probability of that
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Fig. 1. Novel stochastic process model.

ramp actually occurring, and produced confidence intervals of
ramps occurring. But these confidence intervals of ramp events
could not be used conveniently in automated dispatching or
unit commitment systems. Greaves et al. [17] showed a user-
friendly way of forecasting up-ramps and down-ramps with
uncertain start times and incorporated a numerical weather pre-
diction (NWP) model to reduce the forecasting errors. However,
the results relied significantly on improving the NWP forecasts,
which, while the subject of much research, was a very difficult
problem.

In this paper, a novel probabilistic WPRE forecasting method
based on a stochastic process is proposed; the basic process is
summarized as follows.

1) NN model is used to simulate the wind power data series
as a stochastic process. The inputs and outputs of the NN,
as well as the training objective function, are elaborately
designed to ensure the acceptable accuracy of the model.
A verifying process is also custom-tailored to justify the
proposed NN-based stochastic process model.

2) Based on the NN stochastic process model, the possi-
ble future scenarios of wind power generation (WPG)
can be simulated (or forecasted). The proposed WPRE
forecasting approach depends on these forecasted scenar-
ios to extract the important features of the WPREs in a
probabilistic manner.

This paper is organized as follows. Section II presents the
proposed NN stochastic process model as well as its training
and validation methods. Section III introduces the scenario-
based WPRE forecasting method. Section IV tests the proposed
stochastic process model and the WPRE forecasting method by
using actual wind power data. Section V concludes the paper.

II. STOCHASTIC SCENARIO GENERATION METHOD

A. Stochastic Process Model

Compared to most of the conventional approaches, which
commonly predict the values of WPG, the method proposed in
this paper essentially outputs the occurrence probabilities of all
possible values of future WPG. Specifically, it relies on a novel
stochastic process model (Fig. 1), which calculates the proba-
bilities based on the available WPG data. In this paper, the WPG
is uniformly discretized to M discrete values denoted by ui

(i = 1, 2, . . . ,M ) over the range of [0, Pwmax], where Pwmax

is the maximum wind power output of the wind plant. At any
instant in time, the WPG data (measured or predicted) should
be among these M possible values. The discretization can accu-
rately reflect the continuous data case if M is selected to be
sufficiently large. Moreover, Xt is used to represent the existing

Fig. 2. Schematic diagram for deriving CDF with probability values.

WPG data at the current time instant t while the predicted
WPG data at the future time instant t+ 1 is expressed by X̄t+1.
Therefore, at the time instant t, the inputs of the model (shown
in Fig. 1) are the m consecutive WPG data from the time instant
t−m+ 1 to t and a possible value of WPG at the time instant
t+ 1. The output of the model is the occurrence probability
(Pi,t+1) of the incident that the WPG would be with the value of
ui at the time instant t+ 1. Thus, there are totally M probabil-
ity values (P1,t+1, P2,t+1, . . . , PM,t+1) sequentially calculated
at time instant t by using ui (i = 1, 2, . . . ,M ) as the m+ 1
input one after the other while keeping the first m inputs
unchanged. After these manipulations, the probability of the
WPG being any one of the M values at time instant t+ 1
can be obtained. Specifically, during the calculation process of
P1,t+1, P2,t+1, . . . , PM,t+1, a same weights vector is used for
the NN. Moreover, these probability values should fulfill the
following relationship:

M
∑

i=1

Pi,t+1 = 1. (1)

Once P1,t+1, P2,t+1, . . . , PM,t+1 are known, the cumulative
density function (CDF) of X̄t+1 can be derived by cumu-
lating these probability values along with u1, u2, . . . , uM in
an ascending order. Such process is schematically depicted in
Fig. 2. In particular, all the above calculations are based on one
assumption that the occurrence probability can be retrieved by
the consecutive WPG data. In other words, the CDF of the WPG
at time instant t+ 1 is determined by the last m historical WPG
data so that it can be approximately calculated by using the pro-
posed NN-based model. The numerical experiments carried out
in the subsequent sections will show the effectiveness of the
proposed model through the fundamental mechanism analysis.
The general adaption capability of the proposed model is also
unique in the literature.

So far, it is noted that with the currently available WPG data,
the probability distribution of the WPG at the next time instant
can be obtained by the proposed stochastic process model.
However, the ultimate objective, in general, is to predict the
WPG value so that it can be directly applied in the market
or system operations. One straightforward means to do so is
to take the expected value according to the obtained CDF of
the WPG as the prediction at the next time instant, produc-
ing a deterministic estimate. Nevertheless, this method makes
much less sense in the context of probabilistic forecasting.
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Therefore, in order to entirely mimic the phenomena in the
stochastic environment, more meaningful manipulations to pro-
duce X̄t+1 are proposed as follows: 1) randomly generate a
uniformly distributed variable r from the uniform distribution
over [0, 1] [18], [19], and locate it in the vertical axis of Fig. 2
(the point identified by a small circle); 2) From that point
draw a horizontal line to intersect with the CDF curve; and
3) project the intersection point to the horizontal axis to get
a point (

⌢
u ) identified by a cross, and if ui <

⌢
u ≤ ui+1, then

X̄t+1 = ui+1. These operations are termed in this paper as the
random trial-based realization.

Actually, the physical meaning of generating r from the uni-
form distribution over [0, 1] is to assist mimicking the random
nature of the WPG. At the time instant t, it is believed that the
WPG at the time instant t+ 1 will be random. It is noted that
even though the probability distribution (CDF) of the WPG at
the future time instant t+ 1 is available, its actual value will
be unknown at the current time instant t until it really happens
in the future. Moreover, supposing that the WPG can repeat-
edly occur numerous times at the time instant t+ 1, the derived
WPG data will have the almost same probability distribution as
that calculated by the NN model. For example, before throw-
ing a dice it is exactly known that there will be equal chance to
derive any integer between 1 and 6 (in other words, the proba-
bility distribution of the result of throwing the dice is known).
However, which integer will emerge in practice is impossibly
known until the dice is really thrown. Furthermore, if the dice
is repeatedly thrown a huge number of times, the actual num-
ber of times of any integer emerging should be almost equal to
each other. If the CDF of the WPG at the future time instant
t+ 1 is available, a WPG data can be accordingly generated
by performing the random trial-based realization at the cur-
rent time instant to mimic the future practical occurrence of the
WPG. In particular, generating the number r from the uniform
distribution over [0, 1] is the fundamental manipulation of the
random trial-based realization. Moreover, it can be understood
in this way: if generating r from the uniform distribution over
[0, 1] is repeatedly performed numerous times, all the derived
r will uniformly distribute between [0, 1]. Then, according to
the mapping operation (from p to u), all the obtained WPG data
via the mapping can be used to synthesize the CDF as shown
in Fig. 2.

B. Scenario Pool Generation

By using the random trial-based realization, the proposed
stochastic process model can be further utilized to predict
several subsequent steps’ WPG data from the current time
(e.g., X̄t+1, X̄t+2, X̄t+3, . . . , X̄t+L). These sequential predic-
tions with the length of L constitute a scenario. Indeed,
such multiple-step-ahead predictions have been implemented in
many deterministic prediction methods [20]–[23]. The length L
is chosen with consideration of the time step size to cater to the
practical applications, such as the provision of economic spin-
ning reserves or market clearing. Here, a scenario is derived
by the following manipulations. Once X̄t+1 is generated, it
replaces Xt as the m input of the model shown in Fig. 1. Xt

replaces Xt−1 as the m− 1 input while Xt−1 replaces Xt−2

as the m− 2 input. Such replacements continue propagating
until Xt−m+1 as the first input will be discarded. Then, by
keeping these m inputs fixed and setting the m+ 1 input to be
u1, u2, . . . , uM , respectively, the CDF of the WPG at the time
instant t+ 2 is constructed as described in the previous section.
With this CDF, X̄t+2 is obtained via the random trial-based
realization. Similarly, X̄t+3 to X̄t+L are sequentially calculated
by repeating the above manipulations in a recursive manner.

Generally, the classic deterministic forecasting methods are
incompetent to accomplish the scenarios prediction, which can
be employed for the probabilistic optimal dispatch or market
operations. Furthermore, current available probabilistic fore-
casting methods are generally for one-step-ahead prediction
interval which would be limited in the applications requiring
multi-step-ahead WPG predictions. However, it should be high-
lighted here that during each random trial-based realization in
the above procedure to produce a scenario, the random num-
ber r (uniformly distributed) must be regenerated. Therefore, if
this scenario generation procedure is repeated Ns times at the
current time instant, Ns scenarios will be produced. These sce-
narios compose a scenarios pool at the current time instant, and
each of them describes one possible WPG evolving trajectory
in the future (limited to L steps). From the respect of sam-
pling analysis, the scenarios pool could be regarded as a Monte
Carlo simulation of the stochastic process if Ns is selected
to be adequately large, and it naturally covers the stochastic
characteristics contained in the process model.

It is not difficult to infer that whether the scenarios pool is
a good depiction of the measured stochastic process, as well
as the credibility of the ramping information extracted from
the scenarios (this will be introduced in Section IV), greatly
depend on the quality of the stochastic process model. Thus,
in the subsequent section, a novel NN-based stochastic process
model constructed and trained based on the historical WPG data
will be introduced.

III. NN-BASED STOCHASTIC PROCESS MODEL

A. Structure

A three-layer feed-forward NN is employed to play the role
of the stochastic process model due to its excellent generality
and capability of approximating any nonlinear function [24].
This NN has m+ 1 neurons in the input layer and one neuron
in the output layer. The number of neurons in the hidden layer
is denoted by Nn. In addition, the sigmoidal function is desig-
nated as the activation function while the linear function is used
as the output function.

B. Objective Function for Training

Although the proposed NN possesses a fairly common struc-
ture, its output is quite unique. Unlike the NN employed in
the conventional forecasting approaches which map the wind
power or speed (inputs) to the same property of outputs (wind
power or speed), this NN outputs the occurrence probability of
the wind power in the future time based on the wind power
inputs. Thus, the objective function to supervise the training
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of such NN is entirely different from that in the commonly
used NN predictors. Naturally, it is expected that the WPG
data series (the scenario) generated by the NN (the stochastic
process model) can fully fit the probabilistic characteristics of
the measured stochastic process. To achieve this, the objective
function should be properly defined to represent the distinction
of the probabilistic characteristics between the NN model and
the measured stochastic process. By adjusting the weights of
the NN during the training to minimize the objective function,
the NN model can enact a good approximation of the measured
stochastic process. Here, it should be particularly accentuated
which characteristics are numerically extracted from the WPG
data: the data generated by the NN model and the historical
data of the measured stochastic process. Moreover, the study in
this paper considers two probabilistic characteristics which are
described in the following.

1) CDF Over the Infinite Time Horizon: It is discussed
in Section II that the WPG value at a certain time instant
is randomly produced according to its CDF (Fig. 2) at this
instant, which is derived based on the stochastic process model
and thus the measured WPG data. The CDF varies over time.
Additionally, the WPG is actually a random variable with a
CDF to measure the occurrence frequency of each value over
the infinite time horizon. This CDF is fixed since it is defined
with an infinite time horizon. In general, the WPG data must
cover a long enough time horizon that it can be used to approxi-
mate this CDF [18]. So, a CDF denoted by F1(u) is constructed
depending on the historical WPG data with the large data length
of Nh coming from the measured stochastic process. Here,
F1(u) symbolizes the cumulative occurrence probability of the
WPG values smaller than u. In the same manner, F2(u) rep-
resenting another CDF is derived from the WPG data series
(scenario) generated by the NN model. The length L of the
scenario used here should also be large enough to encom-
pass sufficient information of the WPG probability distribution
over the infinite time horizon. Thus the necessary condition
that the NN-based stochastic process model is a sufficient
mathematical representation of the measured stochastic process
with F1(u) and F2(u) as identical as possible, should hold.
Accordingly, the following function is defined to identify the
distinction between the NN model and the measured stochastic
process model from the aspect of the CDF over the infinite time
horizon:

F =

M
∑

i=1

[F1(ui)− F2(ui)]
2
. (2)

2) Second-Order Autocorrelation Function: The CDF
mentioned above depicts the overall occurrence frequencies
of the WPG values over the infinite time horizon. However,
this CDF does not respect the ordinal relationships of the
WPG data along the time sequence. When employing the
stochastic process model, the occurrence probability of a WPG
value at a certain time instant relies on several WPG data
occurring in the previous time steps. This definitely manifests
the relationship between the fore-and-aft data of the WPG data
series. Normally, the sequential relationship of the data series

Fig. 3. General profile of a second-order ACF.

is quantitatively measured in statistics by the second-order
autocorrelation function (ACF) [25], [26]

Cz(τ) =
1

Nz

Nz
∑

t=1

[(Zt −mz)(Zt+τ −mz)] (3)

mz =
1

Nz

Nz
∑

t=1

Zt (4)

where Zt is the data series with the length of Nz and mz is its
statistical mean; τ is the integer to denote the time lag. Fig. 3
illustrates the general profile of a second-order ACF. Therefore,
with the historical WPG data, a second order ACF C1(τ) is
formed to indicate the autocorrelation property of the data.
Meanwhile, the scenario (WPG data series) used to generate
the CDF in the previous section will produce another second-
order ACF C2(τ) as a comparison to the C1(τ). Thus, the error
function defined in the following can intrinsically distinguish
the NN model from the measured stochastic process model:

C =

Nτ
∑

τ=−Nτ

[C1(τ)− C2(τ)]
2 (5)

where Nτ represents the maximum time lag considered in the
construction of the ACFs.

So far, two important probabilistic characteristics (the CDF
and the ACF) have been highlighted. In order to train the NN-
based stochastic process model to match the measured WPG
stochastic process, the objective function for training is defined
as follows:

fobj = W1C +W2F (6)

where W1 and W2 are the weights of the two error functions.
The training process for the NN is to minimize fobj so that
F2(u) and C2(τ) can fit F1(u) and C1(τ), respectively. It is
important to note that even exactly fitting these two types of
functions is not a sufficient condition to ensure the strict con-
currence of the NN model and the measured stochastic process.
In theory, inclusion of more probabilistic characteristic infor-
mation in the objective function could enhance the accuracy of
the approximation, although the computational time and com-
plexity would be considerably increased. This is also the natural
extension of the studies in this paper which will be carried
out in the near future. Minimization of the objective function
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Fig. 4. Flowchart for solving optimal parameters.

used here achieves that sufficiently accurate representation of
the measured stochastic process, at least from the viewpoint
of the proposed two probabilistic characteristics, should be
approximately represented by the NN model. A novel method
to verify the effect of the approximation will be introduced in
Section III-D, but before that the process of training the NN is
demonstrated in the following section.

C. Training Based on GA

The training process is designed to find the optimal weights
of the NN so that the objective function is minimized. Because
the derivatives of the objective function with respect to the
weights cannot be analytically calculated, gradient-based train-
ing methods, like the commonly used back-propagation algo-
rithm are not applicable to train the NN. Therefore, the more
versatile optimization algorithm GA is employed in this paper
for the training. The GA has been recognized as one of the
most powerful searching algorithms which possess the capa-
bility to find the high-quality (maybe not globally optimal)
solution. Generally, the GA with a larger size of population
as well as sufficient generations of the evolution tends to find
a better solution, although it will cost much more computa-
tional time. Moreover, repeating the calculation several times
will remarkably avoid finally obtaining an unacceptable solu-
tion which may result in large mismatch of the CDFs (and
ACFs) synthesized from the simulated WPG data by the NN
model and the historical WPG data, respectively. In particular,
it will be seen in the subsequent section that the properly con-
figured GA solves the optimization with a quite favorable result
even though it may not be the global optima.

The individual in the population of the GA is the weights vec-
tor to be optimized, and the GA follows the standard implemen-
tation procedure which is not presented due to space limitations.

During each iteration (generation), the key is to evaluate the
objective function for each individual which ranks its quality
among the population. The functions F1(u) and C1(τ) derived
from the historical data remain unchanged during the searching.
Then, starting with a WPG data series (Fig. 1; the data length
is n), a scenario can be generated by the random trial-based
realization. In this study, each individual uses the same starting
WPG data series obtained by truncating a segment of n consec-
utive data points from the historical WPG data to produce a sce-
nario. However, it should be noted that all generated scenarios
are different due to the use of the random trial-based realization.
Therefore, for each individual with a produced scenario, two
functions F2(u) and C2(τ) can be synthesized. Finally, with
F1(u), C1(τ), F2(u), and C2(τ) the objective function is eval-
uated by using (2)–(5). The process chart for solving optimal
parameters of the NN is shown in Fig. 4. It is made up by three
parts: 1) the producing a scenario pool; 2) the calculating CDF
and second-order ACF; and 3) the training and optimization
using GA.

The proposed NN-based stochastic process model is updated
overtime in order to cope with the time-variant characteristics
of the system (e.g., changes of the mechanical model of the
wind turbine). The newly incoming WPG data will be used to
evaluate the approximation effect of the trained NN model by
comparing the simulated CDF and ACF with those synthesized
from the data. If the weighted error offends the specific limita-
tion, a new-round training (updating) of the NN model will be
started with the data set including those fresh data. Moreover,
the optimal weights vector calculated in the last round training
will be used as one of the individuals in the initialized popu-
lation of the GA for this updating, so that the overall updating
efficiency can be improved. In particular, the updating period
of the model in this paper is designed to be one weak. If the
computational efficiency can be remarkably enhanced in the
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future, much shorter updating period will be viable so as to
timely capture the possible small time-scale variations of the
system.

In short, the innovation of the paper is to propose a nonlin-
ear model (with the NN structure) to represent the stochastic
process of the WPG, the method (employing the GA) to train
this model, and finally its applications. First, although the pro-
posed stochastic process model possesses a fairly common NN
structure, its output is different from the inputs in property
(the inputs are the historical WPG data while the output is the
occurrence probability of the WPG being a certain value in the
next time instant), which is entirely unlike the NNs employed
in the conventional forecasting techniques mapping the wind
power or speed (inputs) to the same property of outputs (wind
power or speed). Secondly, the NN-based stochastic process
model is used to generate the future WPG scenarios (each sce-
nario consists of a series of WPG data) by using the proposed
random trial-based realization, which is unique in the wind
power forecasting literature. Finally, because unlike the tradi-
tional NN-based deterministic wind power forecasting which
can straightforwardly construct the objective function for the
training, a novel objective function is defined in this paper
to train the NN model so that it can sufficiently capture the
stochastic nature of the WPG. Specifically, it is expected that
the training can drive the CDF and the second-order ACF syn-
thesized from the simulated WPG data (the scenario) via the
NN model to be identical to those synthesized from the his-
torical WPG data. So, the objective function for the training is
defined based on the CDF and ACF as shown in (2)–(6). After
deriving the objective function, it is true that searching the opti-
mal solution (the optimal weights vector) follows the standard
GA procedure.

D. Validation of the NN-Based Stochastic Process Model

As indicated at the end of Section III-B, a novel method
proposed to validate the NN-based stochastic process model
is explained in this section. Besides the training data, another
historical WPG data series is used for the verification. Hence,
Yt is used to denote the data at the instant t in the verification
data series. With Yt, Yt+1, . . . , Yt+n the CDF of the WPG at the
instant t+ n+ 1 can be constructed according to the method
in Section II-A, and it is represented by Fins,t+n+1(u). Given
a confidence level η(0 < η ≤ 1), the corresponding quantile is
obtained by taking the inverse function of Fins,t+n+1(u) as
follows:

u
(η)
t+n+ 1 = F−1

inst,t+n+ 1(η). (7)

In other words, the WPG data at the instant t+ n+ 1
should be randomly located within the confidence interval
[0, u(η)

t+n+1] with the confidence level η. It is noted that the
inputs (Yt, Yt+1, . . . , Yt+n) to the NN model at any instant t are
the real WPG data, which means that the CDF of the WPG con-
structed at any instant is a deterministic function. Generating
the WPG data according to the CDF at any instant via the ran-
dom trial-based realization should be mutually independent. By
setting t = 1, 2, . . . , Nv , respectively, Nv WPG data will be

Fig. 5. Holistic procedure of the proposed method with optimization, valida-
tion, and evaluation.

generated in that way. Thus, as long as the number of the data
points (Nv) is large enough, the probability of the points being
located within their corresponding confidence intervals is η.

In the light of above analysis, a flag variable s
(η)
t+n+1 is

defined to indicate whether the measured WPG data Yt+n+1

at the instant t+ n+ 1 is covered by the confidence interval or
not, by comparing it with u

(η)
t+n+1

s
(η)
t+n+ 1 =

{

1, if Yt+n+1 ≤ u
(η)
t+n+1

0, if Yt+n+1 > u
(η)
t+n+1.

(8)

As t varies from 1 to Nv , Nc is the number of instances where
the measured WPG data reside within the confidence interval
associated with η

Nc =

Nz
∑

t=1

s
(η)
t+n+1. (9)

Therefore, if the NN model is the feasible approximation of
the measured stochastic process, the number Nc/Nv should be
quite close to η. To ensure the adequacy of the verification, the
comparisons between Nc/Nv and η are conducted with differ-
ent η values. The flowchart including optimization, validation,
and evaluation is shown in Fig. 5.

IV. EXPERIMENTAL RESULTS

The proposed NN-based stochastic process model is veri-
fied and then applied to the probabilistic forecasting of WPREs
in this section. The WPG data used in this paper is from the
Bonneville Power Administration (BPA). The data are sampled
every 15 min from January 1, 2005 to December 31, 2006 (the
total number of samples is 70 080) and is used as the training
data of the NN model. The verification process uses the histori-
cal WPG data recorded from January 1, 2005 to April 14, 2005,
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and the number of test data points is 10 000. The number of the
consecutive WPG data as the inputs to the NN model is set to
be 5 (m = 5). The length of one scenario is assumed 70 000
(about 730 days). With the additional input denoting the possi-
ble value of the WPG at the next time instant, the total number
of the inputs of the NN model is 6. There are eight neurons
in the hidden layer. Thus, total 65 (= 6× 8 + 8× 1 + 8 + 1)
weight coefficients are optimized during the training. The GA
is employed to train the NN model with a population size of
195 individuals (NNs) and the maximum iterative generation
of 1000. Specifically, the weights in the objective function (6)
are chosen to be W1 = W2 = 1. All calculations in this section
are performed on a desktop with an Intel i7-2640M CPU at
2.80 GHz and with 3 GB RAM.

A. Training Results and Verification

It takes around 16 h (672 generations) for the GA to decrease
the objective function to a value smaller than the specified tol-
erance. The calculation of the proposed NN model based on
the GA is computationally expensive. Although it has been
scheduled that the computational efficiency is not the pri-
mary concern at the current stage (paper) of such content-rich
research topic, this is undoubtedly a key issue deserving dedi-
cated studies in the future. Some attempts can be made toward
the following directions to reduce the time cost of training the
proposed NN model. 1) An advanced filtering technique will
be proposed to rapidly identify a small number of individuals
which are fairly possible to be the high-quality solutions among
the population in each generation; then, only these individuals
will undergo the time-consuming accurate evaluation (calcu-
late the fitness function), which can thus save considerable time
without deteriorating too much searching quality in comparison
to the standard GA accurately evaluating all individuals in each
generation. (2) Because the GA is employed, an advanced par-
allel computing platform can be used to significantly reduce the
computation time.

The evolutions of the CDF and the ACF related to the NN-
based stochastic process model during the training phases are
shown in Fig. 6. It is seen that the optimization by the GA can
effectively drive them to gradually approach their counterparts
derived from the historical WPG data. Moreover, the fitting
of these two functions is quite accurate when the NN model
uses the final optimized weighting coefficients. This implies
that the NN model can precisely mimic the measured stochastic
process, at least in the sense of a consistent CDF and ACF.

According to the method proposed in Section III-D, given
a value of η, the corresponding Nc/Nv can be calculated from
the WPG data series (scenario) generated by the NN model. The
parameter Nv is the number of data points, and Nc is the num-
ber of instances where the measured WPG data reside within
the confidence interval associated with η. Different Nc/Nv

ratios can be derived with multiple η values. The correspond-
ing points (η, Nc/Nv) are plotted in Fig. 7 to visually show the
relationship between Nc/Nv and η which is calculated based on
the NN model (these points are identified by the circles). For the
ideal case, the NN model would be an exact representation of
the measured stochastic process. If the length of the historical

Fig. 6. Iterative schemes of the CDF and second-order ACF. (a) CDF iterative
schemes. (b) ACF iterative schemes.

Fig. 7. Statistical results of η and Nc/Nv index.

WPG data used for the verification is infinitely large, Nc/Nv

would be strictly equal to η (Nc/Nv = η) which is shown by
the blue line in Fig. 7.

Validation of the proposed NN-based method should be per-
formed based on the comparisons of statistical characteristics
between the predicted WPG data set by the NN model and the
real WPG data set. This is actually quite different from the
manner used to evaluate the performance of the classic fore-
casting methods by directly comparing the real WPG data and
their predictions. In the context of the proposed probabilistic
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Fig. 8. Detected actual WPREs during a certain period.

forecasting method in this paper, it is important to validate the
model by a fairly long WPG data set, since the statistical char-
acteristics can be only reliably extracted from a data set with
a sufficiently large size. In the exhibited application, the NN
model is employed to predict the WPG (scenarios) correspond-
ing to a single day which is generally the planning period of the
power system dispatching. However, it can be observed that a
huge number of the WPG data is utilized to verify the proposed
stochastic process model in Fig. 7. A novel method is used to
identify the consistence of the statistical characteristics derived,
respectively, from the NN prediction and the historical data.

In Fig. 7, the circles are found to closely locate around the
blue line (representing the ideal case), illustrating the accu-
racy of the NN-based stochastic process. Moreover, the errors
between the percentage of Nc/Nv and the confidence interval
associated with η. It is visually observed that the red circles (by
both CDF and ACF) are closer to the blue line (the confidence
interval η line) than the dark green boxes (only by CDF) and
the green triangles (only by ACF).

B. Distribution of Single Characteristic Experiment

Detected ramp events based on the scenarios pool introduced
in Fig. 8 are taken as the reference case, and the length of each
scenario is set to be 96 time points (1 day). The detecting algo-
rithm proposed in [14] and [27] is used to identify all of the
ramp events (up-ramps and down-ramps). Statistical analysis
is conducted with a large amount of forecasted characteris-
tics data. The NN model weights are compared with different
objective functions: 1) the single CDF; 2) the single ACF; and
3) the combination CDF and ACF. Statistical results of three
ramp events features (ramp start time, ramp duration, and ramp
swing) are shown in Fig. 9.

In Fig. 8, there are four ramp events identified by the detect-
ing algorithm. The specific features of these WPREs are listed
in Table I.

Fig. 9 illustrates that the proposed method using the com-
bined objective function (CDF +ACF) is more accurate than
the other two methods only using the CDF or the ACF objective
function. This is because the CDF +ACF objective function
considers not only the wind power distribution characteristics
of historical wind power data but also the autocorrelation of
the sequence. The reason that second-order features are more

Fig. 9. Probability density estimation charts of the characteristics. Solid lines,
dashed lines, and dotted lines represent using the CDF +ACF, CDF, and
second-order ACF objective functions, respectively. The red line is ramp
Event 1. The blue line is ramp Event 2. The green line is ramp Event 3. The
black line is ramp Event 4. (a), (c), and (e) are the three estimated ramp event
features (i.e., start time, duration, and swing) for up-ramps. (b), (d), and (f) are
the features for down-ramps.

TABLE I
SPECIFIC FEATURES OF THE FOUR RAMP EVENTS

important is that each characteristic of ramp events is closely
related to the temporality of actual wind power data. During
the iterative process of forecasting output data, second-order
features can make sorting features of output data fully con-
form to that of actual wind power data and guarantee the strong
correlations between them. It is seen that probability density
estimation values calculated by the three methods are different,
which means that statistical results of the CDF +ACF objec-
tive functions are more concentrated and have more statistical
significance.
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Fig. 10. (Left) Joint distribution of ramp start time and ramp duration for up-
ramps, down-ramps, and all the events. (Right) Joint distribution of ramp start
time and ramp swing for up-ramps, down-ramps, and all the events.

C. Joint Distribution Experiments of Ramp Start Time With

Ramp Duration and Ramp Swing

Based on the forecasted information of ramp event character-
istics, the degree of correlation among them can be analyzed.
Joint distributions of these characteristics are shown in Fig. 10.

Fig. 10 shows that the correlation degree of the up-ramps
characteristics is lower than that of the down-ramps character-
istics. This is because the joint distributions of the up-ramps are
relatively scattered while that of the down-ramps are relatively
concentrated, which raises the degree of correlation. Although
ramp events may happen at any moment, the ramp duration
does not exceed 600 min (10 h) during the period of 1 day.
Moreover, when a ramp event occurs, the occurrence possibil-
ity of the next ramp event is higher. This phenomenon needs
more attention from PSOs. It is also observed that up and down
ramp events start at different times and the corresponding ramp
swings are also different. This information could be utilized by
the system operator to design more efficient ramp mitigation
options, such as dynamic reserve levels.

D. Generalization Capability of the Proposed NN Model and

Comparison With Conventional WPG Forecasting Method

In this section, the training data set will be different from the
verification data set so as to check the generalization capability
of the proposed NN model. Specifically, the training data of
the NN model are sampled every 1 min from January 1, 2005

Fig. 11. Comparison of statistical results Nc/Nv and η in the test data set.

Fig. 12. Comparison of the proposed scenarios prediction method with the
classic deterministic forecasting method.

to December 31, 2005, while the verification process uses the
new WPG data recorded from January 1, 2006 to December 31,
2006 as the test data set. By using the method introduced in
Section III-D for the verification, Fig. 11 is drawn based on the
test data set. It is seen that although the test data is excluded
during the training process, the proposed NN-based stochastic
process model can perform rather acceptably (Nc/Nv closely
approaches η) as well to reflect the probabilistic characteristics
of the test data set, which proves its generalization capability.

An NN-based deterministic forecasting method [28] is
employed as a comparison to the proposed scenarios predic-
tion method. Specifically, at the beginning of the day January 1,
2006, the scenarios pool is predicted by using the method intro-
duced in Section II-B based on the historical data before that
day; and 10 000 scenarios are generated for the day January
1, 2006. Then, all these scenarios are plotted in Fig. 12, and
the dark gray band represents the most concentrated area which
consists of around 90% of all the scenarios. Furthermore, the
actual WPG data in that day are also depicted in this figure, and
it is observed that coincidently the curve standing for the actual
WPG is entirely covered by the dark gray band. However, it



CUI et al.: WPRE FORECASTING USING STOCHASTIC SCENARIO GENERATION METHOD 431

Fig. 13. Distribution of all the start times in the next day (1440 min).

should be noted that this may not be always the case if the same
operations as above are performed for another day, because
there is still around 10% of the scenarios escaping from the
band. Apparently, these scenarios can be applied for the prob-
abilistic day-ahead dispatching applications in power systems.
Furthermore, since the ramp events can be extracted in one pre-
dicted scenario, the probability distribution of the ramp events
in the next day can be predicted, just as done in the previous sec-
tions. In contrast, an evolving curve of the WPG in that day is
predicted by the NN-based deterministic method in such feed-
back manner; the prediction at the current point will be used
as one of the inputs (by discarding the oldest input) to pro-
duce the prediction at next point. However, it is noted that the
derived curve significantly deviates from the actual one, which
is not displayed in Fig. 12. Then, the point-by-point predic-
tion is performed by this deterministic method with the actual
WPG data as the inputs at each point. It is seen in Fig. 12 that
the prediction (the blue cure) can accurately track the actual
value point-by-point, which is suitable for the one-point-ahead
dispatching or planning applications. Nevertheless, the deter-
ministic NN is not capable of producing the credible WPG
scenarios of the next whole day which are the primary out-
comes of the proposed NN-based stochastic process model in
this paper.

E. Utilizing Forecasted Ramp Events Statistics in Power

System Analysis

After generating all the predicted scenarios (10 000 scenar-
ios of the next whole day each with 1440 min), it should be
considered how to make this information more practically use-
ful for the PSOs experiencing high penetrations of wind power.
Moreover, modeling the impact of ramp events on power sys-
tem operational costs should be considered, with mitigating
ramp events by using improved wind turbine controls as one
possibility. PSOs need to know when to limit the ramp rate of
wind turbines and coordinate the ramp rate of the power sys-
tem. Thus, all the start times of ramp events detected by using
the L1-trending with sliding window algorithm [14], [27] and
the corresponding probabilities are shown in Fig. 13. PSOs also
need to decide the rates of wind power ramp events which
should be tolerated and the traditional units (especially the
thermal-power units and hydro-power units) that can provide

Fig. 14. Probabilities of ramp rates in the next 24 h (1 day).

TABLE II
SPECIFIC MAXIMUM PROBABILITY RESULTS IN THE NEXT 24 H

compensating power. Therefore, all the ramp events occurring
at different time of the day and their values with the correspond-
ing probabilities are depicted in Fig. 14. In order to supply the
specific forecasting information to PSOs for the application in
unit commitment or dispatching, the values with the maximum
probability are enumerated in Table II.

Fig. 13 illustrates four maximum probabilities at 210, 520,
990, and 1110 min, respectively, which require PSOs to pay
more attention to these time points than other time points. To
identify the direction of ramps, an alternative visualization is
provided in Fig. 14.

Fig. 14 and Table II provide more specific forecasting infor-
mation. For example, Table II illustrates that there is a 43.67%
chance of a down ramp (with a negative value 0.009 p.u./min)
at the 4th hour. Meanwhile there are, respectively, 44.41%,
46.30%, and 45.37% chances of occurring the other three ramps
(with 0.011 p.u./min up-ramp at the 11th hour, 0.007 p.u./min
down-ramp at the 15th hour, and 0.011 p.u./min up-ramp at the
18th hour). This information (the maximum probability Pmax

and the ramp rate Rv) can be utilized in the unit commit-
ment, especially in the stochastic unit commitment problem
with chance constraints [29]–[31], and scheduling problems
[32] to reduce the cost caused by WPREs.

V. CONCLUSION

In this paper, a novel probabilistic WPRE forecasting method
was proposed. First, an NN model was developed to generate
possible WPG future scenarios, which effectively approximated
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the measured WPG stochastic process. In particular, employing
the CDF- and ACF-based objective function to train the NN sig-
nificantly improved the accuracy of the approximation process.
Moreover, a scenario pool was produced via a novel random
trial-based realization. Subsequently, the focused properties of
the WPREs were extracted from each scenario and their prob-
abilistic distributions were stochastically derived. Comparisons
carried out based on real wind power data were shown that
the proposed NN model could quite satisfactorily simulate
the measured WPG stochastic process model. Furthermore,
the proposed WPREs forecasting method provided statistical
information regarding the ramping events, which was uniquely
useful for power systems unit commitment and dispatch with
significant penetrations of the wind power.
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