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ABST R A CT 

Gnsider the fdlowhg atuatian. K data tits me to be m d  into N > K bits and 
transmitted ewer a noisela charmel. An inmckcanabsgvea subset cfhis cfiacecfsize p< N. 
The mder is to be designed to d m i z e  the intruder's u n d n t y  abcut the data given his N 
intercepted charmel bits, subject to the d t i m  that the h e &  Teceivez can recdg tbe K data 
bits perfectly from the N charmel tits. 'lk Cptimal tram between the p m e t e r s  K , N ,  p a d  
the in~uder's uncertainty H (H is the "cmditional mtrupy" d t k  data givm the p intercepted 
channel bits) wae f a d .  In particular, it m s  shown that for = N - K, a system exists with 
H = K -1. Thus,forarample,vhenN = 2 K  andp=K,itirposribletomcodetheX databits 
into 2K channel bits, so that by 1- at any K &armel hits, the intruder chtains essentially 
no information abcut the data. 

T. Beth, N. Cot, and I. Ingemarsson (Eds.): Advances in Cryptology - EUROCRYPT '84, LNCS 209, pp. 33-50, 1985. 
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Wire-Tap Ckme1 II 
L. H. Ozarow 
A .  D .  Wyner 

AT&T B$i Labuatoxies 
Murray Hill, New Jcrsey 07974 

1. Introduction 

In this paper we mdy a Canrnlrnication systen in wbich an unauthorized in tnrd~ is able to 

intercept a subset d tk transmitted symbds, and it is desired to lnaxirrrze the intruda's 

uncertainty about the data withat  the use cf an encryption key (either "public" cr "priwte"). 

Spedfically, the encoda assodat6 with the K-bit binary Qta scqucna: S' an N - t i t  tinary 

''transmitted" sequence YL?, whtn N > K. It is required that a dtcoda c a n d y  Ctxain S' 

with high prhbility by &a&g F. l k  intruder can a a d n e  a subset d his &ace d Size p,  

d tht N pcsiticns in p, and tht systan daigner's task is to make tk intruder's equiwxaticn 

(uncertainty) atmt the data as large as pcasiblt. Ibe U C ~ K  is all& to introduce 

into the transformation Sr - F, but we makc the assumptian that the &coder and the insruder 

must share any infunnatim abart the m a d q  and the randarmess. This assumptim prrclucks tk 

use d "key" cryptography, w k r e  t k  decafu bas the adusi= par im d certain i n f m t i c m .  

As an aample, s u p e  that K = f ,  N =2, p,=L tk data lit be S, and let E be a 

durn  binary random variable wfrich is irdcptndtnr d S .  Let YP=((S,(S$S), where W' 

dtnotts maid02 additian If tk intru&r looks at ather axrdinatedP he gainsno infomatian 
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d the problem studied there allw an in& t o d a  subset &theencoder symbds wtrichis 

& m a  at random by nature. In the prrscnt problem, the system designer must make his system 

secure against a mcre perful inmLder who can select which subset to eramirr. 

2. F o m l  Statement of the PmMem and RM& 

Fust a wrrd abatt nctatioh La U be an arbitrary h i t e  set. Dende its cardinality by lu 1. 

culsider uN,the set d N-wxton with axnponaasin u. Thtmwbersd U n  will bewrittul as 

where subscripted lettas denae cornpcnents and boldface superscripted letten denote VectOIs. A 

similar amvention applies to random vCCtms w5id-1 are dentzed by upper-case letters. When the 

dirntnsicn d a vectcr is dear frun the amtext, we cnsit tbc suprript. Fmlly, for random 

variabls X ,  Y ,  Z etc.. the nctatim H ( X ) ,  H ( X I Y ) ,  I ( x ; r ) ,  dc.  &ncis the standard 

infamatian theuetic quantiaw as de6.114 for eximple, in Gallager (21. 

We ncnv turn to the description d the oanmunicatim man. 

(ii) The e n d e r  with parameters (K, N )  is a c h m d  With inplt alphakt {O, 1)' and atput 

alphabct (0, lr a d  transhim probability qE(d" Is'). La SK d rrX be the ;nplt and 

cutput rerpactivcly d the encoder. 
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A A  min H(S'1Z'"). 
5 :  IS1-r 

Thus, the designa is assured that M matter what subset S the imruder &ass, the iniruci~'s 

rrmaining uncatainty a b u t  the sauce -(I is at least A T N h e n A = K ,  the intruder abtains M 

infumation about the same, arad the system has attained pefect xzxecy. 

In this paper we s t u d y  the tradedfs bctweenK, N ,  A, dP,. As weshall see, it wi l l  be useful 

to a d d e r  the ntmnalizd qualitits KIN, r J N ,  NK. RIUS KIN is the 'kate" d tk arda = the 

numbs d data bits per exded bit, p" is the fractim d tk added bits which the intruder is 

able to abser~e, and NK is tht nonnalizd mtrcpy. 

Lert us remark that tk intruder d c h  ctsaws ZN can ramsmet the data q m a  Sf with a 

pa bit m u  probability cf say P;. It fdms fnrn Fads heqdity that h (P,') 2 A / K ,  d b s e  L (-) 

is the binary entrcpy function ckfird telm Eq. (21) .  Thus NK =: 1 implies that P,' s= l/2 which 

is Ejrntially pafm secrecy. 

We will say that tht triple (R, ~5 6) is uchirwbk if for all c >  0 Bad all integm N o  > 0, tbcre 

aists an encoder/decoda with paramettrs N 2 N O ,  K 2 ( R - r ) N ,  g 2  (a+N, A 2  (w, 
d P ,  s L We will shw in tht sequel that (R ,a, 6) is achievablefcr 0 5 R ,  a,b s 1, a d  

A graph d the achievable (4 6) @s far ked R is givm in Figure 1. 
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‘ I  

The follwring theuern, a prod d which is given in Section 3, is a “cmwse” result which gives 

a necersary mnditim m achiemble (K, N ,  A, P.). 

Theorem 2.1: If (K, N , A, P , )  is achievable, tkn 

where k (A) = -A log A-(1-A) log (1-A) is the binary entxqy function 

NIJW if ( R , a , 6 )  is echievable, for arbitrary t>  0, there must bc an encoder/decoder with 

p a r a r n e t a s N , K r ( R 3 N , ~ L ( a ~ ) N , A ~ ( ~ ~ , P 8 s C  A~@yingThtcran2.1 tothis 

CDde yields 

&ch is (2.1) as c 9 0. Thus conditicns (2.1) are necessary fm a .aiple to be achievable. l k u e m  

22, which is also pr& in Section 3, implies that (R , a, 6) is amievablt if (2.1) is satisfied. 
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Aconvemmt way to partition (0, l)", is to la the sets (A,} bethecosets d a grcup code G 

with N -K infamation symbols (u, that G has 2K a x t s ) .  Thmtm 23, f i c h  is proved in S d ~ n  

4, asserts that in fact we can Q q u i t e d l  with d s  d this type. 

Theorem 23: If the triple (R , a, 6) Satisfie3 (U),  then it is &hable  using an mccdiz/kcxk 

derived fmn a grap code. 

The fdldng simple lemma allows us to establish the achievatility d all tziipla m the straight 

lined Figure 1 cmmedng @tsA a d  B by proving arly tk echicvabiIity d f i m  A .  

L m m a  2.4: Suppe  that we are given an a r o d ~ l d e c c d ~  fr, fo aith p Z X I l C t R S  N ,  K, P,. 

Suppaje there are two intruders which have parameters p = k , *  and A = A i l , & ,  rrspectively. 

b , i fk4z  PI 

Remark: hequality (23) can be nullitten BS 

fran which we d u d e  that ( R  , al, 4) achievable implies that (R , az, 6 )  is adievahle where 

Q2 2 Qir 
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Inparticular,ifa, = l - R , &  =l,thcn 

& = (laJ/R . 

Fmally, w state a tharm whim is a ratkr surpridng strengthahg d Tbmm 22. Its prod 
13 1 isgivmhthe f u l l  version of t h i s  paper. 

Theorem 25. Far arbitmy K , N  (1 s K s N ) ,  and p = N - K , t h m  exists an arodaaecoder 

WithP, =oand 

223 A 2 K-l--. 
97 

~ v u m c  that V ,  X W ,  zN,  S correspond to a scurcdaraia//&a BS dedn~d m sazicn 2, 

With paramaas K, N ,  A, P,.  Tku, making repeated use d tk identity 

H ( U ,  V )  = H ( U ) + f l ( V  IU), lwe obtain 
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A =H(S' lZ")  =H(S, Z)+(Z) 

=H(S,X,Z)-H(XIS,Z)-H(Z) 

= H ( S I X , Z )  + H ( X Z )  - H ( X I S , Z )  - H ( Z )  

= H ( S I X , Z )  +H(XIZ) -H(xp,z). (3.11 

sbich is Thecran 2.1. 

N w  let z € {0,1, ?)" be a p s i i l e  value for th: intruder's infamation, and Ict x € (0,l)". 

We say that z is "cwistent" with x, if z can be abtaimd fian x by changing a subset d the 

cmdinates d x to ?'s. Next. let L 2 1 bc an integer to be Cham later. We say that a partitim 

(A,} is "gaW if for all m (1 5 m s 2') and all t € {0,1, ?y with exactly N-p*? ' s ,  
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c a r d { x € A , :  ziscomistentwithr}<L. 

If aumcoda axrap& toa"good" partiticmfu sancL,tkn 

H ( x ?  IS',Z") < lagL , 

and (32) yields 

A 2  N - p - l a g L .  (3-3) 

Lemma 3.J: Let K ,  N ,  gLbe such that 

N - p - K < O  

Then, that aists a "gcod" partition (with parameters K ,  N ,  13 providtd 

(3.4) 

N w  let R ,  a, s N o  bc givm as in the hypahsis cf'Ihwan 22. 'Ihen, using 21% c 5 3, we 

wxittfu N 2 1, 

Thus there exists a "gad" partition with L s B+1, a d  we conclude han (33) that tbercerists a 

axk with b l K  Z ( l - o ) / R  --. If wt &axe N 2 No, d h g ( B + 1 ) ,  the BistnVr d 

this code cstablishcs Tbwran 22. It remains to prwc Lmrma 3.1. 
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card{. € A , :  zisconsistmtwithx}ZL, 

We IKW chaose the partitim at random with lmifam dis~bgm m the set d prtiticxs d 

{0,1)N h t o  2' classes d equal size. The upxtation EY, satizfia 

(3.7) 

The expectatiunin the rim m b e r  d (3.7) is taken, as iadicated,with z heldfmd. Let IS ddme 

the follming quantities. 

We now cOmpute E q A , ,  z). Ihe r I I l w b e z s  d A ,  are &sen at mdnn frun { O , l ) N  (withat 

replacancnt). The probability that ecaaly C mrmbers d A. belaag to Q(L)  is 

To yc this, ObSem that there are (:) way d&aCaing &set A,. 'Ih: Q m c m b ~ s  d A, 

which belong to Q(z )  can be ch- in c) ways, and th: rtmaining ( r 4 )  mank?s d A ,  can be 

&men fmn the ccrmplanmt d Q(t)  in (",) ways. 
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- r (T -1)( T -2)& ++l) ~ t( = (rln)' - 
(n  +t i ) ( n  +t-r-I). . . (n- +I) (n+lt (l-r/n)' ' 

wc have 

Thus 

substituting into (3.7) m e  have 

1. Gmup C o d t s  a d  Theorem 2.3 
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wtwc t hues matrix trampose. Nae that, sine S is u n i f d y  distrihted (II (0, l}', F is 
unifmmly distxibuted cn (0, l}N, ad its Uxrdinat15 XI, X2 ,... ,X, are ii.d dm binary ranQm 

variahla. 

Defiirion: Let C;,.C, ,..., C, be the columns d H (C, is a K-vector). Let S E {1,2 ,..., N )  and 

& f i n e D ( s )  t o ~ t h c d i m r m i c n d t h c s u b s p a c e ~ b y { ~ } , n E S .  F o r a g i v c n K x N  

paritychskmatrixH,dehnefuOs *S N ,  

We ucw state 

Lmmo 4.1: LU D*(d axrcspaxl to tk K X N  parity-chak matrix H .  Let w , w '  be the 

minimum weight d thc CDdt and dual d, respectiwly defined by H. lbtn (1) f u  

N-+1 p 5  N , D ' ( d  = N - y ;  (2) f m O S  pS w'-l,D*(d =K. 

Prod: Arsemcn (1) f d l w  ixnmrdiately m &serving that all sets d w-1 mlumno d H arc 

linearly a p d c n t .  T h s  D ( s )  = 1s 1, far 1s 1s w-1. If N-w+1 a p.5 N ,  thm 

N - 5  w-l,=that 
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linear row manipdaticlls w i i ~ h  transfumk into a matrix with a mwd 0's. ~bese  identica row 

masipllatimwill m n s f c n m H  imoa matrix fcr whim a m a s  wight s N - p .  Sincetk dual 

axie is the ~IJW space cf H I  N -Q 2 w ' u 9 5 N lo', establishing assatirn (2). 

We ncw give 

L m m o  4 2 :  When an c l ~ d d d e c o d ~ ~  is constructed to mrrspond to the parity deck matrix H ,  

then 

Pro@: Let S, X ,  Z mrrspond to an a r d e ~ / d e c d e r  with p a r a t a s  K, N ,  A (P, = 01, derived 

as discussed above, fkm a parity-check matrix H = (Clr.., C,,). Since P, = 0, a d  

unifmmly distributtd r n  (0, l }N ,  Eq. (3.2) applies. 'Ihus Lanma 4 2  will bc established whcn we 

show that 

N m  s u p p e  that S' = a  and ZN =L. Withad l e s  d generality, assume that tk last p 

cwdinates d t are copies d the mrrespavling cwdinatesdx. Thus, givens' =I, ZN =z, the 

rtmaining Lmknown axxdinates d X are precisely the saluticm fcr x xw -)L d 

Since the number d sdurions isN-y-rank (Clr.., &-$, a d  giw S =s,Z = z  aIl these sduticlm 

are equally likely, (4.4) f a l l w .  Hma tbe Ianma. 

Bdue Continuing with the praf d l b w a n  23, wc digtss to apply Lamna 4 2  in an example. 

Let K =4 ,  N =8, a r d  ~ x ~ s t ~ u t t  811 mcukr/decoda ushg tk sdfdual Hamming codewith block 
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lmgth 8 and 4 infcrmaticm and 4 &sk digits. Thcn w = w' = 4, Y) tbat 

Thus the axader/daSoder is qtimal fm all p =4, wtm A is tar! me bit less than ideal. 

We will establish Theman 23  Ga a random mde argumnn. Tmards this cad, wt atablish the 

foll&ng lanmas. 

L m m o  43: Let 15 m s n andlet them X n  matrkA czlltrGF(2) becfisenatrambnwitb 

durn  distribution cn tbe set d2"" binary m ~n matria. " k q f a r  15 L 5 m, 

Prod: Let US c h a t  the n columns d A scquentkdly and kdegeadently. l.45 d G )  be the 

dimensim d the linear space spanned by the first j mlumns. S u p  that d ( j )  = k  s m .  With 

probability 2'-"', d G + l )  = & ; a n d  With probability (1-2t-), dG+1) = k + 1 .  lli~ e d  

dlcicc d the aim is mcd&ed by the M a r k  dlain d EgLUe2. 

I - \ -a'-" I- T' 

Begin at state 0. W5th each &ace d a column, & w e  M state if d d y  if this &ace 

irmases the dimension d tk space rpanned by the columns dma3 50 far. ?he rank d themalIix 

A is d ( n ) ,  and is equal to tbe state at wtW amdm after all n d u m m  arecham- La 

r(k) b a c  thc set dpths T a c h  start at state0 and ta?ninateat statek (0 s k s m). lhca 
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- 4 - 1  

P r { r a n k A < m * } =  R{n) .  (4.6) 
t -0 T € T ( t )  

N w  let the path T €  Vk). Tfris path &ns exactly n-k df-laps,  cach d which bas 

probability 5 2-"'+t. Thus, fa IT C qk), 

Also since I = (21, eq. (4.6) yields 

Bbich is Lanma 43 .  

Lmma4.4: L e t l s r n  S n , a n d l e t t h e m X n m a e i x A  ~ G F ( 2 ) b e & ~ e n a t m o c k x n w i t h  

d a m  distribution cn the ~d d 2"" binary m x n  matrices. 'Ikn 

-1 

J - 0  
Pr(ra&A = m }  = fl (1 -2") 

(1 -2" ) ( 1 -2 " +I) ..,( 1 -2" +I -1) 

The rest d the lanma f o n w  km h(1-U) 2 Y/ (~ -u )  and c- 2 111. 

We now turn to Thwen 23. Let R > 0 be giw and held kd. We will show that 8 = 1, 

a =  1-R is achievable, and th: remainder dthethwranwill fdl~~~from'Ibwan2.4. Id e>  0 



be arbitrary. We will show that thcn &ts au eacddaldecoda with parameters N ,  K = RN, 

p = (1-R *)N, b 2 K 4,  provided that 

~- L z 3ft.  (4.7) 

We+ a fdlm. Let H bt a K x N  parity-&eckmetrix, mild L satisfy (4.7). Let 

D'(4 WE@ tOH, aad define 

We must shuu that there a i s t s  an H with q H )  = O .  Wecan write 

and 

(4.9c) 

If we chase H = (Clr.., C,,) at random with unifcrm distributian (II the set d 2' '' tinary 

K x N matrim, (49) yidQ 

(4.10) 

La s ,  With 1s I =& lx arbitrary, d let A = (C,lCrr..C&,), v h r e  ={ilr.., in-,,). Then 

q H ,  s )  = 1 if and d y  if rankA < K Y ,  and E q H ,  s )  =fr { &A < K d ) .  We can 

apjiyLanma43withn = N x m  =K,toabtab 

S i m i l a r l y w e m a p p I y L s n m a 4 A ~ t h A  = H , n  = N , m  = K , t o d ~ t a i n  
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(4.12) 

Sine  therc art M m a e  than subsets s , (4.10)-(4.12) yields (uskg N -p-K = eN, K = RN) 

(4.13) 

Since L satides (4.7), the first t a n  in the right member d (413) < 112. Furthamae, fa N 

su5ciently large, the second term in (4.13) is also C V2. TIUS 

E Y ( H )  < 1 .  

Since Y(.) is an integr valued !hnCtion, there must exist a K x N  math  Ho such that 

Y(H,J =O; so that rank H o  = K exd for tht Lxrresponding mcoderldecoder, A = D ' ( d  2 K-f . ,  

which is what we set cut to pmve. 'Ehus we have shm that fa artit~axy R > 0, the triples 

(R , a, 6) whge a 5 I-R ,6 5 1, are achievable, compfeting the pad d W a n  2.4. 
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