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Abstract—Wireless technology is the strongest contender for network as priority [1]. Therefore, the BH will undergo

catering for the 5G backhaul stipulated performance where -

tical fibre is unavailable. In the presence of ultra-dense nigvorks,

such occurrences are exponentially increasing and differg

wireless technologies are investigated for this applicain. We

present the first backhaul-specific wireless link performarme

modelling that considers its inherent line-of-sight natue, together
with an appropriate representation of the network topologyusing

stochastic geometry. To this end, novel tractable models ar
obtained to capture the performance of wireless backhaul fiks.

These are integrated into a multi-hop hybrid backhaul perfa-

mance modelling framework and are applied in the analysis of
a backhaul-aware user association optimisation problem.

Index Terms—Wireless Backhaul, performance, modelling,
user-centric-backhaul.

I. INTRODUCTION

slower evolution towards ubiquitous 5G performance. \@io
efforts toward bridging the BH performance gap have been
recently recorded as reported in [2]. Some attempt to evolve
the existing BH technologies (e.g., [3] for copper, [4] for
fibre, and [5] for wireless). Others explore the integration
of information technology techniques to alleviate the BH
performance requirements (e.g., [6] for caching, and [7]
for software defined network architectures). Theoretyall
fibre is believed to be the ultimate BH solution, however, it
is also known to be scarce in many 5G leading countries.
In these cases, network-wide deployment is also highly
impractical due to the cumbersome and very slow process
of laying new fibre in urban areas. Wireless links are seen
as the optimum solution to fill in the gap where fibre optic
links are not available, by virtue of the minimal required

G is no longer a futuristic vision but has become todayigstallation work and relative fast deployment. Academic
reality and demands an imminent and efficient approa@Rd industry researchers see great potential in the aditi

for tackling the related deployment challenges, not thetlednicrowave and novel extremely-high-frequency (EHF) bands
the backhaul (BH). The performance evolution of the currefd are working on evolving the technologies to meet 5G
realistic BH towards meeting the 5G expectations is a lengtfequirements. On the other hand, self-backhauling, wiyereb
and costly process. In a recent survey, it was found that orfipall cells re-use the radio access spectrum as means of
3% of examined network operators are considering testiMéreless backhauling to the closest hub, is gaining more
the BH network in the first trials where 68% have the radigredibility with the emergence of beamforming antennas.
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Wireless technology is evolving and expanding to offer
fibre-like throughput in the order of few Gbps. Evolution is
based on improved spectrum efficiency, e.g., high adaptive
modulation, improved system gain such as multiple-input-
multiple-output (MIMO) technologies and antenna array
beamforming, and increased throughput efficiency with
advances such as multi-layer compression schemes. Qyyrent
the average capacity of mobile BH wireless links is less
than 200 Mbps but is expected to reach beyond Gbps
by year 2020, partly as a result of the adopted new EHF
spectrum [8]. The V-band7( — 76 GHz and81 — 86 GHz),
E-band 67 — 66 GHz), and D-band 141 — 174.8 GHz), all
in the EHF category, have different spectrum charactesisti
and nature. The V-Band benefits from a continuous block
of nine GHz and immunity to inter-link interference due to
high oxygen absorption; its primary usage is envisaged to
cater for the small cell last-mile BH/fronthaul. The E-Band
has been regulated since year 2000 with a large amount of
spectrum (10 GHz). On the contrary, it does not suffer from
oxygen absorption, hence, allows longer links in the order
of few kilometres. The E-band is often seen as the ultimate
wireless solution where fibre is unavailable and is believed



to allow throughput and latency on par with fibre links. Itoncludes the article.

is expected that the E-band would constit@@% of the

wireless family of mobile BH in year 2020 and the V-band

10% [8]. Simulation results in [5] demonstrate the usage of I1. SYSTEM MODEL
D-band over 1.2 km line-of-sight (LOS) assuming a transmit

power of 10 dBm and an antenna gain of 45 dBi. Wh”ehTyplcaIIy, a wireless BH link that is pquperly pIanngq,
L o ould allow for a LOS between the transmitting and receivin
the technology is still under development, it is expected Fo

deliver a nominal throughput in the range of 30 Gbps t%ntennae. In addition to the dominant LOS path, a diffuse

L ) . omponent is also present as a result of signal scatteruah S
50 Gbps as the_ propaganon. |n_th|s pand Is not _affected E?/opagation is referred to as LOS-fading and is described an
oxygen absorption. The main impediment of wireless B

networks is their vulnerability to propagation conditi nsmodelled in Section 1I-A
y propag 0 In this work we use E } to represent the expectation opera-

not the least fading and loss of LOS. Itis thus essential fgr. The probability distribution function (pdf), the cutative

deri\{e tractable analytic.al quel; that represent therea.‘t%istribution function (cdf), and the complementary cdf of a
of wireless BH propagation with fidelity. There are emergin ndom variableX are represented agx(z), Fx(z), and

efforts towards addressing this need, albeit, these rem%r;((x)’ respectively. Given a function(z, y) of two random

sporadic and incomplete. ; a ;

A tractable approach was proposed in [9] (and use\z/g”ab.leSX and Y, gf”(y) =9y, z)lz denotg; the function
: del the radio coveraae and throuahout in %qndltloned to a particular value The probability of an event
in [10]) to mo . 9 ughp z is denoted a®r(z).
cellular network, however, it does not take into account
BH-specific characteristics (e.g., dominant LOS condjtion
Authors in [11] and [12] propose analytical models to captuA. LOS fading representation
the cumulative radio access and BH delay as perceived byin a LOS-fading scenario, the diffuse component may be
users in the network. However, the authors consider twaodelled as zero-mean Gaussian variate with variance equal
extreme cases; the first models the noise-limited wirelegs2s2. The sum of the dominant LOS component (with mean
BH delay as a constant and the second models the in-basfial to||) and the diffuse component is the random variable
interference-limited scenario where interference is i@tk @. The powerZ = |G|? of such a signal produces Rice fading
from macro-cells and small cells. None of these assumptiomgt is characterised by the Rician facfér= || /20> which
fits the wireless BH characteristics as these are likely to lagpresents the ratio between the power of the LOS component
noise limited and are vulnerable to the fluctuations of thend that of the sum of the multi-path components. The cdf of
desired signal. The same authors propose an approximatige power of fading is a key expression in the derivations of
to the noise-limited wireless BH, assuming log-normalerformance metrics of wireless channels; in the case & Ric
shadowing in [13] and [14]. However, the mean packeiding, it is represented as follows:
delay is approximated by using the mean value of the link
distance, instead of capturing the actual distribution rogf t Fy(z)=1-0Q <\/ﬁ7 21 +KZ) , (1)
variable distance. The availability and survivability off@less Q2
connections are studied and modelled in [15] but do not R ) ) )
capture the presence of dominant LOS. where, 2 = E{z} = [u[® + 207 and Q(:,-) is the Marcume)

In this work, we propose the first framework for analysinBJnCt'Onl- _ _ _ N _
the performance of a wireless BH hop in LOS conditions Clearly, analytical mod(_ellmg that mvolve_s Rician fadjng
with pertinent assumptions and tractable expressions avh@€nce the Marcun® function, is mathematically very chal-
possible. The system model is first detailed in Section IEN9iNg. A work-around was recently proposed in [16] in
Accordingly, three actual performance metrics of the wveissl Which the LOS component is assumed to randomly fluctuate,
BH family are captured: throughput, latency, and resilieirc -6+ Ku = u - K, wherew is a unit-mean Gamma distributed
Sections IlI-A, 11I-B, and 11I-C, respectively. As wirelesgH andom variable with pdf given by:
hops are the first contenders to spread the BH in breadth and mmeymt
depth in a timely manner, we next look at the impact of such fulu) = We ’ @)
hops on the end-to-end BH link performance. Accordingly, in o -
Section IV, we model the performance of a multi-hop hybriand m € N. This d|str|put|on was originally formulated
BH that is comprised of wireless segment(s) by employi ;gthe context of modelling the joint effect of small-scale

the expressions derived in Section Ill. The models are use ing and shadowing, often referred to Rivian shadowed

to examine and evaluate different strategies of deployi gtrtlbgltlon We prop;psettotﬁ mg!o_y I ('jn :hlbs \t/york as aan ore
wireless hops and the impact of the fading models employé ctable approximation to the Rician distrioution owinghe
: : @éiéjltlonal degree of freedom, the parametgrand we refer

BH performance models in the development and validation Is asfluctuating Rician distributionIn fact, it was recently

new technologies. To this end, in Section V, we elaborate gmonstrated that this approximation converges to theaRici

BH-aware optimisation scheme which employs the proposgﬁ;t”bu“on asn — oo In [17], [18]. Given thatZ follows the
performance models to find the optimum association betweem; y;acum, Table of Q Functions, Memorandum (Rand CorpmatRand
users and cells with various BH characteristics. Section brporation, 1950.



fluctuating Rician distribution, the authors derive thddaing instantaneous SNR at the receiver side, denoted, @an be
simple forms of the pdffz(z) and cdfF(z), as a finite sum expressed as:

of powers and exponentials by restricting the parametdo PoA B g
take positive integer values: y(h,z) = —————, @)
Lo- N
fz(2) = 75 .t pm—l-i i (3 \Where,Lo is the propagation loss constaat,is the propa-
7 pr " Bm—i(m — )] ’ gation exponentg is the propagation distance of the signal,
B m—1 h represents the random component of small-scale fading,
Fz(z2)=1-Y Cie™# Y l' (i)r7 (4) s the equivalent isotropic radiated power (EiRP),is the
P i \B receive antenna gain, arid is the thermal noise power. Note

_ A that we explicitly indicate the dependence~fn i and z,
with B = Q(m + K)/m(1 + K) and although for the sake of notational simplicity we will singpl
L (m—1 m 1 K Ml refer toy unless necessary to avoid any confusion.
Ci = (5)  Given that a wireless BH is an inherently LOS-based
m+ K m+ K o C
) - o ~ transmission, we assume that the distribution hofs that
In this work, we use the traditional distribution of Ricianyf 5 Rician-distributed fading channel. Thus, assuming a

fading (1) where mathematically possible, and the fluchgati normalized channel £} = 1, the distribution of the instan-
Rician fading distributions (3) and (4), otherwise. taneous SNR conditioned to a particular valuerofdenoted
asv. = v(h,z)|r, follows a power Rician distribution, as in
Section II-A, with mearQ2, = P- A-a2~*/Ly - N (replacing
h by E{h} =1in (7)) .

i

B. Backhaul Network Topology

We assume that the BH network is composed déyers of
nodes connected with — 1 hops as in [10]. In Figure 1 (left),
a BH topology that comprises two hops is shown, and (right)
a simulated example of this topology that is generated usifg Throughput
Poisson Point Process (PPP) to represent three lageror

the gateways in the core network, for the BH aggregation per second) depends firstly on the channel bandwitih (

gateways, aneb, for the small cells’ layer. and the SNR. The actual bit-per-second throughput is derive
The performance of a single wireless hop between laygfgm the selected modulation and coding scheme which re-
# — 1 and x is then modelled assuming LOS-fading. Thgyes to the number of bits per symbol. Higher modulation
distribution of the distance between two layers 1 andx of  gchemes require higher SNR in order to avoid bit confusion
the BH network is given by [10]: which would lead to unwanted high bit error rates. Defining
Fx() =27 - - e—wxﬁﬁ’ (6) T, & W-log, (1 + ~.), then the average rate for a giyen value
of x can be derived as follows, by using the definition of the
where, )\, is the intensity of the PPP that represents thgxpectation operator:
node distribution in layek in a two-dimensional plane. For .
the purpose of simplifying the derived expressions, in this E{T.} :/ W -logy (1 4+ 72) - fr, (2)dz. (8)
article, we use\ to refer to \., the density of gateways in 0
layer » that aggregate wireless BH links from layer— 1. Theorem 1:The average capacity of a wireless link under
Although the models derived account for parallel links,sthe Rician fading at a given distance can be expressed as
are considered as alternative hot-backup connections, tlu follows:
not allow simultaneous transmission. As such, the throughp 1174
derivations assume one active link, hence the schedulitay deE{7} = @)
is not considered. Nonetheless, the topology and redugdanc
schemes are captured in the resilience modelling derivatio ©)
Wireless point-to-point BH deployments are often nOiS@here,G;’}é‘" [] is the Meijer& function [20, 9.301].
limited, i.e., the interference from neighbouring linksthin  pProof: The proof is provided in Appendix A.
the designated spectrum is minimal, thus, the signal-tsero  Even though the expression in (9) can be computed with
and-interference ratio (SINR) can be approximated with fiate-of-the-art mathematical packages such as Matheahati
signal-to-noise-ratio (SNR). Indeed, the traditional eléss it necessitates, nonetheless, the evaluation of an infeites
spectrum is licensed and careful frequency planning limigpression involving the unwieldy Meijer-G function. Tdsh
inter-link interference. On the other hand, in-band backhg end, we propose the usage of the fluctuating Rician approx-
is enabled through the usage of beamforming antennae whighation, presented in Section II-A, in order to reduce the
by virtue, limit the inter-beam interference [19]. Moreove complexity of computation, and as will be later shown, to
the propagation characteristics of the EHF waves suppréasilitate further analytical derivations.
unwanted signals from neighbouring links, naturally. F@ste Theorem 2:The average capacity of a wireless link under
reasons, the received SINR of wireless links in any of the
mentioned bands can be approximated with the SNR. Théhttps:/mww.wolfram.com/mathematica/

IIl. WIRELESSBACKHAUL PERFORMANCE

The upper bound of a wireless channel capacity (in symbols

ke K7 51 [(1+K) 0,1
K 3,1 )
¢ Z_:On!.n!xali‘{ o n+1,o,o}’
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Fig. 1. Example of multi-hop hybrid BH network modelled ugiRPP.
Rician fading at a given distance can be approximated as 2000
follows, using the fluctuating Rician fading pdf (3): 7 |
£5 x - - -Rice K=0
/ B, m—i— 1 1 1/B ) %% \ + F_—Rice_K:O
L} ~ETL} = / Z Ci Z ’ §5 R _EI—CSi;_izs
i=0 1=0 N & 15000 ) R & Rice K=10
(10) 28 R *_F-Rice K=10
SE ),
where, B, £ Q,(m + K)/m(1+ K) andT(-,-) is the upper °3 NN
. . . . . *
incomplete Gamma function, which can be computed in this 32 1000k NN
e = c +
specific case as [20, eq. (8.352.3)]: 23 “+?:\NW
o 3 S+
(71)" n_l .o g 5 +*+~|~ “':w_,x
- T 3] S
D(=n,z) == | Bu(w) ey (1) — |, (11) - +
r=0 50% 2000 4000 6000 8000 10000

where, E, (-) is the exponential integral function. Distance in metres

Proof: The proof is provided in Appendix B.
For sufficiently largem, the Fluctuating Rician distribution
collapses to the Rician distribution as shown in [18] (péeas
refer to Figure 1 [18]). This is illustrated in Table I, where
we first find the value ofn that would yield approximated
results (10) withine = 0.1% of those obtained with (9) for
different values ofK” anda (e = (E{7,.} — E{T.}) /E{T%}).
With the selected value of., the approximation using (10) is
validated for a given wireless BH with different values igf
as shown in Figure 2.

The expected throughput over all possible valués E{T'},

Fig. 2. Optimum setting ofn is used to generate approximated
throughput within0.1% error of the actual throughput using
Rice fading for three values of and o« = 2.5. (Refer to
Table ).
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which can be derived as follows and approximated using (10): H
4500
o0 1 ——theoretical a=2.5
E{T} = Ty fo (x)dx - - -theoretical =3
0 4000¢ o simulations a=2.5 ||

m—i—1

Throughput over a 112MHz bandwidth

= simulations a=3

microwave link operating at 38GHz (in Mbps)

22/B_atl (= le /B) Az ‘ ‘ ‘ ‘
ln ZC Z / (Bl —— =20\ - ™™ 3500o 02 0.4 0.6 08 1

i=0 1=0 BH gateway density A (node/ m?)  x 107
(12)

Fig. 3. Average throughput over any distance using the @egpo

miK _P-A approximation (10) withn values as defined in Table I.

where, B £ (R LON The expression still requires
numerical integration but can be solved with, relativelgrm
ageable complexity. However, for the special casevcf 2,
we can further simplify the expression to a closed form. throughput over a range of gateway densities for two sedting
Theorem 3:The average capacity of a wireless link undeof the propagation exponent: = 2.5 anda = 3. As can be
Rician fading at any distance and for a special case ef2 expected, higher gateway densities indicate shorter egsel
can be approximated as in (13) on the next page. BH ranges, consequently, higher and higher throughput.
Proof: The proof is provided in Appendix C. Similarly, a higher propagation exponent induces highes lo
The expression (12) is used in Figure 3 to derive the avergoer decade, hence, lower achievable throughput, as seen in
Figure 3.




TABLE |
(LEFT) DEFAULT PARAMETERS USED IN ALL FIGURES UNLESS OTHERWISE STATED(RIGHT) MINIMUM VALUE OF m REQUIRED TO REDUCE THE ERROR
OF APPROXIMATION.

Parameter Value
Rice factor ) 10
Channel bandwidth\{’) in MHz 112 K] a=2] a=25] a=3
Propagation exponentj 2.5 0 1 1 1
Operating frequency/() in GHz 38 1 4 5 8
Propagation loss constant dB 5 15 19 28
(Lo = 10alogy (47 /c™/3) + 10alogy o (f417)) 80.0468 10 | 15 20 30
Equivalent isotropic radiated power (EiRP) in dBm | 20dBm+43dBi 20| 15 20 30
Receive antenna gaim] in dBi 43
Thermal noise powerX) in mMW/MHz 4-10~12
m—1 m—i—1 l
w (=1
E{T e —— S AB——
T~ 2 Ci ) MBI,
=0 =0
-1
T'(il+1
X { E—:rl )2F1 (+1L,1+11+1;1—7AB) — (l)rr!(w)\B)rl(lrl)!}. (13)
r=0
> N Loxz® 2
Pr{y > 7} :/ Q (\/2[(, \/2(1-%[()%) 2\ -z - e ™ dx (14)
0
> / NL 2
Pr{'ya:2>7—}:/ Q<\/2K,Z' 2(1+K)TPA0>27['>\.$.67T/\$ dz
0
(14 K)TNLg TAKPA
=1- xexp | — (15)
(1+K)TNL()+7T>\PA (1+K)TNL()+7T>\PA
B. Latency in the opposite direction. For instance, if the probabitity

Latency in a communication system is a combined result 8fCCessful reception 8.5, the expected latency over the
four distinct processes: propagation, transmission, gssiag, ereles_s hop would be x 6. I.n general, the mean_trgnsmssmn
and queuing. The propagation delay is the time it takesdglay is inversely proportlon_al to the transmls_smn sugces
packet to travel between transmitting and receiving argennProbability Pr(y > 7), following the approach in [13], as
hence, it can be ignored in wireless communication as tRBOWN here:
propagation speed is equal to speed of light. The transomissi E{D'} = 0 . (16)
delay is the time taken to push all the packet bits onto tHe lin Pr{y > 7}

The dominant factor causing transmission delays in wigelegiqre 4 shows the average success probability of trangmiss
links is the decode-and-forward mechanism, typically &bl oyer a wireless link for a range of SNR target values, fourenod
at each hop, which results in retransmissions when thevetei jensities, and two propagation exponents 2.5 anda = 3.
SNR value is below the required threshoid.(Accordingly, gor o — 2.5, the success probability is quasi-guaranteed (to
the success transmission probability of one hop in a wiselee tenth significant digit). For the latter setting & 3),
point-to-point link is equivalent to the probabiliyr(y > 7)  {he success probability is predominantly constrained gy th
which can be directly obtained from (1) &s Fz(z) for Rician  propagation, but is also limited by node density and setting
fading, at a given distance. Accordingly, the average S£cgys . For a high setting of = 100 usec, the transmission
probability over all possible values af, can be obtained as delay associated with a high SNR target= 15 dB and for

in (14). For a special case in whiech= 2, a closed form so- , _ '3 and) = 1 gateway pekm?, the effective transmission
lution for (14) can be obtained using [21, eq. B.27], as shovHé|ay would be~ 103.1 usec.

in (15). Considering a timeslotted transmission over &8l | 5qdition to the transmission delay, communication over
BH links, letd be the timeslot duration corresponding to givepireless links requires node processing which incurs aufuit
wireless technology. If the first attempt of transmission i§ejays. These are the processing and queuing delays which
successfully received, the transmission delay would beleque often approximated jointly as a Gamma distribution with

to 0, which is the ideal case. Otherwise, retransmissions Ocirameters that depend on the router, the given load, and
until a successful reception is recorded. Each retrangmiss

would incur an additional delay equal to the timeslot dunati
if we assume an ideal error-less reception of acknowledgimen
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fading and variable distance is shown for two propagatiqroaentse = 2.5 Mean packet size (g)

(top) anda = 3 (bottom) for A = {0.1, 1, 10,100} gateway(s) pekm?.
Parameters settings are as listed in Table | exéept 10 + 43 dBm as for

higher values the success probability=s99.999%. Fig. 6. The expected total delay over a wireless link is repnéed in this

figure for variable packet length (in bits) and node dendfgrameters
based on Table | with’P=100 mW, ¢=10, a=10 usec, b=0.01 usec/bit,

7=10 dB, \;,=1 node/kn.
technology as in [14]:

E{D™} = ¢ (1+1.28 - Ar1/Ak) - (a+ E{e}b),  (17) (function of \._1) has a major impact on increasing the
where, 6 is a delay-scaling factor that reflects the processimjocessing delay (hence, the total delay). The total ddiy a
power of the node per connected line; higher valueg wfcur S€EMS to increase Ilnearly with increasing delay-scamg)f .
higher delays. The expression+1.28- \;_1/\;) denotes the (¢), @s shown in Figure 5. The delay also increases with
mean number of nodes in laykr- 1 served by the designatediCréase in packet length, as seen in Figure 6, but the end-
node (router) in layer: to which the wireless BH link in value is domln_ated by the effect _of the d_elay-scallng factor
connected. The parameter(in usec) represents the traﬁic_and_n_ode densﬂy. Results sh(_)wn in both figures advo_cate that
independent processing delay of the router, afid usec/bit) the joint processing and queuing delay (tens of msec) isrerde
represents the processing delay with respect to the pac%{n_agnltude higher than the transmission delay in wireless
size He}. Accordingly, a point-to-point wireless link usingBH links (~ 0.1 msec).
decode-and-forward scheme incurs a total delayas shown

below: C. Resilience

_ t ray _ t r,q There are several performance metrics that may be used
B{D} =E{D"+ D™} = B{D'} + E{D™}, to characterise the resilience of a link [15]. (i) Reliatyilis
- 0 4o (14128 Ak—1 (a + E{e}b) the probability of a link being operational and is measured
~ E{Pr(SNR > 1)} : Ak * as the mean time before failure (MTBF). (ii) Survivability

(18) Mmeasures the performance of recovering from failure in serm
of the mean time to repair (MTTR). (iii) Availability is the
Figures 5 and 6 show that the number of connected linpsoportion of time the link is operational but, differenflpm
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strength to guarantee a target bit error rate). The fadingima

is defined agp £ \/Jmin/E{J} which is equal toy/ i, for
E{J} = 1. The time during which the signal power is below
Jmin IS the fade duration. The first step is to determine the
level crossing rateR;, and the average fade duratiof I },
equivalent to mean-time-to-repair or MTTR. These are eekiv
in [23] for Rician fading, as shown below:

Re = 2r0(K + 1)-fm-pe” “ =077 1520 /K (K + 1)) (19)

1 - Q(V2K,\/2(K + 1)p?)
V2r(K + 1)+ fon - peK=E+D0% - [y(2p\ /K (K +(%2>))

where, f,,, = vf/c¢ is the maximum Doppler shifty denotes
the relative motion of scattering objects between the trains
and receive antennag,is the carrier frequency of the signal,
andc is the speed of light an& is the Rice factor.

E{Fa} =

The none-fade duration{&,} = 1/R;,—E{F,} (equivalent
to the MTBF) is then defined and used in a Gilbert-Elliot two-
state-model to find the probability of fades being largentha
a thresholdJ,,;, as in [15]. Owing to the re-transmissions
mechanism, such fades do not necessarily cause a link outage
unless they persist for a duratiahy > A,.«. The outage
probability of a wireless link is thu®r(A; > Anax) Which
can only be determined if the fade duration distribution is
known. Albeit, this distribution is largely unknown and re-
mains an open problem in the literature ever since the @&igin
formulation by Rice [24]. In this work, we assume that thesfad
duration distribution exhibits an exponential-like beioav for
high values ofp, similar to [25]. The radio outage probability
of a wireless BH link, (EO"}), can thus be expressed as
follows:

Fig. 7. Percentage of time the indicated ACM is not availdblethree
scenarios based on data from different trials using auicneading and
modulation in different frequency bands.
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E{O"} = Pr(A; > Apax) = € Ul

(21)

10

In Figure 8, the radio outage probability (i.e.{@&"}) of

©) a wireless link that follows Rician fading is simulated as a
function of the critical timeA,,,x and the fade margimp.
Higher values ofA,,.x improve the radio link availability
and vice-versa. On the other hand, higher fade margins rende
the probability of fades higher, consequently, the link isren
vulnerable which increases the outage probability.

Often, key radio links that affect a large service area are
(i), it takes into account failures and repair; it is quaatifi designed with redundancy schemes that employ at least two
as uptime/(uptime+downtime) e.g., MTBF/(MTBF+MTTR).independent radio links, such as [1+1] or [2+0] schemesén t
In this paper, we model the outage probability, i.e. downRprmer example, one link is active at a given time with seam-

time/(uptime+downtime) which is affected by the radio lin T L Lo
failurt(a gnd the equipmeznt failure. Features syuch as autom%zss switching to the backup .||nk in case the T'rSI IS In outage
coding and modulation (ACM) are commercially employed t§ the latter example, both links are used simultaneously to

increase the robustness of the radio link at the cost of spact enhance the effective throughput; if one radio link failse t
efficiency reduction. Figure 7 shows experimental reshigg t system switches to a single link automatically without cags
highlight the vulnerability of EHF signals to fades and weat seryice interruption. In both examples, the wireless cotiae

colr:]ditgﬁir;s c[:%lzs]e[S]h”nechanisms such as decode-and—forwglsroonly in outage if both radio links fail simultaneously. In

dampen the effect of loss of radio link through repeated rB1€sh wireless networks, there are often more than one path

transmissions. These improve the tolerance of a wirelegs libetween two points; these points are considered discogshect

which may be recovered if the fade lasts less than the tirifall possible paths fail simultaneously. The outage egpi@n,

allowed for maximum retransmission. _ Jith any redundancy scheme, can be extended as follows,
Consequently, modelling the resilience of a wireless lin

entails an analysis of the fade duration distribution and de

termining the probability of having a fade duration that is

less than the critical limit. The average receive power &r<h

acterized by EJ}, and the minimum power level threshold

is Jmin (€.9., receiver sensitivity or minimum received signal

max

Fig. 8. Outage probability of a Rice fading channel link lthea (21),
assumingf,, = 10 Hz for different values ofp. Other parameters used
in the simulations are listed in Table I.



according to (21):
L

@) H TR

%

E{O"} = Pr'(As > Apay) ©) -

(22) B0
where, L denotes the number of links and{E;;} is the o :
mean fading duration over link The equality (a) indicates R NP0 A0 SN ol
that, in case parallel links are used as backup betweenslayer
x — 1 and x, the outage occurs only when all the links fail  Z10™ | E{OA =0.05
simultaneously. The notatiofr’ refers to the link outage & ‘E{Or};Amax:O.ls
probability with redundancy deployments. If the same value 310 & - = E{O}: MTTR=3days

can be assumed for the mean fading duration ofLalinks,
then the expression is further simplified as in ((b)-22) [15]

Equipment failure is another reason for wireless link out-
ages, and concerns both indoor units (IDUs) and outdoor
units (ODUs). The MTBF of such units is normally very
high (> 12years) and redundancy schemes are often used tc
improve the reliability. As such, a unique wireless link twbu
be equipped with an active ODU and a hot-backup passive
ODU that is activated whenever the prime ODU fails. The
MTTR for wireless equipment varies significantly based an th
location and accessibility; in an urban environment, itfieio
within three hours but may take up to three days in remote
areas with difficult access. The outage probability of vessl
links, including radio equipment and radio link failuresda
any redundancy plan can be expressed as follows:

E{O}21-E{(1-0")x (1-0) x (1-0")}
@ (1 E{0"}) x (1 - E{0°}) x (1 —E{O"})
(23)
where, 0°" and O are the outage probabilities of outdoor
units and indoor units, respectively, such tidst £ IL O3,

-7

E 3 - - E{O}; MTTR=3days
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Fig. 9. (Top) The outage probability of the wireless link i®&n as a function

where,i indicates the redundancy index of the hardware, agf for wo values ofAmax = {0.05,0.15} sec. The impact of equipment
! '~ failure is dominant for lower values @f, and has minimal effect otherwise. In

0¢ £ (MTTR/(MTBF + MTTR))? is the outage probabil- tese regions, the impact of the MTTR value is also impoga(Bottom) The
ity of the outdoor unit with redundancy indexbased on the hoalistic resilience of the BH network with = 3 dB and Ajax = 0.1 sec;

MTTR and MTBF values. The equality (a) in (23) is possiblgomparison between Rice fading(= 10) and Rayleigh FadingK = 0).
because the concerned probabilities are independent of eac

other. . .
The cause of a wireless link outage is often the radio fa,ilur%ateways in layee and the core network has a cumulative

as shown in Figure 9, unless the fade margin is very IO@ean delay ofl0 mseé. The parameters employed to model

For these low values, the wireless link outage probabili eb:/V|r|(|a|Ie§s I|rr11I§shcapaC|ty, !Ztency, gnd resmetr)]ce ;‘mﬂd mt'
is dominated by equipment failure. For higher fade margi goie 1, In which we consider a microwave band operating

values, the ODU and/or IDU failures have limited impact oH‘.lthe ?’8 IGHZ s_pectrum. ;1I'he ter:(%eaeﬁbiapﬁgg ?fd‘."‘ Ia§t—
the total wireless link availability. mile wireless microwave hop that exnibis ading 15

derived using (12). The expectations of delay and residenc
IV. WIRELESSBH IN A MULTI -HOP-HYBRID NETWORK in microwave links are based on (18) and (23), respectively.
We adopt the network topology that was presented in Figure 1

fln th|s|sectllc3)lr_1|, xve mtiﬁrate tt_he ?_envefdtﬁ erfor?i]ncekr]m;qalnd which consists of two hops. The first is the last-mile con-
ofa wireless op Iin the estimaion of the multi-hop hybri ecting the small cells to an aggregation point and usesreith

BH performance. Referring to the topology in Figure 1, witrljn-

parameters as defined in Table Il, we derive the expectatiolrE!)sCmwave links or fibre-based links (with mean capacity of
L o - Gbps). The second hop connects the aggregation point to
of the holistic BH resilience, capacity, and latency foliog ps) > P S ggregation pol

. . the gateway in the core network and is always provisioneld wit
the approach in [10]. Based on [10], the resilience of a rJr'u“i’ibre—based links1(0 Gbps). We study the impact of increasing

hop BH is affected by outages on any hop. Differently, t : f : : h : f
capacity of a multi-hop hybrid BH is determined by the sing?@e density of aggregation points andfor the proportion o

hop which is the most limiting, i.e., the last-mile. The latg,
P 9 v SAssuming the BH gateway to the core network has similar msiog

on the other hand, is .the aggregate effect of delay Occumﬁ'egay parameters to the gateway in lageand 99 connected lines, the delay
on all hops. We consider that the BH network between tlen be computed as:- (1 + 99) x (5 + 0.01 - 1500) = 10 msec



TABLE Il
SIMULATION PARAMETERS.

Parameter Value Remark
Ao 400 users/km | Density of &, PPP representing users.
A1 40 cells/kn? Density of ®; PPP representing small cells.
A2 4 gateways/km | Density of &, PPP representing BH aggregation points.
A3 1 gateway/km | Density of &3 PPP representing BH gateways.
Dm 50% 50% of last-mile links are randomly allocated microwave (38z) technology.
Dy 50% 50% of last-mile links are randomly allocated fibre-basezhielogy.
TABLE IlI
PERFORMANCE MODELLING PARAMETERS IN ADDITION TO THOSE LISTE IN TABLE I.
Parameter Value Remark
g 5 Scalar factor representing the processing power of BH gate(lower value indicates better
processing power).
I 10 Scalar factor representing the processing power of fibreegggion point.
5 10 Scalar factor representing the processing power of mioreveggregation point.
a§ 5 usec Traffic-independent processing delay of BH gateway.
ag 10 pusec Traffic-independent processing delay of fibre aggregatiaintp
ay’ 10 pusec Traffic-independent processing delay of microwave aggi@gaoint.
bg, bg, by' | 0.01 psec/bit| Processing delay of all routers relative to the packet size.
€ 1500 bits Ethernet packet size.
fibre-based last-mile links on the holistic BH performarice.
parallel, we compare the results with both Rice and Rayleigh
fading considerations.
R Ty We vary the proportion of last-mile fibre links and the
- o K=0:A,=4 density of the aggregation gateways in lageand examine
g 9°°°"c‘>"gf’;*f the resulting impact on the expectations of the multi-hop BH
< k1006 throughput and latency in Figures 10 (Top) and (Bottom),
£ o ko respectively. The node density, has limited effect on the
% 70007:3?5 resulting holistic throughput, whereas the increase ofefibr
g ...Kzlé;izzs - links steps up the throughput by a factor of two. In contrast,
2 eod © K0AB the increase of node density (i.e., proportion of fibre last-
s Z mile links) have equal share in reducing the holistic layeoic
ﬁ 5000 the multi-hop BH. As for resilience, the impact of increagin
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fading with K = 10 and Rayleigh fading with' = 0.

the share of fibre in the last mile doubles the resilience ef th
BH network, as seen in Figure 9 (Bottom).

Had Rayleigh fading £ = 0) been considered instead of
LOS-fading (e.g..K = 10), the resulting capacity estimation
would be pessimistic as clearly seen in the zoom-in window
of Figure 10 (Top). Whereas, the type of fading does not
have a significant impact on the latency, as expected from
the results obtained in in Section IlI-B. Essentially, theday
in the holistic BH link is dominated by the processing and
queuing delays, as such, the difference in delay caused by
the error in modelling the fading is negligible. In contrast
resilience of wireless links is the most vulnerable to thpetpf
fading, as seen in Figure 9 (Bottom). Consequently, thererro
in adopting Rayleigh fading models instead of Rice fading
when estimating the multi-hop BH resilience is significand a
would result in invalid conclusions.

V. USER-CENTRIC-BH OPTIMISATION PROBLEM

The User-Centric-Backhaul (UCB) is the state-of-the-art
user-cell association scheme that is radio-aware, BH&war
and user-centric at the same time [26]. The UCB uses multiple
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offset values that are optimised per cell, where each offset
reflects the end-to-end characteristics of that cell widpeet

: . . " T(A) = AnTn(A) + A Tr(A) (25
to quality attribute, e.g., capacity, latency, resilignete. On A A A+ AT A) - (29)

the other hand, each user has different quality targets that ~ subject to
are determined by the device capabilities, the application E{Zm} = NnTm x Gm =0 (26)
and the user’s preferences. For instance, a delay-criéical E{T;} —NyTy x Gy >0 (27)

health user would have stringent latency but relaxed threug

i . o The ergodic throughput pertaining to the traditional user-

put requirements. A streaming application may have the op- o 20 . :
. o . ell association policy is derived in many works that also
posite priorities, whereas a security sensor demands- ultra

high reliability (> 99.999% availability). The UCB allows cPI0Y Stochastic geometry to capture the network topology

LT . ; e.g., [9]). The T-UCB association policy, however, restift
users to make a judicious cell selection that is aware of thé S . .
. , o a new distribution of the distance between user and serving
candidate cells’ end-to-end characteristics (as oppaseatiio

conditions only) and of the users’ specific needs. In otthH’ since it is not necessarily the closest. The receivguas

words, two users having the same signal reception of Power is a function of that distance, and the throughput is

surrounding cells may choose differently according to r‘[he"f1 function of the received signal power of serving and all

disparate quality targets. Similarly, two cells with exadhe interfering cells.

. - In order to solve the optimisation problem, we need to first
same radio characteristics, may have unequal offset velues | . . :
BN ; . . derive the analytical expression for the system throughput
to dissimilar limitations on their respective BH links.

In this section, we develop an analytical solution to gssuming the following two variables: (i) offset settingr pe

i 3 ell type, and (ii) distance between a typical user and the
sut_)pro.blem of the UCI.B’ the throughput based UCB (T L4(:B§tarving cell. The distance is conditioned on the assodciatio
which is concerned with one BH link per cell and a single

attribute: Throughput. We consider a mono-layer network Phcy, thus, is a function of the offset value. We first follate

small cells that have identical radio characteristics dmat t € qssquahon pollcy in Section V-A. Next, we determine th

. ) . distribution of the distance between a typical user and the
have a purposely over-dimensioned radio access. Eachs# the . : o .

. . corresponding serving cell (based on the associationyjolic

cells connects to the BH gateway using the topology destribe . . : i .
. . . . Ih Section V-B. Finally, we find the ergodic throughput in
in the previous section. Effectively, there are two typesroéll Section V-C
cells: Cy with fibre-based last-mile and;,, with microwave- '
based last-mile. Such a network can be modelled, using a
stationary mixed PPB; with a randomized intensity function
H having a two-point distribution such that:

Pr(H = An) = pms Pr(H=A;) = pr =1 — pm,  (24) A. Basic UCB association policy

where,0 < p,, < 1 is the probability of having a cell of type  The cell association of a typical usér, in a UCB system

Cy, andpy is the probability of having a cell of typ€/. . . . :
Hence, the intensity 0B, i A = puAm + (1 — pm) s, Where is based on the maximurbiased mean received power (or

Am > 0 is the intensity of cells of typ&,, and \; > 0 is rank) from all cellsC. as defined in (28), given that all cglls
the intensity of cells of type&”;. The adoption of PPP in the have the same power per usé, and the same propagation
representation of small cells locations is justified singehs characteristics«{, and x,). It should be noted that, in this
randomness may be expected in small cells’ deployment. §roblem, there are two wireless links with very differenach

Let the users be also located according to a homogene - - ; e :
PPP®, with intensity \, that is independent ab,. We denote Uteristics. The first is the wirele®H which is characterised

the variableR as the distance separating the typical/randoRY LOS fading and is often noise limited. The second is the
user located at the origin, without loss of generalityadio accessbetween the cell and the users which is often
from the closest cell in®;. The T-UCB optimisation none LOS and interference limited [9]. To this end, we use

problem consists of finding the optimum association polighe subscript, to differentiate the propagation parameters of

A(O’rru Of) = [-Am(O’rru Of); -Af(O'rrL; Of)] that would i i i .
maximise the ergodic throughput without exceeding tthe radioaccesslink from those of the wirelesBH):

capacity limits of both types of BH links,{H,,,} and E7}. _ —p oy —Ola. . _
The factorsA,, and A; represent the proportion of users Rue = B{Jeat X Oc = Fa Xa * Rue™™3 Ve {m’f}2'8
associated to cells of typ€,, and C}, respectively. The (28)

association policy is a function of the offset settings inhbo ce|| association often is based on mean received power (as
cell types (O,,, O¢) that can take on any positive value. Th

BH capacity constraints are (26) and (27), which dicta?éoposed to instantaneoqs Va“.JeS) in order to avoid pingrpon
that the SINR-based throughpu,{ and 7;) of all served ©iect that may result if fading were accounted for. The
users (\;, and \/;) affected by the overhead,, and G, Probability of a typical user associating with a cell. is
should not exceed the nominal capaciti€¥F, } and E{Tfi», thus equivalent to the probability dR, . > R, for all

respectively. other cellsC,,. In a T-UCB, a typical user either connects
to cell type C,, or Cf, based on the association policy
A=[A,, Af].

Theorem V.1. The probability of a typical user attaching to
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cell ¢y, or Cy can be expressed as follows: typical user at a random distangdrom its associated cefl’.

1 is shown in (36). The expression{®&V, log, (1 ++'(x)) | =}
Am 7o (29) s the distribution of the instantaneous throughput comaiéd
(8—;) +1 to a particular valuer. It is derived in [9], assuming that the
1 power of fading of both serving and interfering channels are
Af = (30) exponentially distributed with unit mean, as in (37). Where
(%—*f“’) +1 is the target throughput, is the signal-over-noise ratio (SNR),

and L is the Laplace function as defined in (38).

For a p articular case in which the radio coverage is interfer
ence limited, the SINR can be approximated with the signal-
to-interference ratioJIR = 4) (i.e., Z#C Jiw > Nep). If, in
B. Policy-based user-cell distance addition, we assume that, = 4, the expected throughput at a

The minimum distance between a typical user and a Cgliyen distance can be further simplified as in (39) [9]. The-ge

is a variableR as explained in Section II-B. However, witheral average ergodic throughp_ut based on two variabl_astd

T-UCB association policy, the serving cell is not nece$ﬁari71 may be obtained b_y replacing the de”V.ed expressions (37)

the closest. We consider a typical user at the origin asmni:iaand (33), as shown in (40). For the particular interference-

with a cell of typeC,, or C;. DenoteX,, (or X;) as the limited scenario withn, = 4, expression (40) can be further
m . m H s . . .

distance between the user and its serving cell. Since calls a'mp"f'ed’ as in (41). Plugging (41) in (35), we get the agera

deployed as a PPR,,, and.X; are random variables describeoergodic throughput of a typical user in the network (for the

by their probability density functiorfx, () and fy, (x) that !nterference-limited basic deployment with, = 4), as ;hown
we derive in this section. We first define the cddf, (z), as in (42). The average number of users associated with cells of
follows: ' ma typec = [m, f] can be obtained as the rathg. = A.- Ao/ ¢,

where) is the intensity of the users’ PPP aidis the density

) of cells’ PPP ;). Accordingly, the average throughput of a

(31) cell of type C. can be expressed as in (43) (for the special
case).

Lemma V.2. The complementary cumulative distribution func-

tion that represent the variable distance between the &picy Reasuyits and Analysis

user and a cell of typ€’,,, can be expressed as follows:

Proof: The proof is provided in Appendix D.

Pr (R, > x,c=m)
Pr(c=m)

FXm (x) £ Pr (Rm > m|c = m) =

o In this section, we solve the T-UCB optimisation problem
Fx, (z)= e Am. (32) using an exhaustive search approach. We consider the spe-
cial case of interference-limited radio access togetheh wi
a propagation exponent, = 4. The remaining parameters
are listed in Table IV. The expected throughput capacity of

Consequently, the pdf of the policy-based user-cell distanthe microwave link can, thus, be derived using the expressio

Proof: The proof is provided in Appendix E.

can be found as follows: in (12) which equates td60.75 Mbps The last-mile fibre
= throughput capacity is considered to leGbps. We plot
fx, () = dFﬁ”” (z) = d(t - ng' (2)) the objective function (25) and the constraints (26) and (27
270\”3 o x for all possible values of4,, (note thatA; = 1 — A,,).
= —g-e” (A_m). (33) We assume thad,, = A\; = 40 cells per kni and \; =
Am Pm - Am + (1 — pm) - Ap = 40 cells per kni with p,, = 0.5
Similarly, fx,(z) can be obtained as follows: and \o = 1200 users per krh The y-axis shows the network
27\ ‘”2(M> load and the unused BH load (a nil value indicates 100%
fx;(x) = A—fa: e A/, (34) usage of the BH available capacity, a negative value means
C. Ergodic throughput TABLE IV
. . . . . PARAMETERS EMPLOYED TO OBTAIN EXPERIMENTAL RESULTS
In this section, we derive the average ergodic througfiput REMAINING PARAMETERS ARE DEEINED INTABLE .
of a typical user that hasl; probability of connecting to a N e
cell of typeCy and A, otherwise. o Taatoways /) 11040
T = Af .Tf + A, .Tm, (35) A1 (cells/km?) 40
Pm Oto 1l
where, T,,, and T; are the average throughput of a typical Xo_(users/km?) 1200
user associated with cell typ@,, and C;, respectively. The Gy =Gm 03

. ) MIMO rank 2
average throughput over a radio access channel bandwidth aaran 2
W, is T.(z,7'(z)) & E{E{W,log, (1 +~'(x)) | x}}. It is o 25
a function of two variables: the distance between user and i 10d?g“d+81,8d5i
|

associated cell) and the received SINRy’). The SINR of a
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e E{ o) - e,
/ c,u c,u c,u
V() = ’ - ) e . (36)
) Ny, + Zied)c\c (Ji,u) Ny + Zie¢c\c (E{Jc,u} : hi,u)
! * 27—“ B 1 « T,
E{W,log, (1++'(2)) | 2} = W,ln2 exp{ — X Lr (%27 — 1))dr,, (37)
0
> 1
%a(27a 1)) = - /\22Tu12/%/ ——du |. 38
£r, @ ) eXP( ma( ) (27a —1)=2/e 1+ u®a/2 v (38)
E{W,log, (1 +%(x)) |z} = Waln2/ Ly (227 —1))d7,
Ta>0
—mAz? Ta — Z —arctan 1
- wa1n2/ oV 1((g-orc (\/2”*1>)d7a. (39)
Ta>0
. o0
7.~ [ EWlog, (14 9(a)) | o} x fx.(@)da
2 x 2Ta — 1
ﬂ)\ / / —mAE exp{ } Lp, (x% (27 — 1))dr,xdx. (40)
0 0 Y
. - 77r/\x2\/ Ta — L —arctan 1
T (g =4,7"~%) = 27 x W, 1112/ / T e : 1(2 ' <V27“*1)>:cd:cd7a
Ae o Jo
— W2 / . (41)
0 1+ A.x 27« —1 (g — arctan (ﬁ))
) o0 A
T (g =4,7 ~ %) = W,yln2 / drg. (42)
e={m, 370 1+ A x 27 —1 (g — arctan (\/ﬁ))
T¢ = N.xT,

_ A ! dr. (43)

oo
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Fig. 11. Exhaustive search solution for the T-UCB problerhe Tink load shown represents the unused proportion of theimad link capacity; negative
values indicate overload and positive values reflect unaespdcity.
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the BH is overloaded, and a positive value indicates the
available unused BH capacity). The resulting curves aressho

in Figure 11 and the solution space is demarcated by the
condition (26). The limiting condition defined by (27) is ®ev
reached, in this scenario, and the optimum associatiorypoli
is A* =[0.16,0.84].

A BH-unaware association scheme would have resulted in
equal share of users between both cell types and would have
incurred overload of the wireless BH cells by ab8g%. Such
a BH condition would reflect on the quality perceived by half
of the users who would be suffering from queuing delays,
lost packets, and significant reduction in throughput. If we
normalise the effect of BH overload on all users attached to o 02 04 6 08
cells of typeC,,, then each would experience a throughput Froporton of cells wih microave last-mie (py)
reduction equal td0.88 x 160.75)/(N,,) = 9.43 Mbps for
N, = 15 users per cell.

1) Sensitivity analysisin this section, we study the effect
of key parameters on the optimisation results. The effett®f
probability p,,, of cells of typeC,, is first studied in Figure 12
(Top), assuming the same cells and users densities as in the
previous section. As expected, more users associate wath th
fibre-based cells when these increase in density. Moretheer,
optimum curve deviates from the linear relationship duéo t
constraint determined by the wireless BH capacity, which in
this figure is calculated based on = 4 aggregation points
per kn?, i.e., 160.75 Mbps. The highest association factor with
cells of typeC,, is 0.4 and occurs when the proportion of such To 20 0 a0 a0 40 450 500
cells is85%. There are no feasible solutions beyond this value Expecian of micronae BH capcly n Mpbs (fork;=4 1040 nodesf)

that would Sa,tISfy the microwave capacn_y constraint. . Fig. 12. (Top) The effect of microwave cell density on theoagstion policy.
Next, we inspect the effect of the wireless BH capacifyottom) The effect of microwave BH capacity on the assimiapolicy.

on the association policy in Figure 12 (Bottom), where the

probability of cells of typeC,,, is p = 0.5. For values of\y >

13 aggregation points per khfi.e., 307.2 Mbps), the network manipulation as in [28, eq. 6], the expression in (9) can be

becomes radio access limited and the increase in microwdgand and the proof is complete. u

capacity does not affect the association policy.

Optimum association factor A,

o o o
°S L o N 9 & 9
[l (5 N a1 w al B

T T T

o

o

a
T

w

Optimum association factor A

VI. CONCLUSION APPENDIXB

We have presented in this article tractable models that _ , ,
capture three key performance characteristics of wirektés 100 The average throughput of a wireless link at a
links: throughput, latency, and resilience. This is thet firerk  9'VeN distancer is derived here using the fluctuating Rice
that offers analytical performance models that are reptase f@ding channel model. By restricting the parameteto take

tive of the BH-specific LOS nature of wireless propagatioff©Sitive integer values, the distribution gf is given in a very
The derived expressions are employed as a modular parSBpPIe form [17], [18] as:

the multi-hop hybrid BH performance modelling. Moreover, m—1 1 pm—l—i B
an association scheme that is aware of the performance of the fr(z) =Y Ci- Pl e LR (45)
multi-hop BH links (including wireless hops) is elaboratedl i=0 By~ (m —i)!
shown to improve user-centric performance. with B, £ Q.(m + K)/m(1 + K) and C; as defined in
APPENDIX A Section II-A. Plugging (45) into (8), and using ( [18, eq. 23]
we find an approximate expression for the averagefatas
Proof: The average throughput of a wireless link at & (10) and the proof is complete. m
given distancer is derived here, starting with the pdf of Rice
fading:
- APPENDIXC
Jru(2) = nge_Z(Ttv)e*Klo (2 QiK(K—i- 1)> ,
w z (44) Proof: The average throughput of a wireless Ilink, 18,

taken over both the variable distance and fading component
Plugging (44) into (8), the integral can be solved as preslipu can be approximated by using (11) to represent the upper in-
done by using the result in [27, eq. 5] and after some simptemplete Gamma function (—/, z) and replacing: = 22 /B,



14

E{T} ~ 77)\B ez 2T (=1, 2) - e ™24y
m—1  m—i—1 1)1 50 -1 rl
E{T} ~ / . (1-7AB) E (Z) e 7 Z (7 )7 g dz,
i=0 1=0 0 r=0
m—i—1
ln ZC > {11+Iz} (46)

1=0 =0

as in (46). Thus, solving (46) equates to solving the follgyvi The equality (a) is a direct result of replacirig by the

two integrals: expression in (28) and (b) follows from using ccdf expressio
0 Fr(r)(r) = exp(—nAr?). The final result (c) is obtained
L :/ e By (2) de. (47) by replacingy = r? and a straight forward integration. The
0 association probability with cell of typ€’; can be obtained
I = _/ (1) IZ e (48) in a similar manner as: 1
r=0 —
. X Ay = T (52)
with 7 2 1 — 7AB. (O—rfﬂ) +1

We first solvel; using [29, eq. 21 p. 198]. Note that, in
this casel'(-) is the Gamma function which is equivalent tdt ¢an be verified thatl,,, +.4; = 1, and the proof is complete.

L(y) = (y— 1 =

R APPENDIXE
I = e 2'Fy (2) dz, . o .
0 The complementary cumulative distribution function that

r'i+1) represent the variable distance between the typical usgr an
Fi(l+1,l+1;l+1;1—7AB). 49 . .
I+1 2 1+ LI+ LT+ 11— 7AB) (49) 4 cell of typeC,, is derived here.
The second integral, can be re-arranged, as follows, with a ~ Proof:  The  probability Pr[s =m| is equal to
direct solution using the Gamma function. A, as shown in Section V-A. The joint probability
Pr[R,, > z,s = m] can be found as follows:
I = — Z(*l)r!/ ZlrrTlemm Bz g, Pr(R,, >x,s=m] = Pr[R, >z, Ru(Ry) > R
o0
= / Pr[Rm(r) > Rf] fr,, (r)dr

= _Z )'ri(wAB) T (1 = 1) S (ot )2/%+1)
r=0 = 277)\/ O’" dr

= - )l (mAB) T (1 — 7 — 1)) 50 e
Z ( ) (50) = A, -e A:” . (53)
By replacing/; and I, by (49) and (50), respectively, in (46), Plugging (53) into (31) leads to the expression (32), and the
the expression (12) is obtained, and the proof is complmte. proof is complete. |
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