
Sensor networks offer a powerful combination of distributed sensing, computing and com-

munication. They lend themselves to countless applications and, at the same time, offer

numerous challenges due to their peculiarities, primarily the stringent energy constraints

to which sensing nodes are typically subjected. The distinguishing traits of sensor net-

works have a direct impact on the hardware design of the nodes at at least four levels:

power source, processor, communication hardware, and sensors. Various hardware plat-

forms have already been designed to test the many ideas spawned by the research com-

munity and to implement applications to virtually all fields of science and technology. We

are convinced that CAS will be able to provide a substantial contribution to the develop-

ment of this exciting field.

Wireless Sensor Networks:
Applications and Challenges
of Ubiquitous Sensing
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1. Introduction

T
he increasing interest in wireless sensor networks

can be promptly understood simply by thinking

about what they essentially are: a large number of

small sensing self-powered nodes which gather informa-

tion or detect special events and communicate in a wire-

less fashion, with the end goal of handing their processed

data to a base station. Sensing, processing and communi-

cation are three key elements whose combination in one

tiny device gives rise to a vast number of applications

[A1], [A2]. Sensor networks provide endless opportuni-

ties, but at the same time pose formidable challenges,

such as the fact that energy is a scarce and usually

non-renewable resource. However, recent advances in

low power VLSI, embedded computing, communication

hardware, and in general, the convergence of computing

and communications, are making this emerging tech-

nology a reality [A3]. Likewise, advances in nanotechnol-

ogy and Micro Electro-Mechanical Systems (MEMS) are

pushing toward networks of tiny distributed sensors and

actuators.

2. Applications of Sensor Networks

Possible applications of sensor networks are of interest to

the most diverse fields. Environmental monitoring, war-

fare, child education, surveillance, micro-surgery, and

agriculture are only a few examples [A4]. Through joint

efforts of the University of California at Berkeley and the

College of the Atlantic, environmental monitoring is car-

ried out off the coast of Maine on Great Duck Island by

means of a network of Berkeley motes equipped with var-

ious sensors [B6]. The nodes send their data to a base

station which makes them available on the Internet. Since

habitat monitoring is rather sensitive to human presence,

the deployment of a sensor network provides a non-

invasive approach and a remarkable degree of granularity

in data acquisition [B7]. The same idea lies behind the

Pods project at the University of Hawaii at Manoa [B8],

where environmental data (air temperature, light, wind,

relative humidity and rainfall) are gathered by a network

of weather sensors embedded in the communication

units deployed in the South-West Rift Zone in Volcanoes

National Park on the Big Island of Hawaii. A major concern

of the researchers was in this case camouflaging the sen-

sors to make them invisible to curious tourists. In Prince-

ton’s Zebranet Project [B9], a dynamic sensor network

has been created by attaching special collars equipped

with a low-power GPS system to the necks of zebras to

monitor their moves and their behavior. Since the net-

work is designed to operate in an infrastructure-free envi-

ronment, peer-to-peer swaps of information are used to

produce redundant databases so that researchers only

have to encounter a few zebras in order to collect the

data. Sensor networks can also be used to monitor and

study natural phenomena which intrinsically discourage

human presence, such as hurricanes and forest fires.

Joint efforts between Harvard University, the University

of New Hampshire, and the University of North Carolina

have recently led to the deployment of a wireless sensor

network to monitor eruptions at Volcán Tungurahua, an

active volcano in central Ecuador. A network of Berkeley

motes monitored infrasonic signals during eruptions, and

data were transmitted over a 9 km wireless link to a base

station at the volcano observatory [B10].

Intel’s Wireless Vineyard [B11] is an example of using

ubiquitous computing for agricultural monitoring. In this

application, the network is expected not only to collect

and interpret data, but also to use such data to make deci-

sions aimed at detecting the presence of parasites and

enabling the use of the appropriate kind of insecticide.

Data collection relies on data mules, small devices carried

by people (or dogs) that communicate with the nodes

and collect data. In this project, the attention is shifted

from reliable information collection to active decision-

making based on acquired data.

Just as they can be used to monitor nature, sensor

networks can likewise be used to monitor human behav-

ior. In the Smart Kindergarten project at UCLA [B12],

wirelessly-networked, sensor-enhanced toys and other

classroom objects supervise the learning process of chil-

dren and allow unobtrusive monitoring by the teacher.

Medical research and healthcare can greatly benefit

from sensor networks: vital sign monitoring and accident

recognition are the most natural applications. An impor-

tant issue is the care of the elderly, especially if they are

affected by cognitive decline: a network of sensors and

actuators could monitor them and even assist them in

their daily routine. Smart appliances could help them

organize their lives by reminding them of their meals and

medications. Sensors can be used to capture vital signs

from patients in real-time and relay the data to handheld

computers carried by medical personnel, and wearable

sensor nodes can store patient data such as identifica-

tion, history, and treatments. With these ideas in mind,

Harvard University is cooperating with the School of

Medicine at Boston University to develop CodeBlue, an

infrastructure designed to support wireless medical sen-

sors, PDAs, PCs, and other devices that may be used to

monitor and treat patients in various medical scenarios

[B13]. On the hardware side, the research team has
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created Vital Dust, a set of devices based on the MICA21

sensor node platform (one of the most popular members

of the Berkeley motes family), which collect heart rate,

oxygen saturation, and EKG data and relay them over a

medium-range (100 m) wireless network to a PDA [B14].

Interactions between sensor networks and humans are

already judged controversial. The US has recently

approved the use of a radio-frequency implantable device

(VeriChip) on humans, whose intended application is

accessing the medical records of a patient in an emer-

gency. Potential future repercussions of this decision

have been discussed in the media.

An interesting application to civil engineering is the

idea of Smart Buildings: wireless sensor and actuator net-

works integrated within buildings could allow distributed

monitoring and control, improving living conditions and

reducing the energy consumption, for instance by con-

trolling temperature and air flow. 

Military applications are plentiful. An intriguing

example is DARPA’s self-healing minefield [B15], a self-

organizing sensor network where peer-to-peer communi-

cation between anti-tank mines is used to respond to

attacks and redistribute the mines in order to heal

breaches, complicating the progress of enemy troops.

Urban warfare is another application that distributed

sensing lends itself to. An ensemble of nodes could be

deployed in a urban landscape to detect chemical

attacks, or track enemy movements. PinPtr is an ad hoc

acoustic sensor network for sniper localization devel-

oped at Vanderbilt University [B16]. The network detects

the muzzle blast and the acoustic shock wave that origi-

nate from the sound of gunfire. The arrival times of the

acoustic events at different sensor nodes are used to esti-

mate the position of the sniper and send it to the base sta-

tion with a special data aggregation and routing service.

Going back to peaceful applications, efforts are under-

way at Carnegie Mellon University and Intel for the design

of IrisNet (Internet-scale Resource-Intensive Sensor Net-

work Services) [B17], an architecture for a worldwide sen-

sor web based on common computing hardware such as

Internet-connected PCs and low-cost sensing hardware

such as webcams. The network interface of a PC indeed

senses the virtual environment of a LAN or the Internet

rather than a physical environment; with an architecture

based on the concept of a distributed database [B18], this

hardware can be orchestrated into a global sensor system

that responds to queries from users.

3. Characteristic Features

of Sensor Networks

In ad hoc networks, wireless nodes self-organize into an

infrastructureless network with a dynamic topology.

Sensor networks (such as the one in Figure 1) share these

traits, but also have several distinguishing features. The

number of nodes in a typical sensor network is much

higher than in a typical ad hoc network, and dense

deployments are often desired to ensure coverage and

connectivity; for these reasons, sensor network hardware

must be cheap. Nodes typically have stringent energy lim-

itations, which make them more failure-prone. They are

generally assumed to be stationary, but their relatively

frequent breakdowns and the volatile nature of the wire-

less channel nonetheless result in a variable network

topology. Ideally, sensor network hardware should be

power-efficient, small, inexpensive, and reliable in order

to maximize network lifetime, add flexibility, facilitate

data collection and minimize the need for maintenance.

Lifetime

Lifetime is extremely critical for most applications, and

its primary limiting factor is the energy consumption of

the nodes, which need to be self-powering. Although it is

often assumed that the transmit power associated with

packet transmission accounts for the lion’s share of

power consumption, sensing, signal processing and even

hardware operation in standby mode consume a consis-

tent amount of power as well [C19], [C20]. In some appli-

cations, extra power is needed for macro-scale actuation.

Many researchers suggest that energy consumption

could be reduced by considering the existing interdepen-

dencies between individual layers in the network proto-

col stack. Routing and channel access protocols, for

instance, could greatly benefit from an information

exchange with the physical layer.

At the physical layer, benefits can be obtained with

lower radio duty cycles and dynamic modulation scaling

(varying the constellation size to minimize energy expenditure
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[D35]). Using low-power modi for the processor or dis-

abling the radio is generally advantageous, even though

periodically turning a subsystem on and off may be more

costly than always keeping it on. Techniques aimed at

reducing the idle mode leakage current in CMOS-based

processors are also noteworthy [D36].

Medium Access Control (MAC) solutions have a direct

impact on energy consumption, as some of the primary

causes of energy waste are found at the MAC layer: colli-

sions, control packet overhead and idle listening. Power-

saving forward error control techniques are not easy to

implement due to the high amount of computing power

that they require and the fact that long packets are nor-

mally not practical.

Energy-efficient routing should avoid the loss of a

node due to battery depletion. Many proposed protocols

tend to minimize energy consumption on forwarding

paths, but if some nodes happen to be located on most

forwarding paths (e.g., close to the base station), their

lifetime will be reduced.

Flexibility

Sensor networks should be scalable, and they should be

able to dynamically adapt to changes in node density and

topology, like in the case of the self-healing minefields. In

surveillance applications, most nodes may remain quies-

cent as long as nothing interesting happens. However,

they must be able to respond to special events that the

network intends to study with some degree of granulari-

ty. In a self-healing minefield, a number of sensing mines

may sleep as long as none of their peers explodes, but

need to quickly become operational in the case of an

enemy attack. Response time is also very critical in con-

trol applications (sensor/actuator networks) in which the

network is to provide a delay-guaranteed service.

Untethered systems need to self-configure and adapt

to different conditions. Sensor networks should also be

robust to changes in their topology, for instance due to

the failure of individual nodes. In particular, connectivity

and coverage should always be guaranteed. Connectivity

is achieved if the base station can be reached from any

node. Coverage can be seen as a measure of quality of

service in a sensor network [C23], as it defines how well

a particular area can be observed by a network and char-

acterizes the probability of detection of geographically

constrained phenomena or events. Complete coverage is

particularly important for surveillance applications.

Maintenance

The only desired form of maintenance in a sensor net-

work is the complete or partial update of the program

code in the sensor nodes over the wireless channel. All

sensor nodes should be updated, and the restrictions on

the size of the new code should be the same as in the case

of wired programming. Packet loss must be accounted for

and should not impede correct reprogramming. The por-

tion of code always running in the node to guarantee

reprogramming support should have a small footprint,

and updating procedures should only cause a brief inter-

ruption of the normal operation of the node [C24].

The functioning of the network as a whole should not

be endangered by unavoidable failures of single nodes,

which may occur for a number of reasons, from battery

depletion to unpredictable external events, and may

either be independent or spatially correlated [C25]. Fault-

tolerance is particularly crucial as ongoing maintenance

is rarely an option in sensor network applications.

Self-configuring nodes are necessary to allow the

deployment process to run smoothly without human

interaction, which should in principle be limited to plac-

ing nodes into a given geographical area. It is not desir-

able to have humans configure nodes for habitat

monitoring and destructively interfere with wildlife in the

process, or configure nodes for urban warfare monitoring

in a hostile environment. The nodes should be able to

assess the quality of the network deployment and indi-

cate any problems that may arise, as well as adjust to

changing environmental conditions by automatic recon-

figuration. Location awareness is important for self-

configuration and has definite advantages in terms of

routing [C26] and security. Time synchronization [C27] is

advantageous in promoting cooperation among nodes,

such as data fusion, channel access, coordination of sleep

modi, or security-related interaction.

Data Collection

Data collection is related to network connectivity and cov-

erage. An interesting solution is the use of ubiquitous mobile

agents that randomly move around to gather data bridging

sensor nodes and access points, whimsically named data

MULEs (Mobile Ubiquitous LAN Extensions) in [C28]. The

predictable mobility of the data sink can be used to save

power [C29], as nodes can learn its schedule. A similar con-

cept has been implemented in Intel’s Wireless Vineyard.

It is often the case that all data are relayed to a base

station, but this form of centralized data collection may

shorten network lifetime. Relaying data to a data sink

causes non-uniform power consumption patterns that

may overburden forwarding nodes [C21]. This is partic-

ularly harsh on nodes providing end links to base sta-

tions, which may end up relaying traffic coming from all

other nodes, thus forming a critical bottleneck for net-

work throughput [A4], [C22], as shown in Figure 2.

An interesting technique is clustering [C30]: nodes

team up to form clusters and transmit their information to

their cluster heads, which fuse the data and forward it to a
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sink. Fewer packets are transmitted, and a uniform energy

consumption pattern may be achieved by periodic re-clus-

tering. Data redundancy is minimized, as the aggregation

process fuses strongly correlated measurements.

Many applications require that queries be sent to

sensing nodes. This is true, for example, whenever the

goal is gathering data regarding a particular area where

various sensors have been deployed. This is the rationale

behind looking at a sensor network as a database [C31].

A sensor network should be able to protect itself and

its data from external attacks, but the severe limitations

of lower-end sensor node hardware make security a true

challenge. Typical encryption schemes, for instance,

require large amounts of memory that are unavailable in

sensor nodes. Data confidentiality should be preserved

by encrypting data with a secret key shared with the

intended receiver. Data integrity should be ensured to

prevent unauthorized data alteration. An authenticated

broadcast must allow the verification of the legitimacy of

data and their sender. In a number of commercial appli-

cations, a serious disservice to the user of a sensor net-

work is compromising data availability (denial of

service), which can be achieved by sleep-deprivation tor-

ture [C33]: batteries may be drained by continuous serv-

ice requests or demands for legitimate but intensive tasks

[C34], preventing the node from entering sleep modi.

4. Hardware Design Issues

In a generic sensor node (Figure 3), we can identify a

power module, a communication block, a processing unit

with internal and/or external memory, and a module for

sensing and actuation.

Power

Using stored energy or harvesting energy from the outside

world are the two options for the power module. Energy

storage may be achieved with the use of batteries or alter-

native devices such as fuel cells or miniaturized heat

engines, whereas energy-scavenging opportunities [D37]

are provided by solar power, vibrations, acoustic noise,

and piezoelectric effects [D38]. The vast majority of the

existing commercial and research platforms relies on bat-

teries, which dominate the node size. Primary (non-

rechargeable) batteries are often chosen, predominantly

AA, AAA and coin-type. Alkaline batteries offer a high ener-

gy density at a cheap price, offset by a non-flat discharge,

a large physical size with respect to a typical sensor node,

and a shelf life of only 5 years. Voltage regulation could in

principle be employed, but its high inefficiency and large

quiescent current consumption call for the use of compo-

nents that can deal with large variations in the supply volt-

age [A5]. Lithium cells are very compact and boast a flat

discharge curve. Secondary (rechargeable) batteries are

typically not desirable, as they offer a lower energy densi-

ty and a higher cost, not to mention the fact that in most

applications recharging is simply not practical.

Fuel cells [D39] are rechargeable electrochemical ener-

gy-conversion devices where electricity and heat are pro-

duced as long as hydrogen is supplied to react with oxygen.

Pollution is minimal, as water is the main byproduct of the

reaction. The potential of fuel cells for energy storage and

power delivery is much higher than the one of traditional

battery technologies, but the fact that they require hydro-

gen complicates their application. Using renewable energy

and scavenging techniques is an interesting alternative.

Communication

Most sensor networks use radio communication, even if

alternative solutions are offered by laser and infrared.

Nearly all radio-based platforms use COTS (Commercial

Off-The-Shelf) components. Popular choices include the

TR1000 from RFM (used in the MICA motes) and the

CC1000 from Chipcon (chosen for the MICA2 platform).

More recent solutions use industry standards like IEEE

802.15.4 (MICAz and Telos motes with CC2420 from

Chipcon) or pseudo-standards like Bluetooth. Typically,

the transmit power ranges between −25 dBm and 10 dBm,

while the receiver sensitivity can be as good as −110 dBm.
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Spread spectrum techniques increase the channel reliabil-

ity and the noise tolerance by spreading the signal over a

wide range of frequencies. Frequency hopping (FH) is a

spread spectrum technique used by Bluetooth: the carrier

frequency changes 1600 times per second on the basis of

a pseudo-random algorithm. However, channel synchro-

nization, hopping sequence search, and the high data rate

increase power consumption; this is one of the strongest

caveats when using Bluetooth in sensor network nodes. In

Direct Sequence Spread Spectrum (DSSS), communication

is carried out on a single carrier frequency. The signal is

multiplied by a higher rate pseudo-random sequence and

thus spread over a wide frequency range (typical DSSS

radios have spreading factors between 15 and 100).

Ultra Wide Band (UWB) is of great interest for sensor

networks since it meets some of their main requirements.

UWB is a particular carrier-free spread spectrum tech-

nique where the RF signal is spread over a spectrum as

large as several GHz. This implies that UWB signals look

like noise to conventional radios. Such signals are pro-

duced using baseband pulses (for instance, Gaussian

monopulses) whose length ranges from 100 ps to 1 ns, and

baseband transmission is generally carried out by means

of pulse position modulation (PPM). Modulation and

demodulation are indeed extremely cheap. UWB provides

built-in ranging capabilities (a wideband signal allows a

good time resolution and therefore a good location accu-

racy) [D40], allows a very low power consumption, and

performs well in the presence of multipath fading.

Radios with relatively low bit-rates (up to 100 kbps)

are advantageous in terms of power consumption. In

most sensor networks, high data rates are not needed,

even though they allow shorter transmission times thus

permitting lower duty cycles and alleviating channel

access contention. It is also desirable for a radio to

quickly switch from a sleep mode to an operational mode.

Optical transceivers such as lasers offer a strong

power advantage, mainly due to their high directionality

and the fact that only baseband processing is required.

Also, security is intrinsically guaranteed (intercepted sig-

nals are altered). However, the need for a line of sight and

precise localization makes this option impractical for

most applications.

Processing and Computing

Although low-power FPGAs might become a viable

option in the near future [D41], microcontrollers (MCUs)

are now the primary choice for processing in sensor

nodes. The key metric in the selection of an MCU is

power consumption. Sleep modi deserve special atten-

tion, as in many applications low duty cycles are essen-

tial for lifetime extension. Just as in the case of the radio

module, a fast wake-up time is important. Most CPUs

used in lower-end sensor nodes have clock speeds of a

few MHz. The memory requirements depend on the

application and the network topology: data storage is not

critical if data are often relayed to a base station. Berke-

ley motes, UCLA’s Medusa MK-2 and ETHZ’s BTnodes use

low-cost Atmel AVR 8-bit RISC microcontrollers which

consume about 1500 pJ/instruction. More sophisticated

platforms, such as the Intel iMote and Rockwell WINS

nodes, use Intel StrongArm/XScale 32-bit processors.

Sensing

The high sampling rates of modern digital sensors are

usually not needed in sensor networks. The power effi-

ciency of sensors and their turn-on and turn-off time are

much more important. Additional issues are the physi-

cal size of the sensing hardware, fabrication, and assem-

bly compatibility with other components of the system.

Packaging requirements come into play, for instance,

with chemical sensors which require contact with the

environment [D42]. Using a microcontroller with an on-

chip analog comparator is another energy-saving tech-

nique which allows the node to avoid sampling values

falling outside a certain range [D43]. The ADC which

complements analog sensors is particularly critical, as

its resolution has a direct impact on energy consump-

tion. Fortunately, typical sensor network applications

do not have stringent resolution requirements.

Micromachining techniques have allowed the minia-

turization of many types of sensors. Performance does

decrease with sensor size, but for many sensor network

applications size matters much more than accuracy.

Standard integrated circuits may also be used as

temperature sensors (e.g., using the temperature-

dependence of subthreshold MOSFETs and pn junc-

tions) or light intensity transducers (e.g., using photodi-

odes or phototransistors) [D44]. Nanosensors can offer

promising solutions for biological and chemical sensors

while concurrently meeting the most ambitious minia-

turization needs.

5. Existing Hardware Platforms

Berkeley motes, made commercially available by Cross-

bow, are by all means the best known sensor node hard-

ware implementation, used by more than 100 research

organizations. They consist of an embedded microcon-

troller, low-power radio, and a small memory, and they are

powered by two AA batteries. MICA and MICA2 are the

most successful families of Berkeley motes. The MICA2

platform, whose layout is shown in Figure 4,  is equipped

with an Atmel ATmega128L and has a CC1000 transceiver.

A 51-pin expansion connector is available to interface sen-

sors (commercial sensor boards designed for this specific

platform are available). Since the MCU is to handle
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medium access and baseband processing, a fine-grained

event-driven real-time operating system (TinyOS) has

been implemented to specifically address the concurren-

cy and resource management needs of sensor nodes. For

applications that require a better form factor, the circular

MICA2Dot can be used: it has most of the resources of

MICA2, but is only 2.5 cm in diameter. Berkeley motes up

to the MICA2 generation cannot interface with other wire-

less-enabled devices [E47]. However, the newer genera-

tions MICAz and Telos support IEEE 802.15.4, which is part

of the 802.15 Wireless Personal Area Network (WPAN)

standard being developed by IEEE. At this point, these

devices represent a very good solution for generic sensing

nodes, even though their unit cost is still relatively high

(about $100–$200). The proliferation of different lower-

end hardware platforms within the Berkeley mote family

has recently led to the development of a new version of

TinyOS which introduces a flexible hardware abstraction

architecture to simplify multi-platform support [E48].

Tables 1 and 2 show an overview of the radio trans-

ceivers and the microcontrollers most commonly used in

existing hardware platforms; an overview of the key fea-

tures of the platforms is provided in Table 3.

Intel has designed its own iMote [E49] to implement

various improvements over available mote designs,

such as increased CPU processing power, increased

main memory size for on-board computing and

improved radio reliability. In the iMote, a powerful

ARM7TDMI core is complemented by a large main mem-

ory and non-volatile storage area; on the radio side,

Bluetooth has been chosen.

Various platforms have been developed for the use

of Berkeley motes in mobile sensor networks to enable

investigations into controlled mobility, which facili-

tates deployment and network repair and provides

possibilities for the implementation of energy-harvest-

ing. UCLA’s RoboMote [E50], Notre Dame’s MicaBot

[E51] and UC Berkeley’s CotsBots [E52] are examples

of efforts in this direction.

UCLA’s Medusa MK-2 sensor nodes [E53], developed

for the Smart Kindergarten project, expand Berkeley

motes with a second microcontroller. An on-board

power management and tracking unit monitors power

consumption within the different subsystems and selec-

tively powers down unused parts of the node.

UCLA has also developed iBadge [E54], a wearable sen-

sor node with sufficient computational power to process

the sensed data. Built around an ATMega128L and a DSP, it

features a Localization Unit designed to estimate the posi-

tion of iBadge in a room based on the presence of special

nodes of known location attached to the ceilings.

In the context of the EYES project (a joint effort

among several European institutions) custom nodes

[E55], [C24] have been developed to test and demon-

strate energy-efficient networking algorithms. On the

software side, a proprietary operating system, PEEROS

(Preemptive EYES Real Time Operating System), has

been implemented.

The Smart-Its project has investigated the possibility

of embedding computational power into objects, leading

to the creation of three hardware platforms: DIY Smart-

its, Particle Computers and BTnodes.

The DIY Smart-its [E56] have been developed in the

UK at Lancaster University; their modular design is based

on a core board that provides processing and communi-

cation and can be extended with add-on boards. A typical

setup of Smart-its consists of one or more sensing nodes

that broadcast their data to a base station which consists

of a standard core board connected to the serial port of a

PC. Simplicity and extensibility are the key features of this

platform, which has been developed for the creation of

Smart Objects. An interesting application is the Weight

Table: four load cells placed underneath a coffee table

form a Wheatstone bridge and are connected to a DIY

node that observes load changes, determines event types

like placement and removal of objects or a person moving

a finger across the surface, and also retrieves the position

of an object by correlating the values of the individual

load cells after the event type (removed or placed) has

been recognized [E57].

Particle Computers have been developed at the 

University of Karlsruhe, Germany. Similarly to the DIY

platform, the Particle Smart-its are based on a core board

equipped with a Microchip PIC; they are optimized for

energy efficiency, scalable communication and small

scale (17 mm × 30 mm). Particles communicate in an ad

hoc fashion: as two Particles come close to one another,
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they are able to talk. Additionally, if Particles come near a

gateway device, they can be connected to Internet-enabled

devices and access services and information on the Inter-

net as well as provide information [E58].

The BTnode hardware from ETHZ [E47] is based on an

Atmel ATmega128L microcontroller and a Bluetooth mod-

ule. Although advertised as a low-power technology,

Bluetooth has a relatively high power consumption, as

discussed before. It also has long connection setup times

and a lower degree of freedom with respect to possible

network topologies. On the other hand, it ensures inter-

operability between different devices, enables applica-

tion development through a standardized interface, and

offers a significantly higher bandwidth (about 1 Mbps)

compared to many low-power radios (about 50 Kbps).

Moreover, Bluetooth support means that COTS hardware

can be used to create a gateway between a sensor net-

work and an external network (e.g., the Internet), as

opposed to more costly proprietary solutions [E59].

MIT is working on the µAMPS (µ-Adaptive Multi-

domain Power-aware Sensors) project, which explores

energy-efficiency constraints and key issues such as self-

configuration, reconfigurability, and flexibility. A first pro-

totype has been designed with COTS components: three

stackable boards (processing, radio and power) and an

optional extension module. The energy dissipation of this

microsensor node is reduced through a variety of power-

aware design techniques [D45] including fine-grain shut-

down of inactive components, dynamic voltage and

frequency scaling of the processor core, and adjustable

radio transmission power based on the required range.

Dynamic voltage scaling is a technique used for active

power management where the supply voltage and clock

frequency of the processor are regulated depending on

the computational load, which can vary significantly

based on the operational mode [D36], [C20]. The main

goal of second generation µAMPS is clearly stated in

[D46] as breaking the 100 µW average power barrier.

Another interesting MIT project is the Pushpin com-

puting system [E60], whose goal is the modelling, test-

ing, and deployment of distributed peer-to-peer sensor

networks consisting of many identical nodes. The push-

pins are 18 mm × 18 mm modular devices with a power

substrate, an infrared communication module, a pro-

cessing module (Cygnal C8051F016) and an expansion

module (e.g., for sensors); they are powered by direct

contact between the power substrate and layered con-

ductive sheets.
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MCU Max. Freq. [MHz] Memory Data Size [bits] ADC [bits] Architecture

AT90LS8535 (Atmel) 4 8 kB Flash, 512B EEPROM, 512B SRAM 8 10 AVR
ATMega128L (Atmel) 8 128 kB Flash, 4 kB EEPROM, 4 kB SRAM 8 10 AVR
AT91FR4081 (Atmel) 33 136 kB On-Chip SRAM, 8 Mb Flash 32 — Based on 

ARM core 
(ARM7TDMI)

MSP430F149 (TI) 8 60 kB + 256B Flash, 2 kB RAM 16 12 Von Neumann
C8051F016 (Cygnal) 25 2304B RAM, 32 kB Flash 8 10 Harvard 8051
PIC18F6720 (Microchip) 25 128 kB Flash, 3840B SRAM, 1 kB EEPROM 8 10 Harvard
PIC18F252 (Microchip) 40 32 K Flash, 1536B RAM, 256B EEPROM 8 10 Harvard
StrongARM SA-1110 (Intel) 133 — 32 — ARM v.4
PXA255 (Intel) 400 32 kB Instruction Cache, 32 kB Data 32 — ARM v.5TE

Cache, 2 kB Mini Data Cache

Table 2. 
Microcontrollers used in sensor node platforms.

Radio (Manufacturer) Band [MHz] Max. Data Rate [kbps] Sensit. [dBm] Notes

TR1000 (RFM) 916.5 115.2 −106 OOK/ASK

TR1001 (RFM) 868.35 115.2 −106 OOK/ASK

CC1000 (Chipcon) 300–1,000 76.8 −110 FSK, −20 to 10 dBm

CC2420 (Chipcon) 2,400 250 −94 OQPSK, −24 to 0 dBm, IEEE 802.15.4, DSSS

BiM2 (Radiometrix) 433.92 64 −93

9XStream (MaxStream) 902–928 20 −114 FHSS

Table 1. 
Radios used in sensor node platforms.
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MIT has also built Tribble (Tactile reactive interface

built by linked elements), a spherical robot wrapped by a

wired skinlike sensor network designed to emulate the

functionalities of biological skin [E61]. Tribble’s surface

is divided into 32 patches with a Pushpin processing

module and an array of sensors and actuators.

At Lancaster University, surfaces provide power and net-

work connectivity in the Pin&Play project. Network nodes

come in different form factors, but all share the Pin&Play

connector, a custom component that allows physical con-

nection and networking through conductive sheets which

are embedded in surfaces such as a wall or a bulletin board

[E62]. Pin&Play falls in between wired and wireless tech-

nologies as it provides network access and power across 2D

surfaces. Wall-mounted objects are especially suited to be

augmented to become Pin&Play objects. In a demonstra-

tion, a wall switch was augmented and freely placed any-

where on a wall with a Pin&Play surface as wallpaper. 

For applications which do not call for the minimization

of power consumption, high-end nodes are available.

Rockwellís WINS nodes and Sensoria’s WINS 3.0 Wireless

Sensing Platform are equipped with more powerful

processors and radio systems. The embedded PC mod-

ules based on widely supported standards PC/104 and

PC/104-plus feature Pentium processors; moreover,

PC/104 peripherals include digital I/O devices, sensors

and actuators, and PC-104 products support almost all PC

software. PFU Systems’ Plug-N-Run products, which fea-

ture Pentium processors, also belong to this category.

They offer the capabilities of PCs and the size of a sensor

node, but lack built-in communication hardware. COTS

components or lower-end nodes may be used in this

sense [C32]. Research is underway toward the creation of

sensor nodes that are more capable than the motes, yet

smaller and more power-efficient than higher-end nodes.

Simple yet effective gateway devices are the MIB pro-

gramming boards from Crossbow, which bridge networks of

Berkeley motes with a PC (to which they interface using the

serial port or Ethernet). In the case of Telos motes, any

generic node (i.e., any Telos mote) can act as a gateway, as

it may be connected to the USB port of a PC and bridge it to

the network. Of course, more powerful gateway devices are

also available. Crossbow’s Stargate is a powerful embedded

computing platform (running Linux) with enhanced com-

munication and sensor signal processing capabilities based

on Intel PXA255, the same X-Scale processor that forms the

core of Sensoria WINS 3.0 nodes. Stargate has a connector

for Berkeley motes, may be bridged to a PC via Ethernet or

802.11, and includes built-in Bluetooth support.

6. Closing Remarks

Sensor networks offer countless challenges, but their ver-

satility and their broad range of applications are eliciting

more and more interest from the research community as

well as from industry. Sensor networks have the potential

of triggering the next revolution in information tech-

nology. The challenges in terms of circuits and systems

are numerous: the development of low-power communi-

cation hardware, low-power microcontrollers, MEMS-

based sensors and actuators, efficient AD conversion,

and energy-scavenging devices is necessary to enhance

the potential and the performance of sensor networks.

System integration is another major challenge that sensor

networks offer to the circuits and systems research 

community. We believe that CAS can and should have a

significant impact in this emerging, exciting area.
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Platform CPU Comm. External Memory Power Supply

WesC (UCB) AT90LS8535 TR1000 32 kB Flash Lithium Battery

MICA (UCB, Xbow) ATMega128L TR1000 512 kB Flash AA

MICA2 (UCB, Xbow) ATMega128L CC1000 512 kB Flash AA

MICA2Dot (UCB, Xbow) ATMega128L CC1000 512 kB Flash Lithium Battery

MICAz (UCB, Xbow) ATMega128L CC2420 512 kB Flash AA

Telos (Moteiv) MSP430F149 CC2420 512 kB Flash AA

iMote (Intel) ARM7TDMI Core Bluetooth 64 kB SRAM, 512 kB Flash AA

Medusa MK-2 (UCLA) ATMega103L TR1000 4 Mb Flash Rechargeable Lithium Ion

AT91FR4081

iBadge (UCLA) ATMega128L Bluetooth, TR1000 4 Mb Flash Rechargeable Lithium Ion

DIY (Lancaster University) PIC18F252 BiM2 64 Kb FRAM AAA, Lithium, Rechargeable

Particle (TH) PIC18F6720 RFM TR1001 32 kB EEPROM AAA or Lithium Coin Battery 

or Rechargeable

BT Nodes (ETHZ) ATMega128L Bluetooth, CC1000 244 kB SRAM AA

ZebraNet (Princeton) MSP430F149 9XStream 4 Mb Flash Lithium Ion

Pushpin (MIT) C8051F016 Infrared — Power Substrate

WINS 3.0 (Sensoria) PXA255 802.11b 64 MB SDRAM, 32 MB + 1 GB Flash Batteries

Table 3. 
Hardware features of various platforms.
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